
ar
X

iv
:1

60
2.

05
66

1v
1 

 [
m

at
h.

O
C

] 
 1

8 
Fe

b 
20

16

OPTIMAL CONTROL PROBLEMS OF FORWARD-BACKWARD
STOCHASTIC VOLTERRA INTEGRAL EQUATIONS WITH CLOSED

CONTROL REGIONS

TIANXIAO WANG∗ AND HAISEN ZHANG†

Abstract. Optimal control problems of forward-backward stochastic Volterra integral equations
(FBSVIEs, in short) with closed control regions are formulated and studied. Instead of using spike
variation method as one may imagine, here we turn to treat the non-convexity of the control regions by
borrowing some tools in set-valued analysis and adapting them into our stochastic control systems. A
duality principle between linear backward stochastic Volterra integral equations and linear stochastic
Fredholm-Volterra integral equations with conditional expectation are derived, which extends and
improves the corresponding results in [25], [30]. Some first order necessary optimality conditions
for optimal controls of FBSVIEs are established. In contrast with existed common routines to
treat the non-convexity of stochastic control problems, here only one adjoint system and one-order
differentiability requirements of the coefficients are needed.

Key words. forward-backward stochastic Volterra integral equations, first order necessary opti-
mality condition, stochastic Fredholm-Volterra integral equations, set-value analysis, dual principle.
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1. Introduction. Let T > 0 and (Ω,F ,F,P) be a complete filtered probability
space (satisfying the usual conditions), on which a 1-dimensional standard Wiener
process W (·) is defined such that F = {Ft}0≤t≤T is the natural filtration generated
by W (·) (augmented by all of the P-null sets). Consider the following controlled
stochastic differential equation

{
dX(t) = b(t,X(t), u(t))dt+ σ(t,X(t), u(t))dW (t), t ∈ [0, T ],
X(0) = x0,

(1.1)

with cost functional

J(u(·)) = E

[ ∫ T

0

f(t,X(t), u(t))dt+ h(X(T ))
]
.(1.2)

Here u(·) is the control variable valued in the control region U ⊂ R
l, X(·) is the state

variable valued in R
n (for some n ∈ N), and b, σ, f and h are given functions. The

stochastic optimal control problem is to find a control variable ū(·) belonging to the
admissible control set Uad (which will be defined later) such that

J(ū(·)) = inf
u(·)∈Uad

J(u(·)).

For above problem, one of the central topics is to establish the necessary conditions
for optimal controls. Many contributions in this field were made ever since the work
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of [15], see e.g. [3], [4], [12] and references cited therein. However, the general case
with control-dependent diffusion term and non-convex control region were untouched
until the work [21]. Besides the standard spike variation method and the useful tool
of Itô formula, another indispensable notion in [21] is the introduced second-order
adjoint equation. Note that the later one is actually a linear backward stochastic
differential equation (BSDE, in short), the point of which also reveals the crucial
role of BSDEs in stochastic optimal control problems. In fact, besides their wide use
in the stochastic control problems, BSDEs are also applicable in other areas, such
as mathematical finance. For example, a large class of risk measures or stochastic
differential utility can be represented by the solutions of proper BSDEs (see [9], [23]).
Moreover, according to e.g. [22], [26], [31], the financial/economic applications largely
motivate people to study the optimal control problem for forward-backward stochastic
differential equations (FBSDEs, in short),





X(t)=x0+

∫ t

0

b(s,X(s), u(s))ds+

∫ t

0

σ(s,X(s), u(s))dW (s), t∈ [0, T ],

Y (t)=h(X(T ))+

∫ T

t

g(s,X(s), Y (s), Z(s), u(s))ds−

∫ T

t

Z(s)dW (s), t∈ [0, T ],

(1.3)
associated with cost functional

J(u(·)) = E

[ ∫ T

0

f(t,X(t), u(t), Y (t), Z(t))dt + h(x(T ), Y (0))
]
.(1.4)

However, such control problem with general control region also kept still for nearly
decade until recently [29] and [31] gave some excellent solutions along this. Actually,
the reliance of diffusion term on control variable and the limited integrability of pro-
cess Z(·) makes the second order Taylor-type expansion becomes impossible, not to
mention the deriving of maximum principle. In order to get around these essential
difficulties, the authors in [29] and [31] transformed equivalently the original forward-
backward problem into a new forward control system case with initial-terminal state
constraints. Then the original issue can be solved by working on the later one.

In this paper we study the optimal control problem of forward-backward stochas-
tic Volterra integral equations (FBSVIEs, in short),






X(t)=ϕ(t)+

∫ t

0

b(t, s,X(s), u(s))ds+

∫ t

0

σ(t, s,X(s), u(s))dW (s),

Y (t)=ψ(t,X(T ))+

∫ T

t

g(t, s,X(s), Y (s), Z(t, s), u(s))ds−

∫ T

t

Z(t, s)dW (s).

(1.5)

Mathematical speaking, FBSVIE (1.5) is an extension of FBSDE (1.3). The motiva-
tions of our study are based on the following aspects. To begin with, let us take more
closer glances at both equations (1.1) and (1.3), from which one can understand a fun-
damental structure of differential systems: time consistency (or semi-group property).
Actually it is just this inherent feature that makes some mathematical treatments,
such as the well-known dynamic programming principle ([33]), or the dynamic risk
measures by BSDEs ([23]), applicable and useful. However, from practical point of
view, such character seems to make the described system rather ideal, even in deter-
ministic setting. For example, the physical meaningfulness of heat equation has been
doubted due to its property of infinite speed of propagation. To solve this problem,
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one common way is to add some memory effects into this partial differential equations,
see e.g. [32]. Inspired by this point, we would like to replace the forward equation
of (1.3) with some stochastic system with memory, like stochastic Volterra integral
equation (SVIE, in short). For the risk measures/differential utility represented by
BSDEs, some recent study (e.g. [10], [27]) also indicates a tendency to replace them
with general time inconsistent counterparts, like the ones via backward stochastic
Volterra integral equations (BSVIEs, in short). Therefore, here we use the controlled
BSVIEs in (1.5) instead of the controlled BSDE in (1.3). Furthermore arguments
along this can be found in [25]. Here we would like to mention some related study on
SVIEs and BSVIEs, e.g. [1], [5], [16], [18], [19], [20], [25], [27], [28], [30].

The purpose of this paper is to establish some first order necessary optimality
conditions for FBSVIEs with non-convex control region. If one follows the conven-
tional approaches in FBSDEs case (e.g. [22], [26], [29], [31]), there are two essential
difficulties one has to face with. In the first place, the transformation between con-
trolled FBSDEs and another controlled SDEs with state constraints appearing in [29]
and [31] actually made use of time consistency of differential systems, which of course
does not fit in the SVIEs framework. Second, the inherent structure of Volterra in-
tegral systems makes the duality between SDEs and BSDEs via Itô’s formulation no
longer work well for SVIEs and FBSVIEs (see [25]), hence many developed excellent
tricks in FBSDEs case are absent here. Therefore, we need to provide more efficient
techniques rather than following the traditional ones.

In contrast with spike variation, in this paper we will use a quite different varia-
tional technique to deal with the non-convexity of the control region U ⊂ R

l. To show
the basic ideas involved, let us firstly recall the convex case. Let ū(·) be an optimal
control and define

V := {v(·) = [u(·)− ū(·)] ∈ L2
F
(0, T ;Rl) | u(·) ∈ Uad}.

When U is convex, it is clear that, for any v(·) ∈ V and ε ∈ (0, 1),

ū(·) + εv(·) =
[
ū(·) + ε

(
u(·)− ū(·)

)]
∈ Uad.(1.6)

Such kind of perturbation is named a convex variation of ū(·). Based on this result, by
introducing suitable variational equation, adjoint equation and related duality skills
one can obtain the required necessary optimality condition. Here V can be seen as
the set of perturbation direction for ū(·). However, when the control region U is
non-convex, there may exists u1(·) such that for any ε > 0, ū(·)+ ε

(
u1(·)− ū(·)

)
does

not belong to Uad, i.e., V is a little bit of large as a set of perturbation direction in
this case. So we should find another suitable way to choose the set of perturbation
direction but without losing the basic procedures from variational equation to duality
principle. One way to do so is to find set V̄ ⊂ L2

F
(0, T ;Rl) such that for any v(·) ∈ V̄

and small ε > 0, there exists vε(·) ∈ L2
F
(0, T ;Rl) satisfying

ū(·) + εvε(·) ∈ Uad, E

∫ T

0

|vε(s)− v(s)|2ds→ 0, ε→ 0.(1.7)

In some sense condition (1.7) can be seen as a extension/relaxtion of (1.6). However,
the question is: do the set V̄ and following-up tricks exist? Fortunately, as we will
see next, the adjacent cone of Uad at ū(·) (see Definition 2.1) is a good choice of V̄
satisfying (1.7). Actually, such perturbation approach via the adjacent cone is called
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variational analysis approach in the literature. Note that the variational analysis
approach has a long history and been used extensively in optimization and optimal
control theory under the deterministic setting, see the book [6]. Using this method,
[13] established a second order integral type necessary condition for optimal control
problem of ordinary differential equations with state constraint, which was later im-
proved into the pointwise form in [11] with delicate analysis. For the stochastic case,
[7] firstly used the variational analysis approach to deal with controlled SDEs and ob-
tained both the first and second order integral type necessary condition with convex
and closed control regions. In this paper, we adopt such a variational analysis ap-
proach under the FBSVIEs setting with closed control region (but not necessary to be
convex) and obtain some pointwise necessary conditions of optimal controls. Notice
that the pointwise form seems more appropriate than the integral counterparts in [7]
from the view of mathematical control theory.

At this moment we would like to point out some novelties of following-up stud-
ies. In the first place, when the control region is nonconvex, compared with existed
spike variation method it seems that our variational approach (under some structural
assumptions on U , see Remark 3.23) is more advantageous. Actually, in the partic-
ular SDEs case, to derive the maximum principle the coefficients in the traditional
literature are required to be twice differentiable with respect to variable x. Moreover,
besides the first-order adjoint equations, the second-order adjoint equations are also
indispensable in the stochastic setting (see [21]). Nevertheless, here we only need
the differentiability of the coefficient up to the first order. In addition, only one ad-
joint equation is needed even though the control region is allowed to be non-convex.
In the second place, since we are using set-valued analysis in the stochastic frame-
work, it seems like the procedures of transforming the integral necessary condition
into the pointwise form are essentially different from the existed counterparts. In
fact, similar transformation can be directly derived via contradiction arguments if
we use spike/convex variational method. However, some new features arise under
our framework which make the pointwise process by no means straightforward as
before. Fortunately, by borrowing some existed well-known results in the set-valued
analysis (see [2]) the pointwiseness arguments can be successfully done. To our best
such result, i.e. Lemma 4.6 appears for the first time. Furthermore, its generality
also makes it applicable in obtaining necessary optimality conditions for some other
stochastic control systems. In the third place, when we are trying to use the existed
results on set-valued analysis (see [2]), the incompleteness of product measure space
(Ω× [0, T ],FT ⊗B([0, T ]), λ×P) under stochastic setting does not fit their complete-
ness requirement (see e.g. Proposition 2.6 next). Hence further works also need to
be done to fill the gap between the two. Since such a problem can be avoided for the
study on deterministic system, like [11], [17], it thus implies a new distinction between
stochastic control problem and deterministic case.

The rest of this paper is organized as follows. In Section 2, we list some notations,
spaces and preliminary results. In Section 3, we introduce the main results of this
paper and give some examples. Finally, in Section 4 we give the proof of our main
result, as well as a general dual principle and some pointwise procedures.

2. Some preliminaries. In the first place let us introduce some notations. For
H = R

n,Rn×m, etc., we denote its norm by | · |. For 0 ≤ s < t ≤ T , we define

L2
Ft
(Ω;H) :=

{
ξ : Ω → H

∣∣ ξ is Ft-measurable, E|ξ|2 <∞
}
,
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L2
FT

(s, t;H) :=
{
X : [s, t]× Ω → H

∣∣ X(·) is FT ⊗ B([s, t])-measurable,

such that E

∫ t

s

|X(r)|2dr <∞
}
,

L2
FT

(
Ω;C([s, t];H)

)
:=

{
X : [s, t]× Ω → H

∣∣ X(·) is FT ⊗ B([s, t])-measurable,

and has continuous paths, E
(

sup
r∈[s,t]

|X(r)|2
)
<∞

}
,

CFT

(
[s, t];L2(Ω;H)

)
:=

{
X : [s, t] → L2

FT
(Ω;H)

∣∣ X(·) is continuous from [s, t] to

L2
FT

(Ω, H), sup
r∈[s,t]

E|X(r)|2 <∞
}
.

Also, we define

L2
F
(s, t;H) :=

{
X(·) ∈ L2

FT
(s, t;H)

∣∣ X(·) is F-adapted
}
.

The spaces L2
F

(
Ω;C([s, t];H)

)
and CF

(
[s, t];L2(Ω;H)

)
can be defined in the similar

way. Further, we denote

∆ :=
{
(t, s) ∈ [0, T ]2

∣∣∣ t ≤ s
}
, ∆∗ :=

{
(t, s) ∈ [0, T ]2

∣∣∣ t ≥ s
}
≡ ∆c,

H2
∆(0, T ;H) := L2

F
(0, T ;H)× L2

F
(∆;H),

H2(0, T ;H) := CF([0, T ];L
2(Ω;H))× C

(
[0, T ];L2

F
(0, T ;H)

)
,

H2
1(0, T ;H) := L2

F
(0, T ;H)× L2

(
0, T ;L2

F
(0, T ;H)

)
,

where

L2
F
(∆;H) :=

{
Z : ∆× Ω → H

∣∣ s 7→ Z(t, s) is F-adapted on [t, T ], a.e. t ∈ [0, T ],

‖Z(· , ·)‖2L2
F
(∆;H) := E

∫ T

0

∫ T

t

|Z(t, s)|2dsdt <∞
}
,

C([0, T ];L2
F
(0, T ;H)) :=

{
Z : [0, T ]2 × Ω → H

∣∣ s 7→ Z(t, s) is F-adapted on [0, T ],

∀t ∈ [0, T ], t 7→ Z(t, ·) is continuous in L2
F
(0, T ;H) and

‖Z(· , ·)‖2C(0,T ;L2
F
(0,T ;H)) := sup

t∈[0,T ]

E

∫ T

0

|Z(t, s)|2ds <∞
}
,

L2(0, T ;L2
F
(0, T ;H)) :=

{
Z : [0, T ]2 × Ω → H

∣∣ s 7→ Z(t, s) is F-adapted on [0, T ],

t ∈ [0, T ], a.e. ‖Z(· , ·)‖2L2(0,T ;L2
F
(0,T ;H)) := E

∫ T

0

∫ T

0

|Z(t, s)|2dsdt <∞
}
.

For readers’ convenience, next let us introduce some necessary notations and results
on set-valued analysis, see [2]. Let X be a Banach space with norm ‖ · ‖. For
any x ∈ X , denote B(x, ε) := {y ∈ X | ‖y − x‖ < ε} with its closure B̄(x, ε).
For any subset K ⊂ X , denote by intK, clK and bdK the interior, closure and
boundary of K. The distance between a point x and a closed set K in X is defined
by dist(x,K) := infy∈K ‖y − x‖. The following definition can be found in Definition
4.1.5 (p. 126) of [2].
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Definition 2.1. Let K be a closed subset of a Banach space X , x ∈ K. The
adjacent cone T b

K(x) is defined by

T b
K(x) :=

{
v ∈ X

∣∣∣ lim
h→0+

dist(x+ hv,K)

h
= 0

}
.

Obviously, for any x ∈ intK, T b
K(x) = X , and for any x ∈ bdK, T b

K(x) is a closed set
and 0 ∈ T b

K(x). When K is convex,

T b
K(x) = cl

{
α(y − x)

∣∣∣ α ≥ 0, y ∈ K
}
.

Now let us introduce some characterizations of the adjacent cone which can be
found in page 128 of [2].

Lemma 2.2. LetK be a closed subset of a Banach space X , x ∈ K. The following
assertions are equivalent.
(i) v ∈ T b

K(x).
(ii) For any ε > 0, there exists an α > 0 such that for any h ∈ (0, α) one can find a

vector vh ∈ B(v, ε) so that x+ hvh ∈ K.
(iii) For any hn → 0+, there exists a sequence {vn}

∞
n=1 such that vn → v in X as

n→ ∞ and for any n, x+ hnvn ∈ K.

Remark 2.1. Note that for any fixed h > 0, there exists yh ∈ K such that

‖yh − x− hv‖ ≤ inf
y∈K

‖y − x− hv‖+ h2.

If v ∈ T b
K(x), by denoting vh := yh−x

h
, it follows that vh → v as h → 0+, and

x+ hvh ∈ K. Such a point will be useful in the sequel.

In the following, let (Ξ,S , µ) be a σ-finite measure space, X a separable Banach
space, F : Ξ  X a set-valued map. For any ξ ∈ Ξ, F (ξ) is called the value (or the
image) of F at ξ. The domain of F is the subset of ξ ∈ Ξ such that F (ξ) is not empty,
i.e.,

Dom(F ) := {ξ ∈ Ξ | F (ξ) 6= ∅}.

The image of F is defined by

Im(F ) :=
⋃

ξ∈Ξ

F (ξ).

For map F , let us define its graph Graph(F ) the subset of product space Ξ×X as,

Graph(F ) :=
{
(x, y) ∈ Ξ×X

∣∣y ∈ F (x)
}
.

Suppose F : Ξ X is a set-valued map with closed image. F is called measurable if
for any Borel set A ⊆ X , the inverse image of F is measurable, i.e.,

F−1(A) := {ξ ∈ Ξ | F (ξ) ∩ A 6= ∅} ∈ S .

Note that the domain of a measurable map is measurable as well as its complement{
ξ ∈ Ω

∣∣F (ξ) = ∅
}
. The following result gives one criteria for the measurability, i.e.

Theorem 8.1.4 (p.310) of [2].
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Proposition 2.3. Let (Ξ,S , µ) be a complete σ-finite measure space, X a
complete separable metric space and F a set-valued map from Ξ to X with nonempty
closed images. Then F is measurable if and only if the graph of F belongs to S ⊗X ,
where X is the Borel σ-algebra of X .

In what follows, we also need the notion of measurable selection of a given set-
valued map, see Definition 8.1.2 (p.308) of [2],

Definition 2.4. Let (Ξ,S ) be a measurable space and X a complete separable
metric space. Consider a set-valued map F from Ξ to X . A measurable map f : Ξ →
X satisfying f(ξ) ∈ F (ξ) for any ξ ∈ Ξ, is called a measurable selection of F .

The following result comes from Theorem 8.1.3 (p.308) in [2],

Proposition 2.5. Let X be a complete sparable metric space, (Ξ,S ) a mea-
surable space, F : Ξ X a measurable set-valued map with nonempty closed values.
Then there exists a measurable selection of F .

Eventually, let us look at one result on the adjacent cone, see also Theorem 8.5.1
(p.324) of [2].

Proposition 2.6. Suppose (Ξ,S , µ) is a complete σ-finite measure space, and
X is a separable Banach space, U ⊆ X is a closed set. Then for any k(·) ∈ K, with

K :=
{
k(·) ∈ Lp(Ξ,S , µ)

∣∣ for almost all ξ ∈ Ξ, k(ξ) ∈ U
}
,

and p ≥ 1, the set-valued map T b
U (k(·)) is S -measurable, and Tk ⊆ T b

K(k(·)) where
Tk is defined as

Tk :=
{
l(·) ∈ Lp(Ξ,S , µ)

∣∣ for almost all ξ ∈ Ξ, l(ξ) ∈ T b
U (k(ξ))

}
.

3. Optimal Control Problems and Maximum Principles. Let us recall
the controlled froward-backward stochastic Volterra integral equations (FBSVIEs, in
short):





X(t)=ϕ(t)+

∫ t

0

b(t, s,X(s), u(s))ds+

∫ t

0

σ(t, s,X(s), u(s))dW (s),

Y (t)=ψ(t,X(T ))+

∫ T

t

g(t, s,X(s), Y (s), Z(t, s), u(s))ds−

∫ T

t

Z(t, s)dW (s),

(3.1)

where t ∈ [0, T ], and u(·) belongs to the set of admissible controls Uad defined by

Uad :=
{
u(·) ∈ L2

F
(0, T ;Rℓ)

∣∣ u(t) ∈ U, a.e. t ∈ [0, T ], a.s.
}
,

with U being a nonempty closed subset of Rℓ.

Definition 3.1. A process X(·) ∈ CF([0, T ];L
2(Ω;Rn)) is called an adapted

solution to the forward equation in (3.1) if for every t ∈ [0, T ], the corresponding
equation is satisfied in the usual Itô’s sense.

For the backward equation in (3.1), there are multi-type definitions of the so-
lutions, see [16], [24], [25], [27], [28], etc. In this paper we would like to adopt the
following:
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Definition 3.2. A pair of processes (Y (·), Z(· , ·)) ∈ H2(0, T ;Rm) is called a
C-adapted solution to the second equation in (3.1) if for every t ∈ [0, T ], the corre-
sponding equation is satisfied for almost all ω ∈ Ω and the measurable process λ(t, ·)
defined by

λ(t, ·) := ψ(t,X(T )) +

∫ T

·

g(t, s,X(s), Y (s), Z(t, s), u(s))ds−

∫ T

·

Z(t, s)dW (s)

is in L2
F
(Ω;C(0, T ;Rm)).

Remark 3.1. Note that Definition 3.2 shows some continuity of (Y (·), Z(·, ·))
in some sense, hence we then name it the C-adapted solution. In contrast with
the existed adapted solution under H2

∆(0, T ;R
m), more regularities of (Y (·), Z(·, ·))

can be obtained by our new notion. For example, when the BSVIE in (3.1) de-
generates into classical nonlinear BSDE, Z(·, ·) ∈ C([0, T ];L2

F
(0, T ;Rm)) will become

Z(·) ∈ L2
F
(0, T ;Rm) which obviously coincides with existed literature. However, this

procedure does not work well for classical adapted solution where Z(t, ·) ∈ L2
F
(∆;Rm).

In the second place, under our framework some terms, Y (0), Z(0, ·) become meaning-
ful and can be applied in the cost functional of optimal control problems.

For FBSVIE (3.1), we introduce the following hypothesis.

(H1) Let ϕ(·) ∈ CF([0, T ];L
2(Ω;Rn)), ψ(·, 0) ∈ CF([0, T ];L

2(Ω;Rm)),

b, σ : [0, T ]2 × R
n × U × Ω → R

n, g : [0, T ]2 × R
n × R

m × R
m × U × Ω → R

m,

be measurable, for any (t, x, u) ∈ [0, T ]× R
n × U

s 7→
(
b(t, s, x, u), σ(t, s, x, u)), g(t, s, x, y, z, u)

)

is F -progressively measurable on [0, T ], for a.e. (t, s, ω) ∈ [0, T ]2 × Ω

(x, y, z, u) 7→ (b(t, s, x, u), σ(t, s, x, u), g(t, s, x, y, z, u), ψ(t, x))

is continuously differentiable with uniformly bounded derivatives, and, for

b0(t, s) := b(t, s, 0, 0), σ0(t, s) := σ(t, s, 0, 0), g0(t, s) := g(t, s, 0, 0, 0, 0),

one has

sup
t∈[0,T ]

E

[( ∫ T

0

|b0(t, s)|ds
)2

+

∫ T

0

|σ0(t, s)|
2ds+

(∫ T

0

|g0(t, s)|ds
)2]

<∞.

Further, there exists a modulus of continuity ρ : [0,∞) → [0,∞) such that

|b(t, s, x, u)− b(t′, s, x, u)|+ |σ(t, s, x, u)− σ(t′, s, x, u)|+ |ψ(t, x)− ψ(t′, x)|

+|g(t, s, x, y, z, u)− g(t′, s, x, y, z, u)| ≤ ρ(|t− t′|)[1 + |x|+ |y|+ |z|+ |u|],

∀ t, t′, s ∈ [0, T ], ∀ x ∈ R
n, ∀ y, z ∈ R

m, ∀u ∈ U.

In what follows, C represents a generic positive constant, which may be different
from line to line. Now let us discuss the well-posedness of (3.1). Some relevant study
can also be found in [25].
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Lemma 3.3. (i) Let (H1) hold. Then, for any u(·) ∈ Uad, FBSVIE (3.1) admits a
unique triple of (X(·), Y (·), Z(·, ·)) ∈ CF([0, T ];L

2(Ω;Rn))×H2(0, T ;Rm) in the spirt
of Definition 3.1 and Definition 3.2 such that for any t ∈ [0, T ],






E|X(t)|2≤C
{
E|ϕ(t)|2+E

(∫ t

0

|b(t, s, 0, u(s))|ds
)2

+E

∫ t

0

|σ(t, s, 0, u(s))|2ds

+

∫ t

0

E|ϕ(s)|2ds+

∫ t

0

E

( ∫ s

0

|b(s, r, 0, u(r))|dr
)2

ds

+

∫ t

0

E

∫ s

0

|σ(s, r, 0, u(r))|2drds
}
,

E|Y (t)|2+E

∫ T

t

|Z(t, s)|2ds ≤ C
{
E|ψ(t,X(T ))|2+

∫ T

t

E|ψ(s,X(T ))|2ds

+E
( ∫ T

t

|g(t, r,X(r), 0, 0, u(r))|dr
)2

+

∫ T

t

E

( ∫ T

s

|g(s, r,X(r), 0, 0, u(r))|dr
)2

ds
}
.

(3.2)

Proof. Note that the conclusions for forward SVIEs is obvious (see [25]), so next
we will focus on the backward case.

Step 1: We prove the existence of (Y1(·), Z1(·, ·)) ∈ H2(0, T ;Rm) satisfying

Y1(t)=ψ(t,X(T ))+

∫ T

t

g(t, s,X(s), Y0(s), Z1(t, s), u(s))ds−

∫ T

t

Z1(t, s)dW (s), a.s.,

(3.3)
where (Y0(·), Z0(·, ·)) ∈ H2

∆(0, T ;R
m) is the solution of BSVIE

Y0(t)=ψ(t,X(T ))+

∫ T

t

g(t, s,X(s), Y0(s), Z0(t, s), u(s))ds−

∫ T

t

Z0(t, s)dW (s). a.s.

(3.4)
First, by Theorem 2.3 in [25] (see also Proposition 3.2 in [27]), BSVIE (3.4) admits a
unique solution in H2

∆(0, T ;R
m). Given Y0(·) and any t ∈ [0, T ], it is well known that

the following parameterized BSDE,

λ1(t, r)=ψ(t,X(T ))+

∫ T

r

g(t, s,X(s), Y0(s), Z1(t, s), u(s))ds−

∫ T

r

Z1(t, s)dW (s)

with r ∈ [0, T ] admits a unique pair of measurable solution (λ1(t, ·), Z1(t, ·)) ∈
L2
F
(Ω;C(0, T ;Rm))× L2

F
(0, T ;Rm) and the following estimate holds true,

E sup
r∈[0,T ]

|λ1(t, r)|
2 + E

∫ T

0

|Z1(t, s)|
2ds

≤ C
[
E|ψ(t,X(T ))|2 + E

( ∫ T

0

|g(t, s,X(s), Y0(s), 0, u(s))|ds
)2]

.

(3.5)

In addition, by (H1) and the standard estimates for BSDEs, for any t0 ∈ [0, T ],

lim
t→t0

[
E sup

r∈[0,T ]

|λ1(t, r) − λ1(t0, r)|
2 + E

∫ T

0

|Z1(t, s)− Z1(t0, s)|
2ds

]
= 0.(3.6)
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Next let t = r and Y1(t) := λ1(t, t) with any t ∈ [0, T ], we then have (3.3) above.
Since for any t0 ∈ [0, T ], one thus has Y1(·) ∈ CF([0, T ];L

2(Ω;Rm)) due to

E|Y1(t)− Y1(t0)|
2 ≤

[
E sup

s∈[0,T ]

|λ1(t, s)− λ1(t0, s)|
2 + E|λ1(t0, t)− λ1(t0, t0)|

2
]
,

The result for Z1(·, ·) comes from (3.5) and (3.6).
Step 2: In this step, we prove the existence of the C-adapted solution (Y2(·),

Z2(·, ·)) ∈ H2(0, T ;Rm) in the sense of Definition 3.2 of BSVIE

Y2(t)=ψ(t,X(T ))+

∫ T

t

g(t, s,X(s), Y2(s), Z2(t, s), u(s))ds−

∫ T

t

Z2(t, s)dW (s), a.s.

(3.7)
with t ∈ [0, T ]. First, let (Y1(·), Z1(·, ·)) be the process defined in Step 1, for any
t ∈ [0, T ], the parameterized BSDE

λ2(t, r)=ψ(t,X(T ))+

∫ T

r

g(t, s,X(s), Y1(s), Z2(t, s), u(s))ds−

∫ T

r

Z2(t, s)dW (s), a.s.

with r ∈ [0, T ] admits a unique pair of solution (λ2(t, ·), Z2(t, ·)) ∈ L2
F
(Ω;C([0, T ];Rm))×

L2
F
(0, T ;Rm). By (3.3), (3.4) and the estimates of adapted solution for BSVIE under

H2
∆(0, T ;R

m), we obtain that

E

∫ T

0

|Y1(t)− Y0(t)|
2dt+ E

∫ T

0

∫ T

t

|Z1(t, s)− Z0(t, s)|
2dsdt = 0.(3.8)

We also need to compare (λ1, Z1) with (λ2, Z2). It follows from standard estimates
of BSDEs and above (3.8) that

E sup
r∈[0,T ]

|λ1(t, r) − λ2(t, r)|
2 + E

∫ T

0

|Z1(t, s)− Z2(t, s)|
2ds

≤ CE
[ ∫ T

0

|g(t, s,X(s), Y0(s), Z1(t, s), u(s))

−g(t, s,X(s), Y1(s), Z1(t, s), u(s))|ds
]2

= 0, ∀ t ∈ [0, T ].

(3.9)

Now, define Y2(t) := λ2(t, t) for any t ∈ [0, T ]. Notice that Y2(t) satisfies

Y2(t) =ψ(t,X(T ))+

∫ T

t

g(t, s,X(s), Y1(s), Z2(t, s), u(s))ds−

∫ T

t

Z2(t, s)dW (s). a.s.

This, together with (3.9) imply that

sup
t∈[0,T ]

E|Y1(t)− Y2(t)|
2 + sup

t∈[0,T ]

E

∫ T

0

|Z1(t, s)− Z2(t, s)|
2ds = 0.(3.10)

As a result, (Y2, Z2) ∈ H2(0, T ;Rn). On the other hand, by (3.10),

E

∣∣∣Y2(t)−ψ(t,X(T ))−

∫ T

t

g(t, s,X(s), Y2(s), Z2(t, s), u(s))ds+

∫ T

t

Z2(t, s)dW (s)
∣∣∣
2

= E

∣∣∣
∫ T

t

[
g(t, s,X(s), Y1(s), Z2(t, s), u(s))−g(t, s,X(s), Y2(s), Z2(t, s), u(s))

]
ds
∣∣∣
2

= 0,
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and

λ(t, r) := ψ(t,X(T ))+

∫ T

r

g(t, s,X(s), Y2(s), Z2(t, s), u(s))ds−

∫ T

r

Z2(t, s)dW (s)

= ψ(t,X(T ))+

∫ T

r

g(t, s,X(s), Y1(s), Z2(t, s), u(s))ds−

∫ T

r

Z2(t, s)dW (s)

= λ2(t, r), a.s., ∀(t, r) ∈ [0, T ]2.

Therefore, (3.7) holds true a.s. for any t ∈ [0, T ] and λ(t, ·) ∈ L2
F
(Ω;C([0, T ];Rm)).

Step 3: The uniqueness issue and related estimate.
Suppose there is another triple of (Y ′

2 , Z
′
2, λ

′
3). For suitable constant β > 0, by

using the tricks in Lemma 3.1 in [24] or Theorem 3.4 in [27] one has

E

∫ T

0

eβs|Y2(s)− Y ′
2(s)|

2ds+ E

∫ T

0

eβt
∫ T

t

|Z2(t, s)− Z ′
2(t, s)|

2dsdt = 0.

Considering Y2, Y
′
2 ∈ CF([0, T ];L

2(Ω;Rm)), one has P
(
{ω, Y2(t, ω) = Y ′

2(t, ω)}
)
= 1

for any t ∈ [0, T ]. Given (X(·), Y2(·), u(·)), obviously there exists a unique pair of
measurable processes (P (t, ·), Q(t, ·)) ∈ L2

F
(Ω;C([0, T ];Rm))×L2

F
(0, T ;Rm) satisfying

P (t, r)=ψ(t,X(T ))+

∫ T

r

g(t, s,X(s), Y2(s), Q(t, s), u(s))ds−

∫ T

r

Q(t, s)dW (s),(3.11)

a.s., for any r ∈ [0, T ]. Moreover, for any s ∈ [0, T ], the following estimate holds true,

E sup
r∈[s,T ]

|P (t, r)|2 + E

∫ T

s

|Q2(t, r)|
2dr

≤ C
[
E|ψ(t,X(T ))|2 +

(
E

∫ T

s

|g(t, r,X(r), Y2(r), 0, u(r))|dr
)2]

.

(3.12)

By the uniqueness of BSDE (3.11) and Y2(·) = Y ′
2(·), one finally has

λ3(t, s) = λ′3(t, s) = P (t, s), ∀s ∈ [0, T ], a.s.,

Z2(t, s) = Z ′
2(t, s) = Q(t, s), a.e. s ∈ [0, T ], a.s., ∀t ∈ [0, T ].

On the other hand, let s = t, it follows from (3.12) that

E|Y2(t)|
2 + E

∫ T

t

|Z2(t, r)|
2dr

≤ C
[
E|ψ(t,X(T ))|2 +

(
E

∫ T

t

|g(t, r,X(r), 0, 0, u(r))|dr
)2

+ E

∫ T

t

|Y2(r)|
2dr

]
.

Then the second estimate of (3.2) associated with (Y2, Z2) follows from the Gronwall
inequality. This completes the proof of Lemma 3.3.

Given (X,Y, Z) satisfies FBSVIE (3.1) in the spirt of Definition 3.1 and Definition
3.2, let us introduce the cost functional as follows:

J(u(·)) = E

∫ T

0

f(s,X(s), Y (s), Z(0, s), u(s))ds+ Eh(X(T ), Y (0)).(3.13)
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For the involved functions f , h in (3.13), we impose the following hypothesis.

(H2) Let f : [0, T ]× R
n × R

m × R
m × U × Ω → R, h : Rn × R

m × Ω → R be
measurable such that (x, y, z, u) 7→ f(s, x, y, z, u), (x, y) 7→ h(x, y) are continuously
differentiable with the derivatives being bounded by L(1+ |x|+ |y|+ |z|+ |u|), L > 0.

Now, we state our optimal control problem.

Problem (C). With the state equation (3.1), find ū(·) such that

J(ū(·)) = inf
u(·)∈Uad

J(u(·)).(3.14)

For any given optimal 4-tuple (X̄(·), Ȳ (·), Z̄(· , ·), ū(·)) of Problem (C), t, s ∈
[0, T ], we denote

bx(t, s) := bx(t, s, X̄(s), ū(s)), bu(t, s) := b(t, s, X̄(s), ū(s)),

ψx(t) := ψx(t, X̄(T )), hx := hx(X̄(T ), Ȳ (0)),

fx(s) := fx(s, X̄(s), Ȳ (s), Z̄(0, s), ū(s)).

The notations σx(t, s), σu(t, s), etc are similarly defined. Also, for any scalar valued
function, say, fx(s) is regarded as a column vector. Let (X̄(·), Ȳ (·), Z̄(· , ·), ū(·)) be
an optimal 4-tuple of Problem (C), (λ(·), ξ(·), µ(·), ν(·), p(·), q(·, ·)) be the solution to
the following first order adjoint system with respect to the control FBSVIE (3.1).






λ(0)=E(hy) +

∫ T

0

fz(s)dW (s)+

∫ T

0

gz(0, s)
⊤
Esλ(0)dW (s),

ξ(t)=gy(0, t)
⊤
Etλ(0)+fy(t)+

∫ t

0

gy(s, t)
⊤
Et[ξ(s)]ds+

∫ T

t

gz(t, s)
⊤
Es[ξ(t)]dW (s),

µ(t)=hx+ψx(0)
⊤λ(0)+

∫ T

0

ψx(s)
⊤ξ(s)ds−

∫ T

t

ν(s)dW (s),

p(t)=bx(T, t)
⊤µ(T )+σx(T, t)

⊤ν(t)+gx(0, t)
⊤
Etλ(0)+fx(t)+

∫ t

0

gx(s, t)
⊤ξ(s)ds

+

∫ T

t

(
bx(s, t)

⊤p(s)+σx(s, t)
⊤q(s, t)

)
ds−

∫ T

t

q(t, s)dW (s),

(3.15)
where Esη stands for E[η|Fs], and A⊤ is the transpose of vector/matrix A. Note
that above E·λ(0) solves an FSDE, ξ(·) is allowed to be FT -measurable. (µ(·), ν(·)),
(p(·), q(· , ·)) satisfies a BSDE and BSVIE respectively. In the following, let us define,

Hu(s; X̄(·), Ȳ (·), Z̄(·, ·), ū(·)) :=gu(0, s)
⊤
Esλ(0)+Es

∫ s

0

gu(t, s)
⊤ξ(t)dt+fu(s)

+Es

∫ T

s

[
bu(t, s)

⊤p(t)+σu(t, s)
⊤q(t, s)

]
dt+bu(T, s)

⊤
Esµ(T )+σu(T, s)

⊤ν(s).

(3.16)

Theorem 3.4. Let (H1), (H2) hold and (X̄(·), Ȳ (·), Z̄(· , ·), ū(·)) be an optimal
4-tuple of Problem (C). Then for almost every s ∈ [0, T ],

〈Hu(s; X̄(·), Ȳ (·), Z̄(·, ·), ū(·)), v 〉 ≥ 0, ∀v ∈ T b
U (ū(s)), a.s.(3.17)
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The proof of Theorem 3.4 will be given in Section 4.
Example 3.1. When the FBSVIE (3.1) degenerates the classical FBSDE (1.3),

the adjoint system (3.15) becomes




λ(0)=E(h⊤y )+

∫ T

0

fz(s)dW (s)+

∫ T

0

gz(s)
⊤
Esλ(0)dW (s),

ξ(t)=gy(t)
⊤
Etλ(0)+fy(t)

⊤+gy(t)
⊤

∫ t

0

Et[ξ(s)]ds+

∫ T

t

gz(s)
⊤
Es[ξ(t)]dW (s),

µ(t)=hx+ψ
⊤
x λ(0)+ψ

⊤
x

∫ T

0

ξ(s)ds−

∫ T

t

ν(s)dW (s),

p(t)=bx(t)
⊤
[
µ(T )+

∫ T

t

p(s)ds
]
+σx(t)

⊤
[
ν(t)+

∫ T

t

q(s, t)ds
]
+fx(t)

+gx(t)
⊤
Etλ(0)+gx(t)

⊤

∫ t

0

ξ(s)ds−

∫ T

t

q(t, s)dW (s).

(3.18)
and the first order necessary condition (3.17) reduces to

〈
bu(s)

⊤
[
Es

∫ T

s

p(t)dt+Esµ(T )
]
+σu(s)

⊤
[ ∫ T

t

q(t, s)dt+ν(s)
]
+fu(s)

+gu(s)
⊤
[
Esλ(0)+Es

∫ s

0

ξ(t)dt
]
, v
〉
≥0, ∀v∈T b

U (ū(s)), a.e. s∈ [0, T ], a.s.

(3.19)

For λ(0) and ξ(·) in the first two equations of (3.18), if we denote by

Λ(t) := Etλ(0) + Et

∫ t

0

ξ(s)ds, t ∈ [0, T ],

it is then a direct calculation that for any t ∈ [0, T ],

Λ(t)=E(h⊤y )+

∫ t

0

[
fy(s)+gy(s)

⊤Λ(s)
]
ds+

∫ t

0

[
fz(s)+gz(s)

⊤Λ(s)
]
dW (s).(3.20)

And, the third equation of (3.18) becomes

µ(t) = hx + ψ⊤
x Λ(T )−

∫ T

t

ν(s)dW (s), t ∈ [0, T ].

For any t ∈ [0, T ], if we define

P (t) := E

[
µ(T ) +

∫ T

t

p(s)ds
]
, Q(t) :=

[
ν(t) +

∫ T

t

q(s, t)ds
]
,

hence one can see that (P (·), Q(·)) satisfies a BSDE of

P (t) = µ(T ) +

∫ T

t

p(s)ds−

∫ T

t

Q(s)dW (s), t ∈ [0, T ].

On the other hand, recalling previous defined (P (·), Q(·)), let us take condition ex-
pectation on both sides of the fourth equation in (3.18),

p(t) = bx(t)
⊤P (t) + σx(t)

⊤Q(t) + fx(t) + gx(t)
⊤Λ(t).
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As a result,

P (t) = hx + ψ⊤
x Λ(T ) +

∫ T

t

[
gx(s)

⊤Λ(s) + fx(s)
⊤
]
ds

+

∫ T

t

[
bx(s)

⊤P (s) + σx(s)
⊤Q(s)

]
ds−

∫ T

t

Q(s)dW (s),

(3.21)

and the maximum condition (3.19) can be rewritten as,

〈 bu(s)
⊤P (s)+σu(s)

⊤Q(s)+fu(s)+gu(s)
⊤Λ(s), v 〉≥0, ∀ v∈T b

U (ū(s)), a.s.(3.22)

Compared with the references [29], [31] with non-convex control region U , here we
can obtain a slight different condition via only first-order adjoint equation (3.20) and
(3.21) and less differentiability requirements on the coefficients. As a trade-off, our
condition (3.22) is weaker than the existed results in the sense that it can be implied
by the later.

Remark 3.2. When T b
U (ū(s)) = {0} for a.e. (s, ω) ∈ [0, T ]× Ω, condition (3.17)

turns out to be trivial. For example, if U = {0, 1}, by the definition of the adjacent
cone one has T b

U (0) = T b
U (1) = {0}. In this case, we have to admit that our variation

approach is infeasible. However, by imposing some structural assumptions on U , we
can ensure the effectiveness of (3.17), i.e. the existence of set A ⊂ [0, T ] × Ω with
positive measure such that

T b
U (ū(s)) 6= {0}, (s, ω) ∈ A.(3.23)

We refer the reader the Chapter 4 in [2] for a detailed discussion in this respect. In
what follows, we introduce an important example which is wildly used in practice.

Example 3.2. Let gi : R
l → R, i = 1, 2, · · · , k be continuously differentiable

functions. Define

U :=
{
u ∈ R

l
∣∣ gi(u) ≤ 0, i = 1, 2, · · · , k

}
.

Obviously, U is a closed set of Rl, and is not necessary to be convex. Assume that
the linearly independent constraint qualification (LICQ, in short) is satisfied at any
u ∈ bdU (the boundary of U), that is,

giu(u), i ∈ I[u] =
{
i
∣∣ gi(u) = 0, i = 1, 2, · · ·, k

}

are linearly independent, then for any fixed u ∈ bdU there exists a vector vu ∈ R
l

such that

〈
giu(u), v

u
〉
< 0, ∀ i ∈ I[u].

Combining Theorem 4.3.3 and Proposition 4.3.7 in [2], we obtain that

T b
U (ū(s)) =

{
v ∈ R

l |
〈
giu(ū(s)), v

〉
≤ 0, ∀ i ∈ I[ū(s)]

}
, a.e. s ∈ [0, T ], a.s.

In this case, condition (3.17) implies that

0 ∈ Hu(s; X̄(·), Ȳ (·), Z̄(·, ·), ū(·)) +NU (ū(s)), a.e. s ∈ [0, T ], a.s.(3.24)
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where

NU (ū(s)) =
{ k∑

i=1

λig
i
u(ū(s))

∣∣∣ λi ≥ 0, i = 1, 2, · · ·, k, λi = 0, with i ∈ I[ū(s)]
}
.

By Filippov’s selection lemma, we conclude that there exists an F-adapted process
λ(·) = (λ1(·), λ2(·), · · ·, λk(·)) satisfying the following type condition:






λi(s) ≥ 0, λi(s)g
i(ū(s)) = 0, i = 1, 2, · · · , k, a.e. s ∈ [0, T ], a.s.,

Hu(s; X̄(·), Ȳ (·), Z̄(·, ·), ū(·))+
k∑

i=1

λi(s)g
i
u(ū(s))=0, a.e. s ∈ [0, T ], a.s.

(3.25)

To get more feelings of LICQ and adjacent cone in Example 3.2, let us look at,

Example 3.3. Suppose U ⊂ R
2 is a torus defined by:

{
g1(u1, u2) = u21 + u22 − 4 ≤ 0,

g2(u1, u2) = 2− u21 − u22 ≤ 0.

Obviously, U is nonconvex and for any u = (u1, u2) ∈ bdU , one has either u21+u
2
2−4 =

0 or 2−u21−u
2
2 = 0. If u21+u

2
2−4 = 0, then I[u] = {1} and g1u = (2u1, 2u2) 6= 0; while

if 2−u21−u
2
2 = 0, one then has I[u] = {2} and g1u = (−2u1,−2u2) 6= 0. Consequently,

in both cases, the LICQ is satisfied and

T b
U (u) =





R
2, 1 < u21 + u22 < 4,

{(v1, v2) ∈ R
2 | u1v1 + u2v2 ≤ 0}, u21 + u22 − 4 = 0,

{(v1, v2) ∈ R
2 | u1v1 + u2v2 ≥ 0}, 2− u21 − u22 = 0.

4. Proofs of the main results. This part is devoted to proving Theorem 3.4.
We make some preparations in the first two subsections and present the proof of
Theorem 3.4 in the last part.

4.1. A general duality principle. In this part, we would like to establish a
unified duality principle for stochastic Volterra integral systems, which covers the
forward case in [30], and the forward-backward case in [25]. To do so, let us firstly
look at the following kind of equation

ξ(t) = α(t) +

∫ t

0

A(s, t)⊤Et[ξ(s)]ds +

∫ t

0

Es[B(s, t)⊤ξ(s)]dW (s)

+

∫ T

0

β(t, s)dW (s) +

∫ T

t

D(t, s)⊤Es[ξ(t)]dW (s), a.e. t ∈ [0, T ], a.s.,

(4.1)

where (α(·), β(· , ·)) ∈ L2
F
(0, T ;Rm)×L2(0, T ;L2

F
(0, T ;Rm)). Such equation was intro-

duced in [25] and its wellposedness in space L2
FT

(0, T ;Rm) was discussed. However,
in order to obtain a general duality principle aforementioned, we need more higher
regularities of the non-adapted solution ξ(·). More precisely, next we want to seek for
solution ξ(·) ∈ CFT

([0, T ];L2(Ω;Rm)) under appropriate conditions.
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(H3) A, B, D : [0, T ]2 × Ω → R
m×m are measurable and bounded processes

such that for almost all t ∈ [0, T ], s 7→ (A(t, s),B(t, s),D(t, s)) is F-adapted on [0, T ].
Moreover, for almost all s ∈ [0, T ], A(s, ·), B(s, ·), D(·, s) are continuous processes.

Theorem 4.1. Let (H3) hold. Then for any (α(·), β(· , ·))∈CF([0, T ];L
2(Ω;Rm))

×C([0, T ];L2
F
(0, T ;Rm)), (4.1) admits a unique solution ξ(·) ∈ CFT

([0, T ];L2(Ω;Rm)).

Proof. To make the argument more readable, we will separate the procedures into
several parts.

Step 1: By Theorem 4.1 in [25], equation (4.1) admits a unique solution ξ(·) ∈
L2
FT

(0, T ;Rm). Given such ξ(·), for any t ∈ [0, T ], let

f(t; ξ) := α(t)+

∫ t

0

A(s, t)⊤Etξ(s)ds+

∫ t

0

[
β(t, s)+Es

[
B(s, t)⊤ξ(s)

]]
dW (s).(4.2)

In this step we will show that f(·; ξ) ∈ CF([0, T ];L
2(Ω;Rm)). Obviously, f(t; ξ) is

Ft-measurable with t ∈ [0, T ]. By the requirements of α(·), β(·, ·), as well as (H3),
one has sup

t∈[0,T ]

E|f(t; ξ)|2 <∞. We only need to prove that

E
∣∣f(t; ξ)− f(t0; ξ)

∣∣2 → 0, t→ t0, ∀t0 ∈ [0, T ].(4.3)

To this end, let us firstly look at the case with t0 ∈ [0, T ), t ≥ t0. By the definition of
β(·, ·) and dominated convergence theorem, one has

E

∣∣∣
∫ t

0

β(t, s)dW (s) −

∫ t0

0

β(t0, s)dW (s)
∣∣∣
2

≤ C
[
E

∫ t

0

[
β(t, s)− β(t0, s)

]2
ds+ E

∫ T

0

|β(t0, s)|
2I[t0,t]ds

]
→ 0, t→ t+0 .

(4.4)

Similar as above, we also have,

E

∣∣∣
∫ t

0

Es

[
B(s, t)⊤ξ(s)

]
dW (s)−

∫ t0

0

Es

[
B(s, t0)

⊤ξ(s)
]
dW (s)

∣∣∣
2

≤ CE

∫ t

0

∣∣Es[B(s, t)⊤ξ(s)−B(s, t0)
⊤ξ(s)]

∣∣2ds+ CE

∫ T

0

∣∣Es[B(s, t0)
⊤ξ(s)]

∣∣2I[t0,t]ds

→ 0, t→ t+0 .

(4.5)
Since ξ(·) ∈ L2

FT
(0, T ;Rm), there exists a unique φξ(·, ·) ∈ L2(0, T ;L2

F
(0, T ;Rm)) s.t.

ξ(s) = Eξ(s) +

∫ T

0

φξ(s, r)dW (r), a.e. s ∈ [0, T ], a.s.

Hence

Etξ(s)−Et0ξ(s)=

∫ t

t0

φξ(s, r)dW (r), E

∫ T

0

∫ T

0

|φξ(s, r)|
2drds≤CE

∫ T

0

|ξ(s)|2ds.
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As a result, the following estimates hold:






E

[ ∫ t

0

|A(s, t)⊤|
∣∣Etξ(s)− Et0ξ(s)

∣∣ds
]2

≤ CE

∫ t

t0

∫ t

0

|φξ(s, r)|
2dsdr,

E

[ ∫ t

0

|A(s, t)⊤ −A(s, t0)
⊤||Et0ξ(s)|ds

]2

≤ CE

∫ t

0

|A(s, t)⊤ −A(s, t0)
⊤|2|Et0ξ(s)|

2ds,

E

∫ T

0

|A(s, t0)
⊤|2|Et0ξ(s)|

2I[t0,t](s)ds ≤ CE

∫ T

0

|ξ(s)|2I[t0,t](s)ds.

(4.6)

As a result, by the estimates in (4.6),

E

∣∣∣
∫ t

0

A(s, t)⊤Etξ(s)ds−

∫ t0

0

A(s, t0)
⊤
Et0ξ(s)ds

∣∣∣
2

≤ CE
[∫ t

0

|A(s, t)⊤|
∣∣Etξ(s)−Et0ξ(s)

∣∣ds
]2
+CE

[∫ t

0

|A(s, t)⊤−A(s, t0)
⊤||Et0ξ(s)|ds

]2

+CE

∫ T

0

|A(s, t0)
⊤|2|Et0ξ(s)|

2I[t0,t](s)ds → 0, t→ t+0 ,

(4.7)
Using (4.4), (4.5), (4.7) and α(·) ∈ CF([0, T ];L

2(Ω;Rm)), one has

E
∣∣f(t; ξ)− f(t0; ξ)

∣∣2 → 0, t→ t+0 .

Similarly, one can deal with the case as t → t−0 . Therefore, one has above (4.3) and
thus f(·, ξ) ∈ CF([0, T ];L

2(Ω;Rm)).
Step 2: Let f(·; ξ) be the process defined by (4.2). For any t ∈ [0, T ], let us

consider the SDE

Λ(s, t) = f(t; ξ) +

∫ s

t

[
D(t, r)⊤Λ(r, t) + β(t, r)

]
dW (r), ∀s ∈ [t, T ],(4.8)

which obviously admits a unique solution Λ(·, t) ∈ L2
F
(Ω;C([t, T ];Rm)). Let s = T

and η(t) := Λ(T, t). Then, for any r ≥ t, Λ(r, t) = Erη(t), and

η(t) = f(t; ξ) +

∫ T

t

[
D(t, r)TErη(t) + β(t, r)

]
dW (r), ∀t ∈ [0, T ].(4.9)

In this step, we would like to show that η(·) ∈ CFT
([0, T ];L2(Ω;Rm)).

As to (4.8), by BDG inequality, for any τ ∈ [t, T ], one has,

E sup
s∈[t,τ ]

|Λ(s, t)|2 ≤ CE|f(t; ξ)|2 + CE

∫ T

t

|β(t, r)|2dr + CE

∫ τ

t

|D(t, r)⊤Λ(r, t)|2dr.

It then follows from Gronwall inequality that,

E sup
s∈[t,τ ]

|Λ(s, t)|2 ≤ CE|f(t; ξ)|2 + CE

∫ T

t

|β(t, r)|2dr <∞.
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Let τ = T , one has,

E sup
s∈[t,T ]

|Λ(s, t)|2 ≤ CE|f(t; ξ)|2 + CE

∫ T

t

|β(t, s)|2ds <∞, ∀t ∈ [0, T ].(4.10)

Next, let t0 ∈ [0, T ], t ≤ t0, and denote Λ̃(·; t, t0) := Λ(·, t)− Λ(·, t0). One has,

Λ̃(s; t, t0) = f(t; ξ)− f(t0; ξ) +

∫ t0

t

[
D(t, r)⊤Λ(r, t0) + β(t, r)

]
dW (r)

+

∫ s

t

[
D(t, r)⊤Λ̃(r, t, t0) + ϕ(r, t, t0)I[t0,T ](r)

]
dW (r), s ∈ [t, T ],

where for r ∈ [t0, T ],

ϕ(r, t, t0) :=
[
D(t, r)⊤ −D(t0, r)

⊤
]
Λ(r, t0) +

[
β(t, r) − β(t0, r)

]
.

Similar to (4.10), we obtain that

E sup
s∈[t,T ]

|Λ̃(s, t, t0)|
2 ≤ CE|f(t; ξ) − f(t0; ξ)|

2 + E

∫ T

t0

|ϕ(r, t, t0)|
2dr

+CE

∫ t0

t

|D(t, r)⊤Λ(r, t0) + β(t, r)|2dr.

Then, by the dominated convergence theorem, one concludes that

E|η(t)− η(t0)|
2 = E|Λ(T, t)− Λ(T, t0)|

2 → 0, t→ t−0 .

Similar conclusion also holds true with t ≥ t0. Considering (4.10), we have
η(·) ∈ CFT

([0, T ];L2(Ω;Rm)).
Step 3: In this part, we would like to prove the existence and uniqueness of the

solution of equation (4.1).
Let ξ(·) be a solution of equation (4.1) in L2

FT
(0, T ;Rm). By the definition of

f(t; ξ), ξ(·) is also a solution of equation (4.9). On the other hand, (4.9) is a particular
case of (4.1) with A(·, ·) = B(·, ·) = 0 and β(t, s) = 0 with t ≥ s, hence the uniqueness
of adapted solution in L2

FT
(0, T ;Rm) of (4.9) can be implied by the case of (4.1).

Consequently,

E

∫ T

0

|ξ(s)− η(s)|2ds = 0, E|f(t; ξ)− f(t; η)|2 = 0, ∀t ∈ [0, T ].

So η(·) ∈ CFT
([0, T ];L2(Ω;Rm)) also satisfies

η(t) = f(t; η) +

∫ T

t

[
D⊤(t, r)Erη(t) + β(t, r)

]
dW (r), a.s. ∀t ∈ [0, T ],

which means η(·) ∈ CFT
([0, T ];L2(Ω;Rm)) is a solution of equation (4.1). As to the

uniqueness, suppose there are two solutions ηi(·) ∈ CFT
([0, T ];L2(Ω;Rm)), i = 1, 2

satisfying (4.1). By the uniqueness under L2
FT

(0, T ;Rm), as well as the continuity of
ηi(·) from [0, T ] to L2

FT
(Ω;Rm), one can obtain,

E

∫ T

0

|η1(s)− η2(s)|
2ds = 0 ⇒ E|η1(t)− η2(t)|

2 = 0, ∀t ∈ [0, T ].
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This completes the proof of Theorem 4.1.

Now let us look at the following backward equations,





Y (t) = ψ(t) + A(t, T )Θ +B(t, T )ν(t) +

∫ T

t

[
A(t, s)Y (s) +B(t, s)Z(s, t)

+D(t, s)Z(t, s)
]
ds−

∫ T

t

Z(t, s)dW (s), t ∈ [0, T ], a.e.

µ(t) = Θ−

∫ T

t

ν(s)dW (s), ∀t ∈ [0, T ],

Ỹ (t)= ψ̃(t)+

∫ T

t

[
Ã(t, s)Ỹ (s)+D(t, s)Z̃(t, s)

]
ds−

∫ T

t

Z̃(t, s)dW (s), ∀t ∈ [0, T ].

(4.11)

(H4) Suppose Θ ∈ L2
FT

(Ω;Rm), ψ̃(·) ∈ CFT
([0, T ];L2(Ω;Rm)), Ã : [0, T ]2×Ω →

R
m×m is measurable and bounded such that for almost all t ∈ [0, T ], s 7→ Ã(t, s)

is F-adapted on [0, T ]. Moreover, for almost all s ∈ [0, T ], the process Ã(·, s) is
continuous.

As to the first equation of (4.11), under (H3)–(H4) there exists a unique pair of
adapted M-solution (Y (·), Z(·, ·)) ∈ H2

1(0, T ;R
m) with (see [30])

Y (t) = EY (t) +

∫ t

0

Z(t, s)dW (s), a.e. t ∈ [0, T ], a.s.

As to the third one, by Lemma 3.3 there exists a unique solution (Ỹ (·), Z̃(·, ·)) ∈
H2(0, T ;Rm). Now let us give the following kind of duality principle,

Lemma 4.2. Suppose (H3)–(H4) hold true. Let (α, β) ∈ CF([0, T ];L
2(Ω;Rm))×

C([0, T ];L2
F
(0, T ;Rm)) and ξ be the solution to equation (4.1). Then

E 〈 ξ(T ),Θ 〉+E

∫ T

0

〈ψ(t), ξ(t) 〉 dt=E 〈α(T ),Θ 〉

+E

∫ T

0

〈β(T, s), ν(s) 〉 ds+E

∫ T

0

〈Y (t), α(t) 〉 dt+E

∫ T

0

∫ T

0

〈Z(t, s), β(t, s) 〉 dsdt,

(4.12)
and

E 〈 ξ(0), ψ̃(0) 〉+E

∫ T

0

〈Esξ(0), Ã(0, s)Ỹ (s) 〉 ds

=〈 Ỹ (0), α(0) 〉+E

∫ T

0

〈 Z̃(0, s), β(0, s) 〉 ds.

(4.13)

Proof. Under (H3) it follows from Theorem 4.1 that ξ(0), ξ(T ) are well-defined.
Given Θ ∈ L2

FT
(Ω;Rm), by the definition of ξ(T ),

E 〈 ξ(T ),Θ 〉 = E 〈α(T ),Θ 〉+E

∫ T

0

〈β(T, s), ν(s) 〉 ds

+E

∫ T

0

〈 ξ(s), A(s, T )Θ +B(s, T )ν(s) 〉 ds,
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On the other hand, by Theorem 4.1 in [25], one has,

E

∫ T

0

〈 ξ(s), ψ(s) +A(s, T )Θ +B(s, T )ν(s) 〉 ds

= E

∫ T

0

〈Y (s), α(s) 〉 ds+ E

∫ T

0

∫ T

0

〈Z(t, s), β(t, s) 〉 dsdt.

As a result, by above two results we can obtain (4.12). Now let us treat the duality

result (4.13). Note that here Ỹ (0) is well-defined. On the other hand,

ξ(0) = α(0) +

∫ T

0

[
β(0, s) +D(0, s)⊤Esξ(0)

]
dW (s).

Consequently,

E

∫ T

0

〈 Z̃(0, s), β(0, s) 〉 ds = E 〈

∫ T

0

Z̃(0, s)dW (s),

∫ T

0

β(0, s)dW (s) 〉

= E 〈

∫ T

0

Z̃(0, s)dW (s), ξ(0) − α(0)−

∫ T

0

D(0, s)⊤Esξ(0)dW (s) 〉

= E 〈

∫ T

0

Z̃(0, s)dW (s), ξ(0) 〉 −E

∫ T

0

〈D(0, s)Z̃(0, s), ξ(0) 〉 ds.

Then, one can deduce that,

E 〈 ψ̃(0), ξ(0) 〉

= E 〈 Ỹ (0)−

∫ T

0

[
Ã(0, s)Ỹ (s) +D(0, s)Z̃(0, s)

]
ds+

∫ T

0

Z̃(0, s)dW (s), ξ(0) 〉

= E 〈 Ỹ (0), ξ(0) 〉−E

∫ T

0

〈 Ỹ (s), Ã(0, s)⊤Esξ(0) 〉 ds+ E

∫ T

0

〈 Z̃(0, s), β(0, s) 〉 ds.

Note that Eξ(0) = α(0), Ỹ (0) is a constant, therefore one has (4.13).
Remark 4.1. Let us make some points on the dualities established in Lemma 4.2.

Firstly, (4.12) would degenerate into Theorem 4.1 of [25] when Θ = 0, and Theorem
5.1 of [30] when β(·, ·) = 0. Secondly, if β(·, ·) = Θ = 0, then (4.12) can also be
obtained even when ξ(·) ∈ L2

FT
(0, T ;Rm), see Theorem 4.1 of [25]. Thirdly, it seems

that (4.13), which is used to treat the term Ỹ (0), Z̃(0, s), appears for the first time.
In particular, when β(·, ·) = 0, (4.13) plays the similar role as Lemma 5.2 in [25].

4.2. A pointwise procedure via set-valued analysis. In this subsection, we
introduce a technical lemma with the help of Proposition 2.6, which is important in
deriving the necessary conditions for optimal controls in the pointwise form. To fulfill
the completeness requirement there, we need some preparations.

Firstly, let us recall some notions about the set-valued stochastic processes, we
refer the reader to [14] for more details. We call a measurable set-valued map

ζ : (Ω,F) → 2R
l

a set-valued random variable, and a family of set-valued random

variables Γ(t, ·) : Ω → 2R
l

, t ∈ [0, T ] a set-valued stochastic process. Γ is called to be
measurable, if it is B([0, T ])⊗F -measurable. Furthermore, if Γ(t, ·) is Ft-measurable
for any t ∈ [0, T ], Γ is named as F-adapted. Define:

G :=
{
A ∈ B([0, T ])×F ,

∣∣ At ∈ Ft, ∀t ∈ [0, T ]
}
, At := {ω ∈ Ω

∣∣ (t, ω) ∈ A}.
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It is easy to see that G ⊂ B([0, T ])× F is a σ-algebra and ([0, T ]× Ω,G, λ × P) is a
measure space. Moreover, the following result holds true, see p. 96 of [14].

Lemma 4.3. Let Γ : ([0, T ] × Ω,B([0, T ]) ⊗ F) → 2R
m

. Γ is measurable and
F-adapted if and only if Γ is G-measurable.

By Lemma 4.3, it is easy to see that

L2
F
(0, T ;Rl) =

{
y : [0, T ]× Ω → R

l
∣∣ y(·) is G-measurable, E

∫ T

0

|y(s)|2ds <∞
}
,

Uad=
{
u : [0, T ]×Ω→ R

l
∣∣ u(·) is G-measurable,

u(t)∈U, a.e. (t, ω) ∈ [0, T ]×Ω, E

∫ T

0

|u(s)|2ds <∞
}
.

Note that ([0, T ]× Ω;G, λ× P) may not be complete, hence in the following we need
to construct a complete version. The completion of G under λ × P, i.e. G∗ is the
collection of subset A of [0, T ]× Ω for which there exist E, F ∈ G such that

E ⊂ A ⊂ F, and [λ× P](F − E) = 0.

In this case one can define a function µ∗ on G∗ as µ∗(A) = [λ× P](E). According to
Proposition 1.5.1 in [8], ([0, T ] × Ω;G∗, µ∗) is a completion of ([0, T ] × Ω;G, λ × P).
Moreover, it also implies the following result which is useful later.

Lemma 4.4. Let (Ξ,S , µ) be a σ-finite measure space with its completion
(Ξ,S ∗, µ∗), f be a S ∗-measurable function from Ξ to R

l. Then there exists a S -
measurable function g such that µ∗(g(ξ) 6= f(ξ)) = 0.

Define

L2
F
(0, T ;Rl) :=

{
y : [0, T ]×Ω → R

l
∣∣ y(·) is G∗-measurable,

∫

[0,T ]×Ω

|y(s, ω)|2dµ∗(s, ω)<∞
}
,

U∗
ad :=

{
u : [0, T ]×Ω→ R

l
∣∣ u(·) is G∗-measurable, u(t)∈U,

µ∗−a.e.,

∫

[0,T ]×Ω

|u(s, ω)|2dµ∗(s, ω)<∞
}
.

(4.14)

Clearly, Uad ⊂ U∗
ad and L2

F
(0, T ;Rl) ⊂ L2

F
(0, T ;Rl). In particular, if we suppose that,

Ξ = [0, T ]× Ω, S = G∗, µ = µ∗, X = R
l,

by Proposition 2.6 one has,

Lemma 4.5. Let U be a closed subset of Rl. Then, for any u(·) ∈ U∗
ad, T

b
U (u(·)) :

[0, T ]× Ω R
l is G∗-measurable, and T ∗

u ⊂ T b
U∗

ad
(u(·)), where

T ∗
u :=

{
v(·) ∈ L2

F
(0, T ;Rl)

∣∣ v(t) ∈ T b
U (u(t)), u

∗ − a.e.
}
.(4.15)

Now, we give the main result of this subsection.
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Lemma 4.6. Suppose ū(·) is an optimal control, F : Ω×[0, T ] → R
l is a B([0, T ])×

F -measurable and F-adapted process such that,

E

∫ T

0

〈F (t), v(t) 〉 dt ≥ 0, ∀v(·) ∈ T b
Uad

(ū(·)).(4.16)

Then we have,

〈F (t), v 〉 ≥ 0, ∀v ∈ T b
U (ū(t)), τ ∈ [0, T ]. [λ× P]− a.e.(4.17)

Proof. We would like to slip the proof into several parts.
Step 1: In this step, we prove that

∫

[0,T ]×Ω

〈F (t, ω), v∗(t, ω) 〉 dµ∗(t, ω) ≥ 0, ∀v∗(·) ∈ T b
U∗

ad
(ū(·)),(4.18)

with U∗
ad defined by (4.14).

For any v∗(·) ∈ T b
U∗

ad
(ū(·)), we know that v∗(·) ∈ L2

F
(0, T ;Rl). By Lemma 4.4,

there exists a G-measurable function v(·) on [0, T ]× Ω such that

v∗(s, ω) = v(s, ω), µ∗−a.e. ⇒

∫

[0,T ]×Ω

|v∗(s, ω)− v(s, ω)|2dµ∗(s, ω) = 0.(4.19)

As a result, one has

E

∫ T

0

|v(s, ω)|2ds =

∫

[0,T ]×Ω

|v(s, ω)|2dµ∗(s, ω) <∞,

which implies that v(·) ∈ L2
F
(0, T ;Rl). On the other hand, by v∗(·) ∈ T b

U∗

ad
(ū(·)) and

Lemma 2.2, for any hn → 0+, there exist v∗n(·) ∈ L2
F
(0, T ;Rl) such that ū(·)+hnv∗n(·) ∈

U∗
ad, n ∈ N, and

∫

[0,T ]×Ω

|v∗n(s)− v∗(s)|2dµ∗(s, ω) → 0, n→ ∞.(4.20)

Similar to the above, for any n, there exists a process vn(·) ∈ L2
F
(0, T ;Rl) such that,

v∗n(s, ω)=vn(s, ω), µ
∗−a.e., and

∫

[0,T ]×Ω

|v∗n(s, ω)− vn(s, ω)|
2dµ∗(s, ω)=0.(4.21)

Combining (4.19), (4.20) with (4.21) one has,

E

∫ T

0

|vn(s)−v(s)|
2ds=

∫

[0,T ]×Ω

|vn(s, ω)−v(s, ω)|
2dµ∗(s, ω)→0, n→∞,

and ū(·) + hnvn(·) ∈ Uad. Then, by Lemma 2.2, v(·) ∈ T b
Uad

(ū(·)) and

∫

[0,T ]×Ω

〈F (t, ω), v∗(t, ω) 〉 dµ∗(t, ω)

=

∫

[0,T ]×Ω

〈F (t, ω), v(t, ω) 〉 dµ∗(t, ω)=E

∫ T

0

〈F (t), v(t) 〉 dt ≥ 0.
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This proves (4.18).
Step 2: In this step, we prove the set

Aū :=
{
(t, ω) ∈ [0, T ]× Ω

∣∣ 〈F (t), v 〉 ≥ 0, ∀ v ∈ T b
U (ū(t))

}
(4.22)

is G∗-measurable. Let us first look at its complement, i.e.

Ac
ū :=

{
(t, ω) ∈ [0, T ]× Ω

∣∣ ∃ v ∈ T b
U (ū(t)) s.t. 〈F (t), v〉 < 0

}
.(4.23)

By Lemma 4.5 above the set-valued map T b
U (ū(·)) : [0, T ]×Ω R

l is G∗-measurable.
Hence according to Proposition 2.3,

{
(t, ω, v) ∈ [0, T ]× Ω× R

l
∣∣ v ∈ T b

U (ū(t, ω))
}
∈ G∗ ⊗ B(Rl).

By the assumption on F (·), we have,

{
(t, ω, v) ∈ [0, T ]× Ω× R

l
∣∣ v ∈ T b

U (ū(t, ω)), 〈F (t), v〉 < 0
}
∈ G∗ ⊗ B(Rl).(4.24)

Now let us define a set-valued map Λ(·, ·) : [0, T ]× Ω R
l as,

Λ(t, ω) :=
{
v ∈ R

l
∣∣ v ∈ T b

U (ū(t, ω)), 〈F (t), v〉 < 0
}
, (t, ω) ∈ [0, T ]× Ω.

By Proposition 2.3, it follows from (4.24) that map Λ is G∗-measurable. Then Ac
ū,

the domain of map Λ, is measurable. Consequently, Aū is G∗-measurable.
Step 3: In this step we prove that µ∗(Ac

ū) = 0.
Let k, r = 1, 2, · · ·, define

Ak,r
ū :=

{
(t, ω) ∈ [0, T ]× Ω

∣∣∣∃ v ∈ T b
U (ū(t)) ∩ B̄(0, r), s.t. 〈F (t), v〉 ≤ −

1

k

}
.

It is clear that

Ac
ū =

⋃

k≥1

⋃

r≥1

Ak,r
ū .

Like above Aū one can prove that Ak,r
ū is G∗-measurable which implies that (Ak,r

ū ,G∗)

is a measurable space. If for any k, r ≥ 1, we can prove Ak,r
ū has zero measure, then

the proof can be finished. We will prove this by contradiction. Suppose that there
exist k and r such that µ∗(Ak,r

ū ) > 0. Define a set-valued map Γ : Ak,r
ū  R

l by

Γk,r(t, ω) :=
{
v ∈ T b

U (ū(t)) ∩ B̄(0, r)
∣∣∣ 〈F (t), v〉 ≤ −

1

k

}
.

Obviously, Γk,r(t, ω) is closed-valued. Similar as (4.24), the set

{
(t, ω, v) ∈ [0, T ]× Ω× R

l
∣∣ v ∈ T b

U (ū(t, ω)) ∩ B̄(0, r), 〈F (t), v〉 ≤ −
1

k

}
,(4.25)

is G∗ ⊗B(Rl)-measurable, from which, as well as Proposition 2.3 one can obtain that

Γk,r
ū is a G∗-measurable set-valued map with Dom(Γk,r) = Ak,r

ū . Then by Proposition
2.5 there exists a G∗-measurable selection vk,r(·) on Dom(Γk,r), i.e.,

vk,r(t, ω) ∈ Γk,r(t, ω) ⊂
[
T b
U (ū(t)) ∩ B̄(0, r)

]
, ∀ (t, ω) ∈ Dom(Γk,r) = Ak,r

ū .
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Define ṽk,r(·) := vk,r(·)I
T

k,r
ū

(·), then ṽk,r(·) ∈ A∗
ū, where T ∗

ū is defined by (4.15), and

µ∗
{
(t, ω) ∈ [0, T ]

∣∣ 〈
F (t), ṽk,r(t)

〉
≤ −

1

k

}
≥ µ∗(Ak,r

ū ) > 0.(4.26)

Consequently,
∫

[0,T ]

〈F (t, ω), ṽk,r(t, ω) 〉 dµ∗(t, ω) ≤ −
1

k
µ∗(Ak,r

ū ) < 0.(4.27)

On the other hand, by Lemma 4.5 one has vk,r(·) ∈ T ∗
ū ⊂ T b

U∗

ad
(ū(·)). It then

follows from (4.18) that
∫

[0,T ]

〈F (t, ω), ṽk,r(t, ω) 〉 dµ∗(t, ω) ≥ 0,

which contradicts to (4.27). Therefore, Ak,r
ū has zero measure.

Step 4: In this step we would like to prove that there exists G-measurable set
Dū ⊂ Aū satisfying [λ× P](Dū) = T which naturally implies the conclusion.

Actually, for above Ac
ū ∈ G∗, by the definition of G∗, there exists a G-measurable

set Eū satisfying Ac
ū ⊂ Eū and µ∗(Ac

ū) = µ(Eū) = 0. For this Eū, by Step 3 one
immediately has Dū := Ec

ū ⊂ Aū and [λ× P](Dū) = T . Then the proof is finished.

4.3. Proofs of Theorem 3.4. In this part, based on the preparations in the
last two subsections, we are about to give the proof of the main result in Section 3.

Firstly we need to introduce the variational equations. Let ū(·) be an optimal
control and v(·) ∈ T b

Uad
(ū(·)). By Remark 2.1, for any ε > 0 there exists a vε(·) ∈

L2
F
(0, T ;Rl) such that uε(·) := ū(·) + εvε(·) ∈ Uad and

∥∥v − vε
∥∥2
L2

F
(0,T ;Rl)

:= E

∫ T

0

|v(t) − vε(t)|
2dt → 0, ε→ 0+.

As a result, there exists a constant δ < 1 such that

sup
ε∈(0,δ]

∥∥vε
∥∥
L2

F
(0,T ;Rl)

:= sup
ε∈(0,δ]

E

∫ T

0

|vε(t)|
2dt <∞.

Suppose (Xε(·), Y ε(·), Zε(·, ·)) (X̄(·), Ȳ (·), Z̄(·, ·)) are the state processes associated
with uε(·), ū(·) respectively.

Given FBSVIE (3.1), we introduce the following first order variational system,




X1(t)=

∫ t

0

[
bx(t, s)X1(s)+bu(t, s)v(s)

]
ds+

∫ t

0

[
σx(t, s)X1(s)+σu(t, s)v(s)

]
dW (s),

Y1(t)=ψx(t)X1(T )+

∫ T

t

{
gx(t, s)X1(s)+gy(t, s)Y1(s),

+gz(t, s)Z1(t, s)+gu(t, s)v(s)
}
ds−

∫ T

t

Z1(t, s)dW (s), t ∈ [0, T ],

(4.28)
where e.g. bx(t, s) := bx(t, s, X̄(s), ū(s)). Under (H1), we know that (4.28) admits
a unique adapted solution (X1(·), Y1(·), Z1(· , ·)) in the sense of Definition 3.1 and
Definition 3.2. For t, s ∈ [0, T ], define

Xε
1(t) :=

Xε(t)−X̄(t)

ε
, Y ε

1 (t) :=
Y ε(t)−Ȳ (t)

ε
, Zε

1(t, s) :=
Zε(t, s)−Z̄(t, s)

ε
.(4.29)
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Lemma 4.7. Suppose (H1) hold true, (Xε
1(·), Y

ε
1 (·), Z

ε
1(·, ·)) is the state pro-

cesses associated with uε(·), (X1(·), Y1(·), Z1(·, ·)) is the unique C-adapted solution of
FBSVIE (4.28) in the sense of Definition 3.1 and Definition 3.2. Then we have,

lim
ε→0

E|Xε
1(t)−X1(t)|

2=0, ∀t ∈ [0, T ], lim
ε→0

E

∫ T

0

|Xε
1(t)−X1(t)|

2dt=0,(4.30)

and

lim
ε→0

(
E|Y ε

1 (t)− Y1(t)|
2 + E

∫ T

t

|Zε
1(t, s)− Z1(t, s)|

2ds
)
= 0, ∀t ∈ [0, T ].(4.31)

Proof. By the standard estimates for SVIEs and BSVIEs in Lemma 3.3, one has,




sup
t∈[0,T ]

E|X̄(t)|2+ sup
t∈[0,T ]

E|Xε(t)|2+ sup
t∈[0,T ]

E|Ȳ (t)|2+ sup
t∈[0,T ]

E|Y ε(t)|2 <∞,

sup
t∈[0,T ]

E

∫ T

t

|Z̄(t, s)|2ds+ sup
t∈[0,T ]

E

∫ T

t

|Zε(t, s)|2ds <∞, ∀ε ∈ (0, δ],

sup
t∈[0,T ]

E|Xε(t)−X̄(t)|2≤ Cε2E

∫ T

0

|vε(s)|
2ds,

sup
t∈[0,T ]

E|Y ε(t)−Ȳ (t)|2+ sup
t∈[0,T ]

E

∫ T

t

|Zε(t, s)−Z̄(t, s)|2ds≤Cε2E

∫ T

0

|vε(s)|
2ds.

(4.32)
Similarly,

sup
t∈[0,T ]

E|X1(t)|
2+ sup

t∈[0,T ]

E|Y1(t)|
2+ sup

t∈[0,T ]

E

∫ T

t

|Z1(t, s)|
2ds ≤ CE

∫ T

0

|v(t)|2dt.

It is a simple fact that Xε
1(·)−X1(·) is the solution to the following SVIE:

Xε
1(t)−X1(t)

=

∫ t

0

{
bεx(t, s)X

ε
1(s)− bx(t, s)X1(s) +

[
bεu(t, s)vε(s)− bu(t, s)v(s)

]}
ds

+

∫ t

0

{
σε
x(t, s)X

ε
1(s)−σx(t, s)X1(s)+

[
σε
u(t, s)vε(s)−σu(t, s)v(s)

]}
dW (s),

where,

bεx(t, s) :=

∫ 1

0

bx
(
t, s, X̄(s) + θ[Xε(s)− X̄(s)], ū(s) + θεvε(s)

)
dθ,

and bεu(t, s), σ
ε
x(t, s), σ

ε
u(t, s) are defined in a similar manner. As a result, it follows

from dominated convergence theorem and Lemma 3.3 that (4.30) holds true. To
obtain similar convergence result for the backward equation, let us look at,

Y ε
1 (t)− Y1(t) = ψε

x(t)X
ε
1 (T )− ψx(t)X1(T ) +

∫ T

t

{
gεx(t, s)X

ε
1(s)− gx(t, s)X1(s)

+gεy(t, s)Y
ε
1 (s)− gy(t, s)Y1(s) + gεz(t, s)Z

ε
1(t, s)− gz(t, s)Z1(t, s)

+
[
gεu(t, s)vε(s)− gu(t, s)v(s)

]}
ds−

∫ T

t

(
Zε
1(t, s)− Z1(t, s)

)
dW (s),
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where for example,

ψε
x(t) =

∫ 1

0

ψx

(
t, X̄(T ) + θ[Xε(T )− X̄(T )]

)
dθ,

Then by dominated convergence theorem and the estimates in Lemma 3.3 we have
(4.31). This completes the proof of Lemma 4.7.

Now, we give the proof of Theorem 3.4.

Proof of Theorem 3.4. By the optimality of (X̄(·), Ȳ (·), Z̄(· , ·), ū(·)),

0 ≤
J(uε(·)) − J(ū(·))

ε

= E
[
〈hεx, X

ε
1(T ) 〉+ 〈hεy, Y

ε
1 (0) 〉

]
+ E

∫ T

0

[
〈 f ε

x(s), X
ε
1(s) 〉

+〈 f ε
y (s), Y

ε
1 (s) 〉+〈 f ε

z (s), Z
ε
1(0, s) 〉+〈 f ε

u(s), vε(s) 〉
]
ds,

(4.33)

where for example,

hεx :=

∫ 1

0

hx(X̄(T ) + θ[Xε(T )− X̄(T )], Ȳ (0) + θ[Y ε(0)− Ȳ (0)])dθ,

f ε
x(s) =

∫ 1

0

fx(s, X̃(s; θ), Ỹ (s; θ), Z̃(0, s; θ), ũ(s; θ))dθ,

ϕ̃(s; θ) = ϕ̄(s) + θ[ϕε(s)− ϕ̄(s)], ϕ = X, Y, Z, u.

By (4.30)–(4.32), passing to the limit in (4.33), we obtain that

0 ≤ E
[
〈hx, X1(T ) 〉+ 〈hy, Y1(0) 〉

]
+ E

∫ T

0

[
〈 fx(s), X1(s) 〉

+ 〈 fy(s), Y1(s) 〉+ 〈 fz(s), Z1(0, s) 〉+ 〈 fu(s), v(s) 〉
]
ds.

(4.34)

Given inequality (4.34), next we are about to obtain the following necessary condition
in the integral form,

E

∫ T

0

〈Hu(s; X̄(·), Ȳ (·), Z̄(·, ·), ū(·)), v(s) 〉 ds ≥ 0, ∀ v(·) ∈ T b
Uad

(ū(·)),(4.35)

where Hu(s; X̄(·), Ȳ (·), Z̄(·, ·), ū(·)) is defined by (3.16). Then the pointwise necessary
condition (3.17) follows from Lemma 4.6. To obtain (4.35), firstly let us deal with
Y1(0), Z1(0, ·) in (4.34). Note that

Y1(0) = Ψ̃ +

∫ T

0

[
gy(0, s)Y1(s) + gz(0, s)Z1(0, s)

]
ds−

∫ T

0

Z1(0, s)dW (s),

where

Ψ̃ := ψx(0)X1(T ) +

∫ T

0

[
gx(0, s)X1(s) + gu(0, s)v(s)

]
ds,(4.36)
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and v(·) ∈ T b
Uad

(ū(·)). According to Theorem 4.1, there exists a unique FT -measurable
random variable λ(0) satisfying the following equality,

λ(0) = Ehy(X̄(T ), Ȳ (0))⊤ +

∫ T

0

[
fz(s) + gz(0, s)Esλ(0)

]
dW (s).

Denote α(0) := Ehy(X̄(T ), Ȳ (0))⊤, β(0, ·) := fz(·)⊤, ψ̃(0) := Ψ̃, Ã(0, s) := gy(0, s).
By the duality result in (4.13), we have

E 〈hy, Y1(0) 〉+E

∫ T

0

〈Z1(0, s), fz(s) 〉 ds

= E 〈λ(0), Ψ̃ 〉+E

∫ T

0

〈Esλ(0), gy(0, s)Y1(s) 〉 ds

=E 〈λ(0), ψx(0)X1(T ) 〉+E

∫ T

0

〈Esλ(0), gx(0, s)X1(s)

+gy(0, s)Y1(s)+gu(0, s)v(s) 〉 ds.

(4.37)

Substituting (4.37) into (4.34) we then obtain that

0≤E

{
〈hx+ψx(0)

⊤λ(0), X1(T ) 〉+

∫ T

0

[
〈 gx(0, s)

⊤
Esλ(0)+fx(s), X1(s) 〉

+〈 gu(0, s)
⊤
Esλ(0)+fu(s), v(s) 〉

]
ds+

∫ T

0

〈 gy(0, s)
⊤
Esλ(0)+fy(s), Y1(s) 〉 ds

}
.

(4.38)
Now let us turn to deal with Y1(·) by means of Lemma 4.2. To this end, we choose,






A(t, s) := gy(t, s), B(t, s) := gz(t, s), C(t, s) := 0, Θ := 0, β := 0,

α(t) := gy(0, t)
⊤
Etλ(0) + fy(t),

ψ(t) := ψx(t)X1(T ) +

∫ T

t

[
gx(t, s)X1(s) + gu(t, s)v(s)

]
ds.

Then by the duality result (4.12),

E

∫ T

0

〈 gy(0, t)
⊤
Etλ(0) + fy(t), Y1(t) 〉 dt

= E

∫ T

0

〈ψx(t)X1(T ) +

∫ T

t

gx(t, s)X1(s)ds+

∫ T

t

gu(t, s)v(s)ds, ξ(t) 〉 dt.

Note that here ξ(·) ∈ L2
FT

(0, T ;Rm). As a result, (4.38) can be rewritten as,

0 ≤ E

{
〈hx + ψx(0)

⊤λ(0) +

∫ T

0

ψx(t)
⊤ξ(t)dt,X1(T ) 〉

+

∫ T

0

[
〈 gx(0, s)

⊤
Esλ(0) + fx(s) +

∫ s

0

gx(t, s)
⊤ξ(t)dt,X1(s) 〉

+ 〈 gu(0, s)
⊤
Esλ(0) +

∫ s

0

gu(t, s)
⊤ξ(t)dt + fu(s), v(s) 〉

]
ds
}
.

(4.39)
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At last let us deal with the term for X1(T ), X1(·) by means of Lemma 4.2 again. To
this end, let us denote by

Θ := hx + ψx(0)
Tλ(0) +

∫ T

0

ψx(r)
⊤ξ(r)dr, β(·, ·) := 0,

ψ(s) := gx(0, s)
⊤
Esλ(0) +

∫ s

0

gx(t, s)
⊤ξ(t)dt+ fx(s)

⊤,

α(t) :=

∫ t

0

bu(t, s)v(s)ds +

∫ t

0

σu(t, s)v(s)dW (s).

Then by duality (4.12) we have,

E 〈X1(T ),Θ 〉+E

∫ T

0

〈ψ(t), X1(t) 〉 dt

= E

∫ T

0

〈 bu(T, s)v(s),Θ 〉 ds+ E

∫ T

0

〈σu(T, s)v(s), ν(s) 〉 ds

+E

∫ T

0

〈 p(t),

∫ t

0

bu(t, s)v(s)ds 〉 dt+ E

∫ T

0

∫ t

0

〈 q(t, s), σu(t, s)v(s) 〉 dsdt,

where (p(·), q(·, ·)) is the solution to the last equation of the adjoint system (3.15).
Then, one can rewrite (4.39) as (4.35), and the integral type condition (4.35) holds.
This finishes the proof of Theorem 3.4.

5. Concluding remark. This paper is devoted to optimal control problems of
forward-backward stochastic Volterra integral equations. The control region is sup-
posed to be closed, but not necessary to be convex. A new variational approach is
introduced, which enables us to drop the second-order adjoint equations and weaken
the regularity assumption on the involved coefficients. Note that these ideas are even
new under the special stochastic differential equations, forward-backward stochastic
differential equations and forward stochastic Volterra integral equations frameworks.
However, just as the above Remark 3.2 shows, the variational approach requires some
relatively strong structural assumptions on the control regions. Therefore, it still re-
mains its importance to establish a general stochastic maximum principle for optimal
control problems of forward-backward stochastic Volterra integral equations, espe-
cially when the control regions do not satisfies the structural assumption (3.23). We
will discuss this topic in our forthcoming paper.
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