# PRECONDITIONING AND ITERATIVE SOLUTION OF ALL-AT-ONCE SYSTEMS FOR EVOLUTIONARY PARTIAL DIFFERENTIAL EQUATIONS 

ELEANOR MCDONALD *, JENNIFER PESTANA ${ }^{\dagger}$, AND ANDY WATHEN*


#### Abstract

Standard Krylov subspace solvers for self-adjoint problems have rigorous convergence bounds based solely on eigenvalues. However, for non-self-adjoint problems, eigenvalues do not determine behavior even for widely used iterative methods. In this paper, we discuss time-dependent PDE problems, which are always non-self-adjoint. We propose a block circulant preconditioner for the all-at-once evolutionary PDE system which has block Toeplitz structure. Through reordering of variables to obtain a symmetric system, we are able to rigorously establish convergence bounds for MINRES which guarantee a number of iterations independent of the number of time-steps for the all-at-once system. If the spatial differential operators are simultaneously diagonalizable, we are able to quickly apply the preconditioner through use of a sine transform, and for those that are not, we are able to use an algebraic multigrid process to provide a good approximation. Results are presented for solution to both the heat and convection diffusion equations.


Key words. evolutionary equations, Toeplitz matrix, circulant preconditioner, iterative methods, block matrices
AMS subject classifications. $65 \mathrm{~F} 08,15 \mathrm{~B} 05,65 \mathrm{M} 22$

1. Introduction. It is widely appreciated that self-adjoint problems are, in some respects, easier to solve than problems without natural symmetry. Not least, theoretical understanding is greater than for non-self-adjoint problems, so that, for example, there are linear algebra solution methods-conjugate gradients [22] and MINRES [37]-for large scale symmetric problems for which descriptive and guaranteed convergence bounds based only on eigenvalues exist. For non-symmetric discretized problems there are no generally descriptive convergence bounds, and eigenvalues do not guarantee anything: Greenbaum, Ptàk and Strakoš [18] have proved even for the widely used GMRES method that essentially any convergence curve is possible for a problem regardless of its eigenvalues.

This stark difference means, for example, that one has rigorous theory to guide the design of preconditioners for symmetric problems, but preconditioners for non-symmetric problems must essentially be designed based on heuristics (see [47]). Thus the important multigrid and domain decomposition paradigms are rigorously underpinned and guarantee rapid solvers for symmetric problems, by contrast to non-self-adjoint problems. Further, parallelization must yield the expected benefits for symmetric problems.

One important class of non-self-adjoint problems arise from first order time evolution: an initial value problem for a time-dependent PDE has an adjoint that is a final value problem since

$$
\left\langle u_{t}, v\right\rangle=-\left\langle u, v_{t}\right\rangle .
$$

This is true regardless of whether the spatial operator is self-adjoint. Via time-stepping (the method of lines), such problems are generally solved one time-step at a time, i.e. in a fully sequential manner. Effective (often parallel) solvers for the spatial partial differential operators at each time step are widely studied and offer practical solution approaches. From this perspective, it can be possible to design solvers that have excellent scalability with respect to the number of spatial degrees of freedom, $n$, but computational effort must depend on the number of time-steps, $\ell$. There has also been significant work on methods that parallelize over time, e.g. [7, 11, 19, 29, 42]. For a review of parallel-in-time methods, see [14]. Our method falls into the class of space-time, or all-at-once, algorithms that solve for all time-steps simultaneously. Such methods include the parareal method [17, 26], space-time multigrid [16, 20, 23] and multigrid-reduction-in-time [12]. Our approach is most closely aligned with methods in which the space-time problem is written as a monolithic linear system, e.g. [1, 16, 20, 23, 28], but our method differs in the way in which this system is solved. Here, we exploit the block Toeplitz structure of the resulting linear system to develop new preconditioners for which the number of Krylov iterations is independent of the number of time-steps $\ell$. We note that work by Gander et al [15] presents a complementary all-at-once approach that requires all time-steps to be distinct to ensure diagonalizability. Instead, we consider the case that all time-steps are the same.

[^0]The approach is based on the block Toeplitz structure of evolutionary problems that allows symmetrization, so that the MINRES method of Paige and Saunders [37], which is designed for symmetric problems, can be correctly applied - convergence then only depends on eigenvalues. After applying block circulant preconditioners to the symmetrized system we prove clustering of eigenvalues so that rapid (and $\ell$-independent) convergence is rigorously guaranteed. The relevant computations with circulants are either trivial or almost optimally effected by a fast Fourier transform (FFT). We provide a brief overview to circulant based preconditioning in Section 2.

Our approach is best introduced in terms of a simple application, hence this is described in Section 3. The aspects of symmetrization are covered in Section 4. For non-self adjoint spatial operators, we are still able to obtain eigenvalue estimates based on the LSQR algorithm (also due to Paige and Saunders [38]), which are described in Section 5. Numerical results are presented for the heat and convection-diffusion equations in Section 6 with our conclusions in Section 7.
2. Circulant preconditioning. In order to motivate our block circulant based preconditioner, we first introduce circulant preconditioners for general Toeplitz matrices. Let $T \in \mathbb{R}^{n \times n}$ be the nonsingular Toeplitz matrix and $C \in \mathbb{R}^{n \times n}$ be the nonsingular circulant preconditioner given by

$$
T=\left[\begin{array}{ccccc}
t_{0} & t_{-1} & \cdots & t_{-n+2} & t_{-n+1} \\
t_{1} & t_{0} & t_{-1} & & t_{-n+2} \\
\vdots & t_{1} & t_{0} & \ddots & \vdots \\
t_{n-2} & & \ddots & \ddots & t_{-1} \\
t_{n-1} & t_{n-2} & \cdots & t_{1} & t_{0}
\end{array}\right], \quad \text { and } \quad C=\left[\begin{array}{ccccc}
c_{0} & c_{n-1} & \cdots & c_{2} & c_{1} \\
c_{1} & c_{0} & c_{n-1} & & c_{2} \\
\vdots & c_{1} & c_{0} & \ddots & \vdots \\
c_{n-2} & & \ddots & \ddots & c_{n-1} \\
c_{n-1} & c_{n-2} & \cdots & c_{1} & c_{0}
\end{array}\right] .
$$

For Toeplitz systems, circulant matrices have been popular preconditioners, not least because they can be applied quickly using a fast Fourier transform (FFT). The matrix $C$ has the diagonalization, $C=U \Lambda U^{*}$ where, if we denote the Fourier matrix by $F=\left(f_{j k}\right), f_{j k}=\mathrm{e}^{2(j-1)(k-1) \pi \mathrm{i} / n}$, then we have that $U=F / \sqrt{n}$. Also $\Lambda=\operatorname{diag}\left(F c_{n}\right)$, where $c_{n}$ is the first column of $C$. This relationship to the FFT means that the solution of a linear system with a circulant matrix can be performed in $\mathcal{O}(n \log n)$ operations [45].

The idea of preconditioning Toeplitz matrices with a circulant was first introduced independently by Strang in [44] and Olkin in [35]. The so-called Strang circulant proposed was constructed by taking the central band of $T$ of width $n / 2$ and wrapping the entries around to form a circulant. In this paper, we use the Strang preconditioner, which we find to be very effective for the evolutionary problems we consider. However, many other circulant preconditioners could be applied (see, e.g., the books [5, 32]). One example is the optimal circulant [6], which minimizes the Frobenius norm distance to the given Toeplitz matrix over all possible circulants. A unifying approach to selecting the best possible circulant preconditioner was proposed in [36].

Theoretical convergence bounds for these types of preconditioners have generally been restricted to symmetric (Hermitian) positive definite Toeplitz matrices. For many existing preconditioners-including the Strang and optimal preconditioners - and for wide classes of Toeplitz matrices, the preconditioned system is given by $C^{-1} T=I+R+E$, where $R$ has small rank and $E$ small norm. For non-symmetric systems this is not sufficient to provide descriptive convergence estimates for standard non-symmetric solvers such as GMRES or BiCGSTAB. However [40] provides rigorous convergence bounds for non-symmetric Toeplitz matrices. This is done by reordering the rows or columns of $T$ by pre- or post-multiplying by the Hankel matrix,

$$
Y=\left[\begin{array}{llll} 
& & & 1 \\
& & 1 & \\
& \therefore & & \\
1 & & &
\end{array}\right]
$$

This results in a symmetric system for any Toeplitz matrix. We extend this method to our block matrix setting in Section 4. We note that other preconditioning methods have been developed for non-symmetric block Toeplitz structures such as those discussed in [24]. That work, however, focusses on small sized blocks and is not motivated by time-dependent problems as is the case here. Furthermore, this method does not include symmetrization techniques that we employ. We note that it is possible to use LSQR or LSMR [13] to
obtain rigorous convergence bounds for non-symmetric Toeplitz matrices, but for scalar Toeplitz problems these methods are typically slower than using symmetrization and MINRES.
3. Motivation and model problem. In order to describe our method, we will begin by considering the solution of the linear diffusion (or heat) equation initial-boundary value problem,

$$
\begin{align*}
u_{t} & =\Delta u+f & & \text { in } \Omega \times(0, T], \quad \Omega \subset \mathbb{R}^{2} \text { or } \mathbb{R}^{3}, \\
u & =g & & \text { on } \partial \Omega,  \tag{1}\\
u(x, 0) & =u_{0}(x) & & \text { at } t=0 .
\end{align*}
$$

To solve this system, we discretize in both space and time. For simplicity, we will describe our approach using a finite element discretization in space and a Backward Euler discretization in time. In practice other implicit time stepping schemes and spatial discretization schemes can be used, and this will be discussed in more detail later.

We discretize the spatial domain with a representative mesh size $h$ and take $\ell$ time steps of size $\tau$ such that $\ell \tau=T$. This discretization of (1) gives that

$$
M \frac{\mathbf{u}_{k}-\mathbf{u}_{k-1}}{\tau}+K \mathbf{u}_{k}=\mathbf{f}_{k}, \quad k=1, \ldots, \ell
$$

where $M \in \mathbb{R}^{n \times n}$ is the standard finite element mass matrix, $K \in \mathbb{R}^{n \times n}$ is the stiffness matrix (the discrete Laplacian) and $n$ is the number of spatial degrees of freedom. We assume that $M$ and $K$ are symmetric positive definite matrices. The initial vector $\mathbf{u}_{\mathbf{0}}$ should be obtained from the initial data by a convenient projection. Rearranging, we have that

$$
\begin{equation*}
(M+\tau K) \mathbf{u}_{k}=M \mathbf{u}_{k-1}+\tau \mathbf{f}_{k}, \quad k=1, \ldots, \ell \tag{2}
\end{equation*}
$$

We can solve for all time steps of such a system simultaneously using an 'all-at-once' approach. Conceptually, we construct the following linear system, which defines the solution at all time steps:

$$
\mathcal{A}_{B E} \mathbf{x}:=\left[\begin{array}{cccc}
A_{0} & & &  \tag{3}\\
A_{1} & A_{0} & & \\
& \ddots & \ddots & \\
& & A_{1} & A_{0}
\end{array}\right]\left[\begin{array}{c}
\mathbf{u}_{1} \\
\mathbf{u}_{2} \\
\vdots \\
\mathbf{u}_{\ell}
\end{array}\right]=\left[\begin{array}{c}
M \mathbf{u}_{0}+\tau \mathbf{f}_{1} \\
\tau \mathbf{f}_{2} \\
\vdots \\
\tau \mathbf{f}_{\ell}
\end{array}\right]:=\mathbf{b},
$$

where $A_{0}=M+\tau K$ is symmetric positive definite and $A_{1}=-M$ is symmetric negative definite. We note that $\mathcal{A}_{B E}$ is now an immense $n \ell \times n \ell$ matrix; the construction of $\mathcal{A}_{B E}$ only requires copies of $A_{0}$ and $A_{1}$ and is never done explicitly.

The matrix $\mathcal{A}_{B E}$ is clearly block Toeplitz and we wish to precondition it with the associated block Strang circulant matrix. As $\mathcal{A}_{B E}$ is already lower triangular with just one subdiagonal, the Strang circulant simply consists of wrapping the subdiagonal entry $A_{1}$ around to create a circulant. Thus our proposed preconditioner is given by

$$
\mathcal{P}_{B E}:=\left[\begin{array}{cccc}
A_{0} & & & A_{1} \\
A_{1} & A_{0} & & \\
& \ddots & \ddots & \\
& & A_{1} & A_{0}
\end{array}\right] .
$$

In order to describe the preconditioned system, we make the observation that $\mathcal{P}_{B E}$ is a rank $n$ perturbation of $\mathcal{A}_{B E}$, since $\mathcal{P}_{B E}=\mathcal{A}_{B E}+E_{1} A_{1} E_{\ell}^{T}$, where $E_{i}=e_{i} \otimes I_{n}$ with $e_{i}$ denoting the $i$-th column of $I_{\ell}$ and $\otimes$ denoting the Kronecker product. We can now examine the eigenvalues of the preconditioned system.

Theorem 1. The preconditioned system is equal to $\mathcal{P}_{B E}^{-1} \mathcal{A}_{B E}=I_{n \ell}-\mathcal{A}_{B E}^{-1} E_{1} Z^{-1} E_{\ell}^{T}$, which is a rank $n$ perturbation of the identity matrix $I_{n \ell} \in \mathbb{R}^{n \ell \times n \ell}$, where $Z=A_{1}^{-1}+\left(\mathcal{A}_{B E}^{-1}\right)_{\ell-1}$ and $\left(\mathcal{A}_{B E}^{-1}\right)_{\ell-1}=E_{\ell}^{T} \mathcal{A}_{B E}^{-1} E_{1}$. Furthermore, $\mathcal{P}_{B E}^{-1} \mathcal{A}_{B E}$ has $(\ell-1) n$ eigenvalues equal to 1 and $n$ eigenvalues equal to the eigenvalues of $I_{n}-\left(\mathcal{A}_{B E}^{-1}\right)_{\ell-1} Z^{-1}$.

Proof. Writing $\mathcal{P}_{B E}=\mathcal{A}_{B E}+E_{1} A_{1} E_{\ell}^{T}$, then by the Sherman-Morrison-Woodbury formula we have that

$$
\mathcal{P}_{B E}^{-1}=\left(\mathcal{A}_{B E}+E_{1} A_{1} E_{\ell}^{T}\right)^{-1}=\mathcal{A}_{B E}^{-1}-\mathcal{A}_{B E}^{-1} E_{1}\left(A_{1}^{-1}+E_{\ell}^{T} \mathcal{A}_{B E}^{-1} E_{1}\right)^{-1} E_{\ell}^{T} \mathcal{A}_{B E}^{-1}
$$

and thus,

$$
\mathcal{P}_{B E}^{-1} \mathcal{A}_{B E}=I_{n \ell}-\mathcal{A}_{B E}^{-1} E_{1}\left(A_{1}^{-1}+E_{\ell}^{T} \mathcal{A}_{B E}^{-1} E_{1}\right)^{-1} E_{\ell}^{T} .
$$

Since $\mathcal{A}_{B E}^{-1} E_{1}\left(A_{1}^{-1}+E_{\ell}^{T} \mathcal{A}_{B E}^{-1} E_{1}\right)^{-1} E_{\ell}^{T}$ is of rank $n$, this shows that the preconditioned system is a rank $n$ perturbation of the identity. Noting that the inverse of $\mathcal{A}_{B E}$ will also be block lower triangular and block Toeplitz, and letting $Z=A_{1}^{-1}+E_{\ell}^{T} \mathcal{A}_{B E}^{-1} E_{1}$, then we have that

$$
\begin{aligned}
& \mathcal{P}_{B E}^{-1} \mathcal{A}_{B E}=I_{n \ell}-\mathcal{A}_{B E}^{-1} E_{1} Z^{-1} E_{\ell}^{T} \\
& =I_{n \ell}-\left[\begin{array}{cccc}
\left(\mathcal{A}_{B E}^{-1}\right)_{0} & & & \\
\left(\mathcal{A}_{B E}^{-1}\right)_{1} & \left(\mathcal{A}_{B E}^{-1}\right)_{0} & & \\
& \ddots & \ddots & \\
\left(\mathcal{A}_{B E}^{-1}\right)_{\ell-1} & & \left(\mathcal{A}_{B E}^{-1}\right)_{1} & \left(\mathcal{A}_{B E}^{-1}\right)_{0}
\end{array}\right]\left[\begin{array}{l}
Z^{-1} \\
\end{array}\right] \\
& =\left[\begin{array}{cccc}
I_{n} & & & -\left(\mathcal{A}_{B E}^{-1}\right)_{0} Z^{-1} \\
& I_{n} & & -\left(\mathcal{A}_{B E}^{-1}\right)_{1} Z^{-1} \\
& & \ddots & \vdots \\
& & & I_{n}-\left(\mathcal{A}_{B E}^{-1}\right)_{\ell-1} Z^{-1}
\end{array}\right],
\end{aligned}
$$

from which we can easily see that the eigenvalues of $\mathcal{P}_{B E}^{-1} \mathcal{A}_{B E}$ are $(\ell-1) n$ copies of 1 as well as the $n$ eigenvalues of $I_{n}-\left(\mathcal{A}_{B E}^{-1}\right)_{\ell-1} Z^{-1}$.

In fact, we can further describe the eigenvalues of $I_{n}-\left(\mathcal{A}_{B E}^{-1}\right)_{\ell-1} Z^{-1}$ in terms of the matrices $A_{0}$ and $A_{1}$.

Theorem 2. If $\mu$ is an eigenvalue of $A_{1}^{-1} A_{0}$ then $\mu \neq \pm 1$ and $\frac{\mu^{\ell}}{\mu^{\ell}+(-1)^{\ell-1}}$ is an eigenvalue of $I_{n}-$ $\left(\mathcal{A}_{B E}^{-1}\right)_{\ell-1} Z^{-1}$.

Proof. Firstly, a simple inductive argument can be used to show that $\left(\mathcal{A}_{B E}^{-1}\right)_{k-1}=(-1)^{k-1}\left(A_{0}^{-1} A_{1}\right)^{k-1} A_{0}^{-1}$ for all $k=1, \ldots, \ell$. Thus we have that

$$
\begin{aligned}
I_{n}-\left(\mathcal{A}_{B E}^{-1}\right)_{\ell-1} Z^{-1} & =I_{n}-\left(\mathcal{A}_{B E}^{-1}\right)_{\ell-1}\left(A_{1}^{-1}+\left(\mathcal{A}_{B E}^{-1}\right)_{\ell-1}\right)^{-1} \\
& =I_{n}-\left[A_{1}^{-1}\left(\mathcal{A}_{B E}^{-1}\right)_{\ell-1}^{-1}+I_{n}\right]^{-1} \\
& =I_{n}-\left[(-1)^{\ell-1}\left(A_{1}^{-1} A_{0}\right)^{\ell}+I_{n}\right]^{-1} .
\end{aligned}
$$

Now, $A_{1}^{-1} A_{0}=-\left(I_{n}+\tau M^{-1} K\right)$ with $M$ and $K$ both symmetric positive definite. Thus, if $\mu$ is an eigenvalue of $A_{1}^{-1} A_{0}$ then $\mu \neq \pm 1$, and there exists a nonzero vector $\boldsymbol{x} \in \mathbb{R}^{n}$ such that

$$
\begin{aligned}
A_{1}^{-1} A_{0} \boldsymbol{x} & =\mu \boldsymbol{x} \\
{\left[I_{n}+(-1)^{\ell-1}\left(A_{1}^{-1} A_{0}\right)^{\ell}\right]^{-1} \boldsymbol{x} } & =\frac{1}{1+(-1)^{\ell-1} \mu^{\ell}} \boldsymbol{x} \\
{\left[I_{n}-\left[I_{n}+(-1)^{\ell-1}\left(A_{1}^{-1} A_{0}\right)^{\ell}\right]^{-1}\right] \boldsymbol{x} } & =\frac{\mu^{\ell}}{\mu^{\ell}+(-1)^{\ell-1}} \boldsymbol{x},
\end{aligned}
$$

which completes the proof.
This shows that although $\mathcal{P}_{B E}^{-1} \mathcal{A}_{B E}$ has $n$ eigenvalues not equal to one, if $\mu$ is large then these eigenvalues can cluster very close to one. In the case of the heat equation, we see that the largest eigenvalues of $A_{1}^{-1} A_{0}$ grow with $h^{-2}$, where $h$ is the grid size, and therefore we see extremely clustered eigenvalues in practice. Figure 1 shows the eigenvalues of $\mathcal{P}_{B E}^{-1} \mathcal{A}_{B E}$ for a small system.

We will now show that $\mathcal{P}_{B E}^{-1} \mathcal{A}_{B E}$ is diagonalizable.

Fig. 1: The eigenvalues of $\mathcal{P}_{B E}^{-1} \mathcal{A}_{B E}$ with $n=81, \ell=10$ and $\tau=0.1$. There are 32 eigenvalues approximately equal to 1.6275 .


Theorem 3. The matrix $\mathcal{P}_{B E}^{-1} \mathcal{A}_{B E}$ is diagonalizable.
Proof. Recall that $A_{1}^{-1} A_{0}=-\left(I_{n}+\tau M^{-1} K\right)$, with $M, K$ symmetric positive definite. From the proof of Theorem 2 we have that

$$
\left(\mathcal{A}_{B E}^{-1}\right)_{\ell-1} Z^{-1}=\left[I_{n}-\left(I_{n}+\tau M^{-1} K\right)^{\ell}\right]^{-1}
$$

which is diagonalizable and has real, negative eigenvalues. Thus, $I_{n}-\left(\mathcal{A}_{B E}^{-1}\right)_{\ell-1} Z^{-1}$ is diagonalizable, and has eigenvalues that are real and larger than 1.

Let $I_{n}-\left(\mathcal{A}_{B E}^{-1}\right)_{\ell-1} Z^{-1}$ have diagonalization $V D V^{-1}$. Then $\mathcal{P}_{B E}^{-1} \mathcal{A}_{B E}$ has the diagonalization $\mathcal{V} \mathcal{D} \mathcal{V}^{-1}$,

$$
\mathcal{V}=\left[\begin{array}{ccccc}
I & & & & V_{0} \\
& I & & & V_{1} \\
& & \ddots & & \vdots \\
& & & I & V_{\ell-2} \\
& & & & V
\end{array}\right], \quad \text { and } \quad \mathcal{D}=\left[\begin{array}{ccccc}
I & & & & \\
& I & & & \\
& & I & & \\
& & & \ddots & \\
& & & & D
\end{array}\right]
$$

where $V_{i}=\left(\mathcal{A}_{B E}^{-1}\right)_{i} Z^{-1} V\left(D-I_{n}\right)^{-1}$.
Theorem 1 shows that GMRES will terminate within $n+1$ iterations, while diagonalizability of $\mathcal{P}_{B E}^{-1} \mathcal{A}_{B E}$ may help us to estimate the rate of convergence. Analogous results to Theorem 1 exist for more complex time-stepping schemes, as we discuss in Section 3.2. However, in these cases it is not obvious whether the preconditioned matrix is diagonalizable, nor when we can expect convergence in fewer steps because of eigenvalue clustering. Furthermore, Theorem 3 will not necessarily be applicable if the preconditioner is applied approximately, such as with a multigrid method.

Although we have now demonstrated that the preconditioned system has a number of non-unit eigenvalues independent of the number of time-steps $\ell$, the circulant preconditioner we have proposed is, in principle, just as difficult to invert as the original matrix $\mathcal{A}$. In order to demonstrate an easy, and indeed parallelizable, method of inverting $\mathcal{P}$ we will now consider the matrices in Kronecker product notation.
3.1. Kronecker product form. The block structure of the matrices allows us to describe them in Kronecker product form as

$$
\begin{aligned}
& \mathcal{A}_{B E}=I_{\ell} \otimes A_{0}+\Sigma \otimes A_{1} \\
& \mathcal{P}_{B E}=I_{\ell} \otimes A_{0}+C_{1} \otimes A_{1}
\end{aligned}
$$

where

$$
\Sigma=\left[\begin{array}{cccc}
0 & & & \\
1 & 0 & & \\
& \ddots & \ddots & \\
& & 1 & 0
\end{array}\right], \quad C_{1}=\left[\begin{array}{cccc}
0 & & & 1 \\
1 & 0 & & \\
& \ddots & \ddots & \\
& & 1 & 0
\end{array}\right]
$$

and $I_{\ell}$ is the identity matrix of dimension $\ell \times \ell$. As described in Section 2 we can apply $C_{1}=U \Lambda U^{*}$ or its inverse to a vector using the FFT. We define the diagonal entries of $\Lambda$ to be $\lambda_{k}, k=1, \ldots, \ell$, and note that in general they are complex. Furthermore, for this very specific circulant, the eigenvalues are in fact the $\ell$ roots of unity, so that $\lambda_{k}=\mathrm{e}^{2 \pi \mathrm{i} k / \ell}$.

The Kronecker product has the property that $(W \otimes X)(Y \otimes Z)=(W Y \otimes X Z)$. Using this, and the fact that $U$ is unitary, allows us to rewrite the preconditioner $\mathcal{P}_{B E}$ as

$$
\mathcal{P}_{B E}=I_{\ell} \otimes A_{0}+C_{1} \otimes A_{1}=\left(U \otimes I_{n}\right)\left[I_{\ell} \otimes A_{0}+\Lambda \otimes A_{1}\right]\left(U^{*} \otimes I_{n}\right)
$$

and therefore,

$$
\mathcal{P}_{B E}^{-1}=\left(U \otimes I_{n}\right)\left[I_{\ell} \otimes A_{0}+\Lambda \otimes A_{1}\right]^{-1}\left(U^{*} \otimes I_{n}\right)
$$

A similar formulation was used in [21] to write a semi-circulant preconditioner.
Applying the inverse of $\mathcal{P}_{B E}$ to a vector requires us to multiply by $U \otimes I_{n}$ or $U^{*} \otimes I_{n}$ and invert the block diagonal matrix $I_{\ell} \otimes A_{0}+\Lambda \otimes A_{1}$. To apply $U \otimes I_{n}$ we can first apply a column and row permutation that allows us to instead multiply by the block diagonal matrix $I_{n} \otimes U$, which has $n$ blocks of size $\ell \times \ell$. Finally, we must reverse the row and column permutation. Since the required permutation, which is a simple reordering of the spatial and temporal degrees of freedom, is known in advance, multiplication by $U \otimes I_{n}$ or $U^{*} \otimes I_{n}$ could be parallelizable over $n$ processors although communication between processors would be required because of the permutations.

The matrix $I_{\ell} \otimes A_{0}+\Lambda \otimes A_{1}$ is block diagonal and therefore could be inverted in parallel over $\ell$ processors. This matrix is complex symmetric and therefore a method such as a complex algebraic multigrid, e.g. [25, $27,33,41]$, could be used to approximately perform this step.
3.1.1. Simultaneous diagonalization. For our formulation of the heat equation, the blocks $A_{0}$ and $A_{1}$ in (3) are symmetric. As we show below, the mass and stiffness matrices $M$ and $K$ also commute. As a result, $A_{0}$ and $A_{1}$ commute, and so can be simultaneously diagonalized. The property allows us to further simplify the manner in which we apply $\mathcal{P}_{B E}$.

If we let $A_{0}=X \Phi X^{T}$ and $A_{1}=X \Psi X^{T}$ then we have

$$
\begin{equation*}
\mathcal{P}_{B E}^{-1}=\left(U \otimes I_{n}\right)\left(I_{\ell} \otimes X\right)\left[I_{\ell} \otimes \Phi+\Lambda \otimes \Psi\right]^{-1}\left(I_{\ell} \otimes X^{T}\right)\left(U^{*} \otimes I_{n}\right) \tag{4}
\end{equation*}
$$

Now to apply the inverse of $I_{\ell} \otimes A_{0}+\Lambda \otimes A_{1}$, we first need to apply ( $I_{\ell} \otimes X$ ), which is a block diagonal matrix and could be applied over $\ell$ separate processors. We then invert $I_{\ell} \otimes \Phi+\Lambda \otimes \Psi$, which is diagonal and therefore trivial, before applying $\left(I_{\ell} \otimes X^{T}\right)$, which is again block diagonal. Thus when we have this property, the application of a circulant preconditioner becomes much cheaper.

If we use a finite element formulation to discretize (1) then $M$ and $K$ are simultaneously diagonalizable if we use a uniform square grid. For finite difference methods, the finite element mass matrix is replaced by the identity matrix and therefore will always commute with the diffusion operator $K$. We note that for the Dirichlet problem discretized by finite elements with uniform grids we are able to compute the diagonalization using sine transforms as we now describe.

For the $x$ and $y$ directions respectively, the $i$-th element of the $j$-th normalized eigenvector is given by $V_{x}(i, j)=\sqrt{\frac{2}{n_{x}+1}} \sin \left(\frac{i j \pi}{n_{x}+1}\right), V_{y}(i, j)=\sqrt{\frac{2}{n_{y}+1}} \sin \left(\frac{i j \pi}{n_{y}+1}\right)$, where $n_{x}$ is the number of interior nodes in the $x$-direction and $n_{y}$ is the number of interior nodes in the $y$-direction. We construct $X_{x} \in \mathbb{R}^{\left(n_{x}+2\right) \times\left(n_{x}+2\right)}$ and $X_{y} \in \mathbb{R}^{\left(n_{y}+2\right) \times\left(n_{y}+2\right)}$ by embedding each matrix within an identity matrix such that:

$$
X_{x}=\left[\begin{array}{ccc}
1 & & \\
& V_{x} & \\
& & 1
\end{array}\right], \quad X_{y}=\left[\begin{array}{lll}
1 & & \\
& V_{y} & \\
& & 1
\end{array}\right] .
$$

We then form the two-dimensional eigenvectors $X$ by the simple relation $X=X_{x} \otimes X_{y}$. As a result, we can apply $X$ to a vector using discrete sine transforms.

We will now examine the effect that more complex time-stepping schemes have on the system.
where $\mathcal{G}=\operatorname{diag}\left(G_{1}, \ldots, G_{\ell}\right)$ and $G_{j}=\sum_{i=0}^{p} \lambda_{j}^{i} A_{i}=X\left(\sum_{i=0}^{p} \lambda_{j}^{i} \Delta_{i}\right) X^{T}:=X \mathrm{~g}_{j} X^{T}$. Furthermore,

$$
\mathcal{G}=\left(I_{\ell} \otimes X\right) \operatorname{diag}\left(\mathrm{g}_{1}, \ldots, \mathrm{~g}_{\ell}\right)\left(I_{\ell} \otimes X^{T}\right),
$$

where $\left(I_{\ell} \otimes X\right)$ and $\left(I_{\ell} \otimes X^{T}\right)$ are block diagonal and $\operatorname{diag}\left(\mathrm{g}_{1}, \ldots, \mathrm{~g}_{\ell}\right)$ is diagonal. The point here is that even for multi-step methods, with simultaneous diagonalization of the spatial operators we can apply the inverse of the preconditioner $\mathcal{P}$ using only multiplication with block diagonal matrices and the inversion of a diagonal matrix, which are all extremely cheap to apply.

We also note that, using a similar approach to that in the proof of Theorem 1, we can write the preconditioned system $\mathcal{P}^{-1} \mathcal{A}$ as a rank-np perturbation of the identity. Thus, GMRES converges in at most $n p+1$ steps for this problem.
4. Symmetrized system. Although we have been able to describe the eigenvalues of the preconditioned system and have shown that the number of non-unit eigenvalues is independent of the number of time-steps, this is not generally sufficient to ascertain the convergence rate of non-symmetric solvers such as GMRES. However, if our spatial operators are symmetric and using the ideas developed in [40], we are able to propose a method to rewrite our system as a symmetric one, so that we are able to use eigenvalue analysis to determine convergence estimates.

As stated earlier, the matrix $\mathcal{A}$ in (5) is block Toeplitz with symmetric blocks. We note that we can symmetrize any matrix of this type by pre- or post-multiplication with the following block Hankel matrix,

$$
\mathcal{Y}:=\left[\begin{array}{llll} 
& & & I_{n}  \tag{7}\\
& & . & \\
& I_{n} & & \\
I_{n} & & &
\end{array}\right]=Y \otimes I_{n}, \quad \text { where } \quad Y=\left[\begin{array}{lll} 
& & 1 \\
1 & &
\end{array}\right] .
$$

Pre- or post-multiplication by $\mathcal{Y}$ will symmetrize any block Toeplitz matrix with symmetric blocks, however in general $\mathcal{Y} \mathcal{A}$ does not equal $\mathcal{A} \mathcal{Y}$. If we wish to solve the system of equations $\mathcal{A} \mathbf{x}=\mathbf{f}$ then we can solve the equations

$$
\begin{equation*}
(\mathcal{Y} \mathcal{A}) \mathbf{x}=\mathcal{Y} \mathbf{f} \text { or } \mathcal{A} \mathcal{Y}_{\mathbf{y}}=\mathbf{f}, \mathbf{y}=\mathcal{Y} \mathbf{x} \tag{8}
\end{equation*}
$$

However, unlike for the original system we are able to use iterative methods for symmetric systems for which much better convergence estimates exist. We also note that $Y$ and $\mathcal{Y}$ are involutory and thus $\mathcal{Y}^{-1}=\mathcal{Y}$.

In order to use a symmetric matrix solver such as MINRES we require a symmetric positive definite preconditioner. One such matrix is the absolute value preconditioner $[40,46]|\mathcal{P}|$ defined as,

$$
\begin{align*}
|\mathcal{P}| & =\left(\mathcal{P}^{T} \mathcal{P}\right)^{1 / 2}  \tag{9}\\
& =\left[\left(U \otimes I_{n}\right) \mathcal{G}^{*} \mathcal{G}\left(U^{*} \otimes I_{n}\right)\right]^{1 / 2} \\
& =\left(U \otimes I_{n}\right)|\mathcal{G}|\left(U^{*} \otimes I_{n}\right) \\
& =(U \otimes X)\left[\begin{array}{lll}
\left|g_{1}\right| & & \\
& \ddots & \\
& & \left|g_{\ell}\right|
\end{array}\right]\left(U^{*} \otimes X^{T}\right),
\end{align*}
$$

where $\mathrm{g}_{j}$ is the diagonal $n \times n$ matrix in (6) and $\left|\mathrm{g}_{j}\right|$ is its elementwise absolute value. We note $|\mathcal{P}|$ is symmetric positive definite and therefore can be used in MINRES with the symmetric form of the equation (8).
4.1. Eigenvalue analysis. We have now described a symmetric positive definite preconditioner for the symmetrized system (8) to be implemented with MINRES. Since eigenvalues provide robust convergence bounds for MINRES, unlike for GMRES, we now wish to determine the eigenvalues of the preconditioned system $|\mathcal{P}|^{-1} \mathcal{Y} \mathcal{A}$. That, more generally, matrices of the form of $\mathcal{P}$ and $|\mathcal{P}|$ are block circulant will also prove useful later in this section, hence we establish this now.

Lemma 1. Let $\mathcal{R} \in \mathbb{R}^{n \ell \times n \ell}$ be any matrix of the form

$$
\mathcal{R}=(U \otimes X)\left[\begin{array}{llll}
\mathrm{d}_{1} & & & \\
& \mathrm{~d}_{2} & & \\
& & \ddots & \\
& & & \mathrm{~d}_{\ell}
\end{array}\right]\left(U^{*} \otimes X^{T}\right)
$$

where $U$ and $X$ are as in (4), and $\mathrm{d}_{i} \in \mathbb{C}^{n \times n}, i=1, \ldots, \ell$ are diagonal matrices. Then $\mathcal{R}$ is block circulant and $\mathcal{R} \mathcal{Y}=\mathcal{Y} \mathcal{R}^{T}$, where $\mathcal{Y}$ is as in (7).

Proof. If $\mathcal{R}_{r s}$ denotes the $(r, s)$ block of $\mathcal{R}$ of size $n \times n$, then

$$
\begin{equation*}
\mathcal{R}_{r s}=\sum_{k=1}^{\ell} u_{r k} \overline{u_{s k}} X \mathrm{~d}_{k} X^{T} \tag{11}
\end{equation*}
$$

To prove that $\mathcal{R}$ is block circulant we need to look at the definition of each $u_{r s}$. Now $U$ has as its columns the eigenvectors of a circulant matrix. Thus, $u_{r s}=f_{r s} / \sqrt{\ell}$ where $f_{r s}=\mathrm{e}^{2(r-1)(s-1) \pi \mathrm{i} / \ell}$.

We will first show that $\mathcal{R}$ is block Toeplitz, that is, $\mathcal{R}_{r s}=\mathcal{R}_{(r+1)(s+1)}$ for all $r, s \in[1, \ldots, \ell-1]$. The scalars $u_{r k} \overline{u_{s k}}$ in (11) satisfy

$$
u_{r k} \overline{u_{s k}}=\frac{1}{\ell} \mathrm{e}^{2(r-s)(k-1) \pi \mathrm{i} / \ell}=u_{(r+1) k} \overline{u_{(s+1) k}} .
$$

Since $\mathcal{R}_{(r+1)(s+1)}=\sum_{k=1}^{\ell} u_{(r+1) k} \overline{u_{(s+1) k}} X \mathrm{~d}_{k} X^{T}$, it follows that $\mathcal{R}_{r s}=\mathcal{R}_{(r+1)(s+1)}$. This proves that all diagonals have constant blocks.

If $\mathcal{R}$ is additionally block circulant, then we also require that $\mathcal{R}_{r \ell}=\mathcal{R}_{(r+1) 1}$ for all $r \in[1, \ldots, \ell-1]$. To show this, note that $\mathcal{R}_{r \ell}=\sum_{k=1}^{\ell} u_{r k} \overline{u_{\ell k}} X \mathrm{~d}_{k} X^{T}$, with

$$
u_{r k} \overline{u_{\ell k}}=\frac{1}{\ell} \mathrm{e}^{2(r-\ell)(k-1) \pi \mathrm{i} / \ell}=\frac{1}{\ell} \mathrm{e}^{2 r(k-1) \pi \mathrm{i} / \ell}=\frac{1}{\ell} \mathrm{e}^{2 r(k-1) \pi \mathrm{i} / \ell} \mathrm{e}^{-2 \pi \mathrm{i}(1-1)(k-1) / \ell}=u_{(r+1) k} \overline{u_{1 k}} .
$$

Since $\mathcal{R}_{(r+1) 1}=\sum_{k=1}^{\ell} u_{(r+1) k} \overline{u_{1 k}} X \mathrm{~d}_{k} X^{T}$, it follows that $\mathcal{R}_{r \ell}=\mathcal{R}_{(r+1) 1}$ for all $r \in[1, \ldots, \ell-1]$, from which we see that $\mathcal{R}$ is block circulant.

Finally, we prove the symmetrization property $\mathcal{R} \mathcal{Y}=\mathcal{Y}^{T}$. The $(r, s)$ block of $\mathcal{R} \mathcal{Y}$ is

$$
(\mathcal{R} \mathcal{Y})_{r s}=\mathcal{R}_{r(\ell-s+1)}=\sum_{k=1}^{\ell} u_{r k} \overline{\overline{u_{(\ell-s+1) k}}} X \mathrm{~d}_{k} X^{T}
$$

while

$$
\left(\mathcal{Y} \mathcal{R}^{T}\right)_{r s}=\left(\mathcal{R}^{T}\right)_{(\ell-r+1) s}=\left(\mathcal{R}_{s(\ell-r+1)}\right)^{T}=\sum_{k=1}^{\ell} \overline{u_{s k}} u_{(\ell-r+1) k} X \overline{\mathrm{~d}_{k}} X^{T}
$$

Since, for all $r, s, k \in[1, \ldots, \ell]$,

$$
u_{r k} \overline{u_{(\ell-s-1) k}}=\frac{1}{\ell} \mathrm{e}^{2(r+s-\ell-1)(k-1) \pi \mathrm{i} / \ell}=u_{s k} \overline{u_{(\ell-r+1) k}},
$$

we see that $(\mathcal{R} \mathcal{Y})_{r s}=\overline{\left(\mathcal{Y}^{T}\right)_{r s}}=\left(\mathcal{Y} \mathcal{R}^{T}\right)_{r s}$, since $\mathcal{Y}$ and $\mathcal{R}$ are real.
In our eigenvalue analysis, it will prove useful to relate $\mathcal{P}$ in (5) and $|\mathcal{P}|$ in (10). To do this we introduce the real orthogonal matrix

$$
\widetilde{\mathcal{P}}=(U \otimes X)\left[\begin{array}{llll}
\operatorname{sgn}\left(\mathrm{g}_{1}\right) & & & \\
& \operatorname{sgn}\left(\mathrm{g}_{2}\right) & & \\
& & \ddots & \\
& & & \operatorname{sgn}\left(\mathrm{g}_{\ell}\right)
\end{array}\right]\left(U^{*} \otimes X^{T}\right),
$$

where $\operatorname{sgn}\left(g_{j}\right)=g_{j}\left|\mathrm{~g}_{j}\right|^{-1}$. Then,

$$
\begin{equation*}
|\mathcal{P}| \widetilde{\mathcal{P}}=\widetilde{\mathcal{P}}|\mathcal{P}|=\mathcal{P} \tag{12}
\end{equation*}
$$

Since they share the same eigenvector matrix $U \otimes X$ the matrices $\mathcal{P},|\mathcal{P}|$ and $\widetilde{\mathcal{P}}$ all commute and are block circulant (see Lemma 1).

Additionally, under conditions that are met for all our numerical experiments, $\widetilde{\mathcal{P}}$ has a real, orthogonal square root, as we now show.

Lemma 2. Assume that $A_{0}, \ldots, A_{p}$ have real eigenvalues and that $\sum_{i=0}^{p} A_{i}$ has positive eigenvalues. When $\ell$ is even, additionally assume that $\sum_{i=0}^{p}(-1)^{i} A_{i}$ has positive eigenvalues. Then $\widetilde{\mathcal{P}}$ has a real, orthogonal matrix square root.

Proof. The proof proceeds in two parts. We first show that if $\widetilde{\mathcal{P}}$ has unit determinant then $\widetilde{\mathcal{P}}$ has a real, orthogonal matrix square root. Then, we prove that $\operatorname{det}(\widetilde{\mathcal{P}})=1$.

We begin the proof of the first part by showing that any matrix in $S O(n)$ (the group of real orthogonal matrices with unit determinant) has a real orthogonal square root. To do this we use the fact that the exponential of a skew-symmetric matrix belongs to $S O(n)$ (the group of orthogonal matrices with unit determinant) and every matrix in $S O(n)$ has a skew-symmetric matrix logarithm [4]. Thus, if $B \in S O(n)$ then $B=\mathrm{e}^{F}$ for some skew-symmetric $F$, and $\mathrm{e}^{F / 2}$ is a real orthogonal square root of $B$.

We wish to apply this result to $\widetilde{\mathcal{P}}$. First, note that (12) shows that $\widetilde{\mathcal{P}}$ is real. Additionally, using the definition of the sign function, it is clear that $\widetilde{\mathcal{P}}$ is orthogonal. Thus, all that remains is to show that $\operatorname{det}(\widetilde{\mathcal{P}})=1$.

We treat the more difficult case that $\ell$ is even first. The matrix $C_{1}$ has as its eigenvalues the roots of unity $\lambda_{k}=\mathrm{e}^{2 \pi k \mathrm{i} / \ell}, k=1, \ldots, \ell$. If $\ell$ is even, $\lambda_{\ell / 2}=-1, \lambda_{\ell}=1$ and $\lambda_{k}=\overline{\lambda_{\ell-k}}, k=1, \ldots, \ell / 2-1$. It follows that for $j=1, \ldots, \ell / 2-1$,

$$
\left(\mathrm{g}_{\ell-j}\right)^{*}=\sum_{i=0}^{p}\left(\overline{\lambda_{\ell-j}}\right)^{i} \Delta_{i}=\sum_{i=0}^{p} \lambda_{j}^{i} \Delta_{i}=\mathrm{g}_{j} .
$$

Thus,

$$
\begin{equation*}
\operatorname{det}(\widetilde{\mathcal{P}})=\prod_{k=1}^{\ell} \operatorname{det}\left(\operatorname{sgn}\left(\mathrm{g}_{k}\right)\right)=\operatorname{det}\left(\operatorname{sgn}\left(\mathrm{g}_{\ell / 2}\right)\right) \operatorname{det}\left(\operatorname{sgn}\left(\mathrm{g}_{\ell}\right)\right) \prod_{k=1}^{\ell / 2-1} \operatorname{det}\left(\operatorname{sgn}\left(\mathrm{~g}_{k}\right) \operatorname{sgn}\left(\mathrm{g}_{k}^{*}\right)\right) \tag{13}
\end{equation*}
$$

Using the assumptions of the lemma, and the definition of the sign function, we find that $\operatorname{det}\left(\operatorname{sgn}\left(\mathrm{g}_{\ell / 2}\right)\right)=$ 1 , $\operatorname{det}\left(\operatorname{sgn}\left(\mathrm{g}_{\ell}\right)\right)=1$ and $\operatorname{sgn}\left(\mathrm{g}_{k}\right) \operatorname{sgn}\left(\mathrm{g}_{k}^{*}\right)=\operatorname{sgn}\left(\mathrm{g}_{k}\right)\left(\operatorname{sgn}\left(\mathrm{g}_{k}\right)\right)^{*}=I_{n}$. Thus, when $\ell$ is even, (13) shows that $\operatorname{det}(\widetilde{\mathcal{P}})=1$, so that $\widetilde{\mathcal{P}}$ has a real, orthogonal matrix square root.

If $\ell$ is odd then $\lambda_{\ell}=1$ and $\lambda_{k}=\overline{\lambda_{\ell-k}}, k=1, \ldots,(\ell-1) / 2$. The proof that $\operatorname{det}(\widetilde{\mathcal{P}})=1$ then follows similarly, except that $C_{1}$ does not have an eigenvalue at -1 . Thus, when $\ell$ is odd, $\widetilde{\mathcal{P}}$ also has a real, orthogonal matrix square root.

We remark that the conditions of Lemma 2 are generally easy to check. When $K$ and $M$ in (2) are positive definite, then all that is required is to compute sums involving the scalar coefficients that define the time-stepping scheme. The conditions are met for all numerical experiments involving the heat equation in Section 6.

We want to look at the eigenvalues of the preconditioned system $|\mathcal{P}|^{-1} \mathcal{Y} \mathcal{A}$ and we can easily see that these will be the same as the eigenvalues of the matrix $|\mathcal{P}|^{-1 / 2} \mathcal{Y} \mathcal{A}|\mathcal{P}|^{-1 / 2}$ by a similarity transform. The matrix $\mathcal{Y}$ of (7) comprises $\ell$ blocks, and we write $\mathcal{Y}_{p}$ for the corresponding matrix with $p$ blocks.

Theorem 4. Let $V=\left[E_{\ell-p+1}, \ldots, E_{\ell}\right] \in \mathbb{R}^{n \ell \times n p}$ and

$$
W=\left[\begin{array}{cccc}
A_{p} & \ldots & A_{2} & A_{1}  \tag{14}\\
& A_{p} & & A_{2} \\
& & \ddots & \vdots \\
& & & A_{p}
\end{array}\right]
$$

$W \in \mathbb{R}^{n p \times n p}$. Then for $|\mathcal{P}|$ and $\mathcal{A}$ as defined as in (10) and (5) respectively,

$$
|\mathcal{P}|^{-1 / 2} \mathcal{Y} \mathcal{A}|\mathcal{P}|^{-1 / 2}=Q-Z \Theta Z^{T}
$$

where $Q=\mathcal{Y} \widetilde{\mathcal{P}}$ is orthogonal and symmetric, the symmetric matrix $\mathcal{Y}_{p} W \in \mathbb{R}^{n p \times n p}$ has the eigenvalue decomposition $\mathcal{Y}_{p} W=S \Theta S^{T}$ and $Z=|\mathcal{P}|^{-1 / 2} V S \in \mathbb{R}^{n \ell \times n p}$ has full rank.

Proof. Firstly we see from (5) that we can write $\mathcal{P}=\mathcal{A}+U W V^{T}$, where $U=\left[E_{1}, \ldots E_{p}\right] \in \mathbb{R}^{n \ell \times n p}$. Thus, $\mathcal{A}=\mathcal{P}-U W V^{T}$ and we have

$$
|\mathcal{P}|^{-1 / 2} \mathcal{Y} \mathcal{A}|\mathcal{P}|^{-1 / 2}=|\mathcal{P}|^{-1 / 2} \mathcal{Y} \mathcal{P}|\mathcal{P}|^{-1 / 2}-|\mathcal{P}|^{-1 / 2} \mathcal{Y} U W V^{T}|\mathcal{P}|^{-1 / 2}
$$

Now $\mathcal{Y} U=\mathcal{Y}\left[E_{1} \ldots E_{p}\right]=\left[E_{\ell} \ldots E_{\ell-p+1}\right]=V \mathcal{Y}_{p}$. Thus,

$$
|\mathcal{P}|^{-1 / 2} \mathcal{Y} U W V^{T}|\mathcal{P}|^{-1 / 2}=|\mathcal{P}|^{-1 / 2} V \mathcal{Y}_{p} W V^{T}|\mathcal{P}|^{-1 / 2}=\left(|\mathcal{P}|^{-1 / 2} V S\right) \Theta\left(|\mathcal{P}|^{-1 / 2} V S\right)^{T}
$$

Since $|\mathcal{P}|, V$ and $S$ have full rank, $Z=|\mathcal{P}|^{-1 / 2} V S$ has rank $n p$.
The matrix $|\mathcal{P}|^{-1 / 2}$ is symmetric and so, by Lemma $1,|\mathcal{P}|^{-1 / 2} \mathcal{Y}=\mathcal{Y}|\mathcal{P}|^{-1 / 2}$. Additionally, $\mathcal{P}$ and $|\mathcal{P}|^{1 / 2}$ commute. It follows that

$$
|\mathcal{P}|^{-1 / 2} \mathcal{Y} \mathcal{P}|\mathcal{P}|^{-1 / 2}=\mathcal{Y} \mathcal{P}|\mathcal{P}|^{-1}=\mathcal{Y} \widetilde{\mathcal{P}}=Q
$$

Since $\mathcal{Y}$ and $\widetilde{\mathcal{P}}$ are orthogonal, $Q$ is also orthogonal. Additionally, $Q=|\mathcal{P}|^{-1 / 2} \mathcal{Y} \mathcal{A}|\mathcal{P}|^{-1 / 2}+Z \Theta Z^{T}$ is the sum of symmetric matrices, and so must be symmetric.

Lemma 3. Assume that the conditions of Lemma 2 hold. Then, the matrix $Q$ has the same eigenvalues as $\mathcal{Y}$, which has $\lfloor\ell / 2\rfloor n$ eigenvalues equal to -1 and $\lceil\ell / 2\rceil n$ eigenvalues equal to 1 .

Proof. Firstly we want to show that $Q$ and $\mathcal{Y}$ are similar, and therefore have the same eigenvalues. Lemma 1 shows that $\widetilde{\mathcal{P}}^{1 / 2}$ is block circulant and symmetrized by $\mathcal{Y}$. Additionally, since $\widetilde{\mathcal{P}}$ is orthogonal, $\widetilde{\mathcal{P}}^{1 / 2}$ is as well. Thus,

$$
Q=\widetilde{\mathcal{P}} \mathcal{Y}=\widetilde{\mathcal{P}}^{1 / 2} \widetilde{\mathcal{P}}^{1 / 2} \mathcal{Y}=\widetilde{\mathcal{P}}^{1 / 2} \mathcal{Y}\left(\widetilde{\mathcal{P}}^{1 / 2}\right)^{T}=\widetilde{\mathcal{P}}^{1 / 2} \mathcal{Y} \widetilde{\mathcal{P}}^{-1 / 2}
$$

Therefore $Q$ and $\mathcal{Y}$ will have the same eigenvalues.
It is left to determine the eigenvalues of $\mathcal{Y}$. Firstly we note that $\mathcal{Y} E_{j}=E_{\ell-j+1}$. Therefore we have

$$
\mathcal{Y}\left(E_{j}-E_{\ell-j+1}\right)=E_{\ell-j+1}-E_{j}=-\left(E_{j}-E_{\ell-j+1}\right)
$$

Fig. 2: Eigenvalues of the preconditioned system $|\mathcal{P}|^{-1} \mathcal{Y} \mathcal{A}$ for varying grid and time step sizes. In the left figure, $n=81$, and in the right figure $\ell=10$. In all cases $\tau=0.1$.

so -1 will be an eigenvalue associated with an eigenvector equal to one of the columns of $\left(E_{j}-E_{\ell-j+1}\right)$. This gives the required algebraic multiplicity of the eigenvalue -1 .

Similarly, the columns of

$$
\mathcal{Y}\left(E_{j}+E_{\ell-j+1}\right)=E_{\ell-j+1}+E_{j}
$$

give the form of the eigenvectors corresponding to unit eigenvalues. If $\ell$ is odd then for $j=\lceil\ell / 2\rceil$ we have

$$
\mathcal{Y} E_{\lceil\ell / 2\rceil}=E_{\lceil\ell / 2\rceil},
$$

so that the remaining $n$ eigenvalues are 1 . Thus, we obtain the stated multiplicity of the unit eigenvalue.
Theorem 5. Assume that the conditions of Lemma 2 hold, and that $\lfloor\ell / 2\rfloor>p$. Then, the geometric multiplicity of the eigenvalue 1 of $|\mathcal{P}|^{-1 / 2} \mathcal{Y} \mathcal{A}|\mathcal{P}|^{-1 / 2}$ is at least $(\lceil\ell / 2\rceil-p) n$, while the geometric multiplicity of the eigenvalue -1 is at least $(\lfloor\ell / 2\rfloor-p) n$. This leaves at most $2 n p$ eigenvalues that are not $\pm 1$.

Proof. We know from Theorem 4 and Lemma 3 that $Q$ is symmetric with $\lfloor\ell / 2\rfloor n$ eigenvalues equal to -1 and $\lceil\ell / 2\rceil n$ eigenvalues equal to 1 . Thus, $Q$ has diagonalization $Q=V_{Q} \Lambda_{Q} V_{Q}^{T}$, where $\Lambda_{Q}$ has diagonal entries 1 or -1 .

Accordingly,

$$
V_{Q}^{T}|\mathcal{P}|^{-1 / 2} \mathcal{Y} \mathcal{A}|\mathcal{P}|^{-1 / 2} V_{Q}=\Lambda_{Q}-H
$$

where $H=V_{Q}^{T} Z \Theta Z^{T} V_{Q}$ is a Hermitian matrix of rank $n p$. By Corollary 3 in [2], at most $n p$ copies of the each distinct eigenvalue of $Q$ can be perturbed by $H$. It follows that $V_{Q}^{T}|\mathcal{P}|^{-1 / 2} \mathcal{Y} \mathcal{A}|\mathcal{P}|^{-1 / 2} V_{Q}$, and hence $|\mathcal{P}|^{-1 / 2} \mathcal{Y} \mathcal{A}|\mathcal{P}|^{-1 / 2}$ have the required eigenvalue multiplicities.

Having shown that the preconditioned system has at most $2 n p$ eigenvalues that are not $\pm 1$, we know that MINRES will converge in at most $2 n p+2$ steps, which is independent of the number of time steps. In practice, we do not see nearly this many steps, as the eigenvalues that are not $\pm 1$ are also closely clustered in our numerical experiments for the heat equation, and this eigenvalue clustering can be linked to the convergence rate of MINRES. Figure 2 shows the eigenvalues of the preconditioned system $|\mathcal{P}|^{-1} \mathcal{Y} \mathcal{A}$ for the same grid sizes with varying numbers of time steps. We can see that the eigenvalues remain extremely well clustered as the number of time steps increases.

In Figure 2 we also show the eigenvalues of the preconditioned system for a fixed number of time-step sizes and various spatial grid sizes. It is evident that although the eigenvalues become more spread out as $n$ increases, the eigenvalues remain well clustered, with only one cluster of eigenvalues away from $\pm 1$.
5. Non-symmetric systems. Throughout the previous sections we have assumed that all $A_{i}$ are symmetric, as without this property $\mathcal{Y}$ would not symmetrize the system. However, for cases where the $A_{i}$ are not symmetric we can also form the normal equations and solve the system using LSQR. We note that we could also use this method when the $A_{i}$ are symmetric. We now analyse the eigenvalues of the normal equations of the preconditioned system.

Theorem 6. The matrix $\left(\mathcal{P}^{-1} \mathcal{A}\right)^{T}\left(\mathcal{P}^{-1} \mathcal{A}\right)$ has $(\ell-2 p) n$ eigenvalues equal to 1 , np eigenvalues less than or equal to 1, and $n p$ eigenvalues greater than or equal to 1 .

Proof. Let $\mathcal{P}=\mathcal{A}+U W V^{T}$ where $U=\left[E_{1}, \ldots E_{p}\right] \in \mathbb{R}^{n \ell \times n p}, V=\left[E_{\ell-p+1}, \ldots E_{\ell}\right] \in \mathbb{R}^{n \ell \times n p}$ and $W \in \mathbb{R}^{n p \times n p}$ is as in (14). Using the Sherman-Morrison-Woodbury formula as described in Theorem 1, we find that $\mathcal{P}^{-1} \mathcal{A}=I_{n \ell}-\mathcal{A}^{-1} U Z^{-1} V^{T}$, where $Z=W^{-1}+V^{T} \mathcal{A}^{-1} U \in \mathbb{R}^{n p \times n p}$. If we partition $\mathcal{A}^{-1}$ as

$$
\mathcal{A}^{-1}=\left[\begin{array}{cc}
\mathcal{A}_{11}^{-1} & 0 \\
\mathcal{A}_{21}^{-1} & \mathcal{A}_{22}^{-1}
\end{array}\right] \text { then } \mathcal{P}^{-1} \mathcal{A}=I_{n \ell}-\left[\begin{array}{cc}
0 & \mathcal{A}_{11}^{-1} Z^{-1} \\
0 & \mathcal{A}_{21}^{-1} Z^{-1}
\end{array}\right]
$$

where $\mathcal{A}_{11}^{-1} \in \mathbb{R}^{n p \times n p}, \mathcal{A}_{21}^{-1} \in \mathbb{R}^{(\ell-p) n \times n p}$, and $\mathcal{A}_{22}^{-1} \in \mathbb{R}^{(\ell-p) n \times(\ell-p) n}$. We can now write that

$$
\left(\mathcal{P}^{-1} \mathcal{A}\right)^{T}\left(\mathcal{P}^{-1} \mathcal{A}\right)=\left[\begin{array}{cc}
I_{(\ell-p) n} & -\mathcal{A}_{11}^{-1} Z^{-1} \\
-Z^{-T} \mathcal{A}_{11}^{-T} & Z^{-T} \mathcal{A}_{11}^{-T} \mathcal{A}_{11}^{-1} Z^{-1}+\left(I_{n p}-Z^{-T} \mathcal{A}_{21}^{-T}\right)\left(I_{n p}-\mathcal{A}_{21}^{-1} Z^{-1}\right)
\end{array}\right]
$$

From here we can see that the upper $(\ell-p) n$ principle submatrix is the identity and we can use the Cauchy Interlacing theorem (see for example Chapter 10 of [39]) to relate the eigenvalues of $\left(\mathcal{P}^{-1} \mathcal{A}\right)^{T}\left(\mathcal{P}^{-1} \mathcal{A}\right)$ to the eigenvalues of the identity. The theorem tell us that if we let $\lambda_{i}$ be the $i$-th eigenvalue of $\left(\mathcal{P}^{-1} \mathcal{A}\right)^{T}\left(\mathcal{P}^{-1} \mathcal{A}\right)$ with $\lambda_{1} \leq \lambda_{2} \leq \cdots \leq \lambda_{\ell n}$, then $\lambda_{i} \leq \sigma_{i}(I)=1 \leq \lambda_{n p+i}$, which gives that the eigenvalues $\lambda_{1}$ to $\lambda_{n p}$ must be less than or equal to 1 , the eigenvalues $\lambda_{n p+1}$ to $\lambda_{(\ell-p) n}$ must be equal to 1 and eigenvalues $\lambda_{(\ell-p) n+1}$ to $\lambda_{\ell n}$ must be greater than or equal to 1 .

Now since $|\mathcal{P}|^{2}=\mathcal{P}^{T} \mathcal{P}=\mathcal{P} \mathcal{P}^{T}$, we have

$$
\left(\mathcal{P}^{-1} \mathcal{A}\right)^{T}\left(\mathcal{P}^{-1} \mathcal{A}\right)=\mathcal{A}^{T}\left(\mathcal{P} \mathcal{P}^{T}\right)^{-1} \mathcal{A}=\mathcal{A}^{T}(|\mathcal{P}|)^{-2} \mathcal{A}=\left(|\mathcal{P}|^{-1} \mathcal{A}\right)^{T}\left(|\mathcal{P}|^{-1} \mathcal{A}\right)
$$

Thus, the eigenvalues of the normal equations when using either $\mathcal{P}$ or $|\mathcal{P}|$ as the preconditioner are the same. We also note that $\mathcal{A}^{T}(|\mathcal{P}|)^{-2} \mathcal{A}$ has the same eigenvalues as $\mathcal{Y} \mathcal{A}(|\mathcal{P}|)^{-2} \mathcal{A} \mathcal{Y}$, since this is a similarity transform with $\mathcal{Y}^{-1}=\mathcal{Y}$. It follows that the eigenvalues of $\left(|\mathcal{P}|^{-1} \mathcal{A} \mathcal{Y}\right)^{T}\left(|\mathcal{P}|^{-1} \mathcal{A} \mathcal{Y}\right)$ are the same as the eigenvalues of $\left(\mathcal{P}^{-1} \mathcal{A}\right)^{T}\left(\mathcal{P}^{-1} \mathcal{A}\right)$, and that the singular values of $|\mathcal{P}|^{-1} \mathcal{A} \mathcal{Y}$ are the same as those of $\mathcal{P}^{-1} \mathcal{A}$.

Therefore we have again shown that using a block circulant based preconditioner results in a number of non-unit eigenvalues independent of the number of time-steps. However, the values of the non-unit eigenvalues can depend on both the number of time-steps $\ell$ and the number of spatial degrees of freedom $n$. This means that despite the guarantee of termination, iteration counts can increase as $\ell$ increases as seen in some of the results in the following section. We find that this is particularly pronounced for the convection-diffusion equation, for which this method is unlikely to be practical.
6. Numerical results. In this section, we present numerical results for an implementation of the method described in the previous sections within the IFISS [8, 9, 43] framework. Since GMRES can require large amounts of storage due to the orthogonalization process, we have also used the BiCGSTAB method as an alternative iterative method for solving non-symmetric systems. We note, however, that none of the termination theory applies with this method; it is simply shown as a potentially practical alternative. When applying the AMG preconditioner, which is nonlinear, we applied right-preconditioned flexible GMRES (FGMRES); neither GMRES nor FGMRES allowed restarting. We also used the standard Matlab implementations of MINRES, LSQR and BiCGSTAB. All methods were stopped with a relative residual tolerance of $10^{-6}$ and used a random initial guess. The finite element discretization used $Q 1$ finite elements over the domain $\Omega=[0,1] \times[0,1]$ for the heat equation and $\Omega=[-1,1] \times[-1,1]$ for the convection diffusion equation. For the algebraic multigrid preconditioner, we used AGMG [30, 31, 33, 34] with default settings, which can be applied to complex matrices. This applies a single K-cycle (sometimes referred to as a non-linear AMLI cycle); details can be found [33]. Note that adjusting the number of AMG cycles did not affect the iteration numbers obtained.

Note that for use with GMRES, we employ $\mathcal{P}_{M G}$ and not $\left|\mathcal{P}_{M G}\right|$ (which would in this case be awkward to compute). We have no rate of convergence guarantees for this approximate non-symmetric solver, but we observe rapid convergence as seen in Tables 1,2 and 3 . These observations are perhaps not a complete surprise given the supporting rigorous theory in the corresponding symmetric case.
6.1. Heat equation. Our first example is the heat equation as defined in (1) with the initial conditions

$$
u_{0}=x(x-1) y(y-1)
$$

with no external forcing (i.e. $f=0$ ). We used both the Backward Euler and the 2-step Backward Differentiation Formula (BDF2) for the time-stepping method, with time step size equal to $\tau=1 / \ell$.

The results presented in Table 1 are for the Backward Euler time-stepping method and show that for all methods, iteration numbers are essentially independent of the number of time steps. Mesh independent convergence is observed for MINRES and GMRES, but not for LSQR. FGMRES with the AMG preconditioner $\mathcal{P}_{M G}$ performs well for coarse discretisations, but there is some iteration growth as the mesh is refined. Although this particular AMG algorithm is not accurately approximating the diagonal blocks in $I_{\ell} \otimes A_{0}+\Lambda \otimes A_{1}$ (cf. Section 3.1), we would expect better performance from a tailored AMG algorithm. Similar results are observed for the BDF2 method (see Table 2), with iteration counts for GMRES and MINRES with $|\mathcal{P}|$ robust with respect to the number of time steps and mesh width.

We note that using the symmetrization method within MINRES results in higher iteration numbers than seen when applying GMRES to the non-symmetric system. For practical purposes it may, therefore, be advantageous to use GMRES even though there is then no theoretical guarantee of fast convergence. We include results for both iterative methods for comparison. We also notice that whilst the LSQR method has comparable iterations counts to MINRES for small values of $\ell$, for larger numbers of time-steps LSQR requires a significant increase in iterations.

Table 1: Iteration numbers for the heat equation using the Backward Euler method. (— indicates iterations above the maximum of 300 or that GMRES stagnated.)

| $n$ | $\ell$ | DoF | GMRES $\mathcal{P}^{-1} \mathcal{A}$ | MINRES $\|\mathcal{P}\|^{-1} \mathcal{Y} \mathcal{A}$ | LSQR $\mathcal{P}^{-1} \mathcal{A}$ | FGMRES $\mathcal{P}_{\text {MG }}^{-1} \mathcal{A}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 81 | $2^{4}$ | 1296 | 3 | 12 | 10 | 3 |
|  | $2^{6}$ | 5184 | 3 | 13 | 16 | 3 |
|  | $2^{8}$ | 20736 | 3 | 15 | 27 | 3 |
|  | $2^{10}$ | 82944 | 3 | 15 | 52 | 3 |
|  | $2^{12}$ | 331776 | 3 | 15 | 90 | 3 |
|  | $2^{14}$ | 1327104 | 3 | 14 | 157 | 3 |
| 289 | $2^{4}$ | 4624 | 3 | 11 | 10 | 8 |
|  | $2^{6}$ | 18496 | 3 | 13 | 14 | 8 |
|  | $2^{8}$ | 73984 | 3 | 15 | 27 | 8 |
|  | $2^{10}$ | 295936 | 3 | 19 | 56 | 8 |
|  | $2^{12}$ | 1183744 | 3 | 18 | 130 | 7 |
|  | $2^{14}$ | 4734976 | 3 | 16 | - | 7 |
| 1089 | $2^{4}$ | 17424 | 3 | 10 | 9 | 8 |
|  | $2^{6}$ | 69696 | 3 | 13 | 13 | 8 |
|  | $2^{8}$ | 278784 | 3 | 14 | 24 | 8 |
|  | $2^{10}$ | 1115136 | 3 | 18 | 50 | 8 |
|  | $2^{12}$ | 4460544 | 3 | 20 | 128 | 7 |
|  | $2^{14}$ | 17842176 | 3 | 19 | - | 6 |
| 4225 | $2^{4}$ | 67600 | 3 | 10 | 7 | 15 |
|  | $2^{6}$ | 270400 | 3 | 11 | 12 | 16 |
|  | $2^{8}$ | 1081600 | 3 | 13 | 21 | 16 |
|  | $2^{10}$ | 4326400 | 3 | 18 | 44 | 16 |
|  | $2^{12}$ | 17305600 | 3 | 20 | 113 | 17 |
|  | $2^{14}$ | 69222400 | 2 | 19 | - | 16 |

Table 2: Iteration numbers for the heat equation using the BDF2 method. (- indicates iterations above the maximum of 300 or that GMRES stagnated.)

| $n$ | $\ell$ | DoF | GMRES $\mathcal{P}^{-1} \mathcal{A}$ | MINRES $\|\mathcal{P}\|^{-1} \mathcal{Y} \mathcal{A}$ | LSQR $\mathcal{P}^{-1} \mathcal{A}$ | FGMRES $\mathcal{P}_{\text {MG }}^{-1} \mathcal{A}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 81 | $2^{4}$ | 1296 | 3 | 14 | 13 | 3 |
|  | $2^{6}$ | 5184 | 3 | 17 | 22 | 3 |
|  | $2^{8}$ | 20736 | 3 | 19 | 44 | 3 |
|  | $2^{10}$ | 82944 | 3 | 20 | 97 | 3 |
|  | $2^{12}$ | 331776 | 3 | 20 | 177 | 3 |
|  | $2^{14}$ | 1327104 | 3 | 18 | 265 | 3 |
| 289 | $2^{4}$ | 4624 | 3 | 13 | 12 | 7 |
|  | $2^{6}$ | 18496 | 3 | 16 | 21 | 8 |
|  | $2^{8}$ | 73984 | 3 | 19 | 43 | 8 |
|  | $2^{10}$ | 295936 | 3 | 21 | 106 | 7 |
|  | $2^{12}$ | 1183744 | 3 | 24 | - | 7 |
|  | $2^{14}$ | 4734976 | 3 | 22 | - | 6 |
| 1089 | $2^{4}$ | 17424 | 3 | 13 | 11 | 8 |
|  | $2^{6}$ | 69696 | 3 | 15 | 20 | 8 |
|  | $2^{8}$ | 278784 | 3 | 18 | 39 | 8 |
|  | $2^{10}$ | 1115136 | 3 | 22 | 98 | 7 |
|  | $2^{12}$ | 4460544 | 3 | 24 | 288 | 7 |
|  | $2^{14}$ | 17842176 | 3 | 25 | - | 6 |
| 4225 | $2^{4}$ | 67600 | 3 | 11 | 10 | 15 |
|  | $2^{6}$ | 270400 | 3 | 13 | 17 | 16 |
|  | $2^{8}$ | 1081600 | 3 | 18 | 33 | 16 |
|  | $2^{10}$ | 4326400 | 3 | 21 | 83 | 17 |
|  | $2^{12}$ | 17305600 | 3 | 24 | 245 | 17 |
|  | $2^{14}$ | 69222400 | 3 | 25 | - | 16 |

6.2. Convection diffusion equation. The convection diffusion test problem is given by Example 6.1.4 in [10] and is known as the double glazing problem. The wind is described by $\mathbf{w}=\left(2 y\left(1-x^{2}\right),-2 x\left(1-y^{2}\right)\right)$. Dirichlet boundary conditions are imposed everywhere on the boundary, with $u=1$ on the boundary where $x=1$ and zero on all other boundaries. The initial vector $\mathbf{u}_{0}$ was zero everywhere except the boundaries where it satisfies the boundary conditions. Streamline-Upwind Petrov Galerkin (SUPG) stabilization [3] was used to stabilize the system. For this problem we used Backward Euler time-stepping with time-step size $\tau=1 / \ell$.

As this is a non-symmetric system and the spatial operators do not commute, we were not able to use the simultaneous diagonalization method described in Section 3.1.1. However, we were still able to apply the absolute value preconditioner, although this did require computing $\ell$ diagonalizations. We therefore also used the AGMG preconditioner with both the FGMRES and BiCGSTAB methods. For the exact preconditioner, we used the backslash operator in Matlab i.e. an elimination (direct) method was used for the relevant block systems.

We can see iteration numbers for GMRES that are independent of the number of time-steps and essentially also independent of the grid size. The results for FGMRES and BiCGSTAB with the AMG preconditioner show similar trends; though the iteration counts increase for the largest spatial grid, this method allows solution of these problems for all numbers of time steps. As for the heat equation, we could expect more robust performance from an AMG algorithm better suited to our problem. For the LSQR method, although we are able to prove that the number of non-unit eigenvalues of the normal equations is independent of $\ell$ the values taken by the outlying eigenvalues can become large as $\ell$ increases; we therefore see that the number of LSQR iterations grows quite rapidly and so this method is unlikely to be practical. There is essentially no growth in the number of iterations for the GMRES, FMGRES and BiCGSTAB methods to which our analysis does not apply, with the exception of the the finest grid for which the AMG component of the preconditioner seems less effective.

Table 3: Iteration numbers for the convection diffusion equation (- indicates iterations above the maximum of 300).

| $n$ | $\ell$ | DoF | GMRES $\mathcal{P}^{-1} \mathcal{A}$ | LSQR $\mathcal{P}^{-1} \mathcal{A}$ | FGMRES $\mathcal{P}_{\text {MG }}^{-1} \mathcal{A}$ | BICGSTAB $\mathcal{P}_{\text {MG }}^{-1} \mathcal{A}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 81 | $2^{4}$ | 1296 | 12 | 63 | 12 | 21 |
|  | $2^{6}$ | 5184 | 12 | 137 | 12 | 19 |
|  | $2^{8}$ | 20736 | 12 | 262 | 12 | 19 |
|  | $2^{10}$ | 82944 | 12 | - | 12 | 20 |
|  | $2^{12}$ | 331776 | 12 | - | 12 | 20 |
|  | $2^{14}$ | 1327104 | 12 | - | 12 | 19 |
| 289 | $2^{4}$ | 4624 | 13 | 71 | 12 | 17 |
|  | $2^{6}$ | 18496 | 13 | 206 | 12 | 21 |
|  | $2^{8}$ | 73984 | 13 | - | 12 | 21 |
|  | $2^{10}$ | 295936 | 13 | - | 12 | 21 |
|  | $2^{12}$ | 1183744 | 13 | - | 12 | 21 |
|  | $2^{14}$ | 4734976 | 13 | - | 12 | 20 |
| 1089 | $2^{4}$ | 17424 | 12 | 72 | 12 | 21 |
|  | $2^{6}$ | 69696 | 13 | 226 | 12 | 21 |
|  | $2^{8}$ | 278784 | 13 | - | 12 | 21 |
|  | $2^{10}$ | 1115136 | 13 | - | 12 | 21 |
|  | $2^{12}$ | 4460544 | 13 | - | 12 | 21 |
|  | $2^{14}$ | 17842176 | 13 | - | 12 | 21 |
| 4225 | $2^{4}$ | 67600 | 12 | 66 | 22 | 98 |
|  | $2^{6}$ | 270400 | 12 | 217 | 22 | 83 |
|  | $2^{8}$ | 1081600 | 12 | - | 23 | 97 |
|  | $2^{10}$ | 4326400 | 12 | - | 23 | 106 |
|  | $2^{12}$ | 17305600 | 12 | - | 23 | 168 |
|  | $2^{14}$ | 69222400 | 12 | - | 23 | 120 |

In order to further investigate the convergence properties of the proposed methods in practice, in Figure 3 we have plotted the convergence curves for each, with the exception of LSQR for which convergence was significantly slower. For the heat equation, we see that GMRES with the exact preconditioner exhibits rapid residual norm reduction at the third iteration while the other methods converge at comparable rates. For convection-diffusion, we do not see this drop off in the GMRES convergence curve with the exact preconditioner. This is likely due to the small number of distinct eigenvalues for the preconditioned system for the heat equation as compared with the convection-diffusion equation. We see that BiCGSTAB behaves differently to GMRES however there is no associated theory for convergence of the preconditioner with this method. Note as well that, since BiCGSTAB requires two matrix-vector products and two preconditioner solves at each iteration, its cost per iteration is roughly double that of GMRES and MINRES. All methods converge fairly well in these computations, but the theory only guarantees this for MINRES.

Fig. 3: Convergence of each of the methods $\left(n=1089, \ell=2^{10}\right)$.


When calculating the solution of a time-dependent problem in a sequential manner, an error at a given time-step is typically propagated forward at subsequent time-steps. As the all-at-once method computes the solution at all time-steps simultaneously, the error in the solution at each individual time-step may have a different distribution than when calculated sequentially.

Figure 4 shows the residual of the linear system at each time-step when calculated by each method. For the sequential methods, the LU factorization of the matrix in (2) was calculated and then used to evaluate the solution at each step. We also note that this method has essentially solved the problem to machine precision, although the error grows slightly at later time-steps. For the heat equation, the all-at-once GMRES methods have essentially constant residuals after the first time step. Interestingly, for the heat equation, the residuals for the symmetrized MINRES method are symmetric over the time interval i.e. the residual at $t_{i}=i \tau$ equals the residual at $t_{\ell-i+1}=(\ell-i+1) \tau$. However, this is not replicated for the convection-diffusion problem. Again note that BiCGStab requires roughly twice the work per iteration of GMRES and MINRES.
7. Conclusions. We have presented a method of preconditioning an all-at-once system of evolutionary equations with constant time-steps based on circulant methods for Toeplitz matrices. For symmetric systems, such as the heat equation, on a regular grid we can use simultaneous diagonalization to efficiently apply a block circulant or its absolute value as a preconditioner. We can also rewrite the system as a symmetric one through the use of a block Hankel matrix. This allows us to use MINRES and to provide an eigenvalue analysis, which guarantees convergence in a maximum number of iterations independent of the number of time-steps. In practice we observe much better convergence even than predicted by this eigenvalue analysis. For non-symmetric systems, we can also provide eigenvalue analysis for the preconditioned normal equations. For both symmetric and non-symmetric systems an algebraic multigrid process can also be

Fig. 4: Residual of the solution at each time-step $\left(n=1089, \ell=2^{10}\right)$.

employed to approximate the preconditioner; this provides an inexpensive alternative. Although we cannot prove convergence bounds when AMG is used in this way, we nevertheless see promising results for both symmetric and non-symmetric spatial operators with our approach. Due to the block diagonal structures present in the application of the preconditioners, we believe that parallel-in-time implementations may be possible however investigation of this would require further research.
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