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ON SMALL-TIME LOCAL CONTROLLABILITY

SABER JAFARPOUR∗

Abstract. In this paper, we study small-time local controllability of real analytic control-affine
systems under small perturbations of their vector fields. Consider a real analytic control system X

which is small-time locally controllable and whose reachable sets shrink with the polynomial rate of
order N with respect to time. We will prove a general theorem which states that any real analytic
control-affine system whose vector fields are perturbations of the vector fields of X with polynomials
of order higher than N is again small-time locally controllable. In particular, we show that this result
connects two long-standing open conjectures about small-time local controllability of systems.

Key words. Small-time local controllability, control variations, reachable sets, real analytic
systems.
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1. Introduction. Controllability is one of the central concepts in mathematical
control theory. For linear control systems, the notion of controllability has been
first introduced and studied by Kalman [22]. Based on the state-space approach,
Kalman characterized controllability using what is now known as the Kalman rank
condition [22, 23]. For nonlinear systems, various notions of controllability have been
introduced and studied in the literature [49]. Among these notions, small-time local
controllability is arguably the most fundamental one. A control system is small-
time locally controllable from a point if a neighborhood of that point can be reached
in small times (a rigorous definition will be given later in the paper). If one can
compute all the trajectories of the system, then it is easy to study the small-time
local controllability. However, a full analytic description of trajectories of a control
system requires solving a large number of nonlinear differential equations, which is
generally very difficult, if not impossible.

In past few decades, different approaches have been developed to study the funda-
mental properties of small-time locally controllable systems using their vector fields.
The essence of most of these approaches is to provide answers to two fundamental
questions: i) how much pointwise information about the vector fields of the system
is needed to completely characterize small-time local controllability of the system?,
and ii) how is the asymptotic behaviour of the reachable sets of the system for small
times? It turns out that these two questions are closely connected and the answers
to them would shed some light on other important questions in mathematical control
theory [1, 7, 28]. Despite a large body of literature on this topic, for general control
systems, the above questions are still unanswered.

Literature review. In control literature, various framework have been proposed
for studying nonlinear control systems [6, 21, 54]. It turns out that the geometric
control theory is one of the suitable settings for studying controllability of systems.
In geometric control theory, a control system is defined as a parametrized family of
vector fields on a manifold, where the parameters are the controls and the manifold is
the state space of the system [21]. For ν ∈ Z≥0 ∪ {∞, ω}, a Cν control-affine system
is defined as a pair (X ,C), where X = {X0, X1, . . . , Xm} is a family of Cν vector
fields on Rn and C ⊆ Rm is a control set such that 0m ∈ C. A trajectory for the
control-affine system (X ,C) is an absolutely continuous curve x : [0, T ] → Rn such
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2 SABER JAFARPOUR

that

ẋ(t) = X0(x(t)) +

m∑

i=1

ui(t)Xi(x(t)), for almost every t ∈ [0, T ],

for some measurable controls u1, u2, . . . , um : [0, T ] → C. In this paper, we study the
system around an equilibrium point x0 ∈ Rn, i.e., a point x0 satisfying X0(x0) = 0n.
For a time t ∈ R≥0, the reachable set of (X ,C) form x0 for time less than or equal to
t, which is denoted by RX (≤ t, x0), is the set of points in state space Rn which can be
reached by traveling along the trajectories of the vector fields in X for positive times
less than t. More precisely,

RX (≤ t, x0) = {x(T ) | x : [0, T ] → R
n is a trajectory of X , x(0) = x0, T ≤ t}.

Among different notions of controllability proposed in the literature, small-time
local controllability is arguably the most fundamental one. A control system X is
small-time locally controllable (STLC) from a point x0 if, for every t > 0, the reach-
able set RX (≤ t, x0) contains a neighborhood of x0. Different approaches have been
proposed in the literature for characterizing small-time local controllability using the
local information of the vector fields of the system. The essence of most of these
approaches can be explained using the fundamental result of Nagano [36], which con-
nects the diffeomorphism invariant properties of a system to the Lie algebra of its the
vector fields (cf. [24] for an alternative approach to study small-time local controlla-
bility). Using these approaches, small-time local controllability of systems has been
studied in the literature and many sufficient conditions (cf. [17, 31, 47, 48, 50]) as well
as some necessary conditions (cf. [25, 30, 43, 50]) have been developed. Despite these
deep results, in general, the gap between the necessary and sufficient controllability
conditions is large and complete characterization of small-time local controllability is
only possible for some specific classes of systems (cf. [5, 38, 52]). In what follows we
review some of these ideas and connect them with the fundamental questions about
small-time locally controllable systems.

One of the important notions of controllability which has a close connection with
small-time local controllability is local accessibility. A control system is locally acces-
sible from x0 if the reachable sets of X starting from x0 have nonempty interiors for
all positive times. It is clear that if a system is small-time locally controllable from
x0, then it is locally accesible from x0. However, the converse may not be true [9,
Example 7.1]. In 1972, Sussmann and Jurdjevic characterized the local accessibility
of real analytic control systems using the Lie brackets of their vector fields at the
point x0 [52, Corollary 4.7]. In 1974, Sussmann used an extension of Nagano’s The-
orem [36] to show that the Lie brackets of the vector fields of the system also play a
crucial role in small-time local controllability of systems [44]. This result motivated
the search for sufficient controllability conditions in terms of Lie brackets of vector
fields of the system [48, 50]. Later works in this direction exploit suitable filterations
of vector fields to find sharper necessary and sufficient conditions for small-time local
controllability [16].

One of the nice features of Sussmann and Jurdjevic’s characterization for local
accessibility is that it can be checked using only finite number of differentiations of
vector fields of the system at the point x0. This seemingly trivial observation raises
the following important question about the nature of small-time local controllability:
is it possible to characterize small-time local controllability of a given real analytic
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system using finite number of differentiations of its vector fields at the point x0? More
precisely, this question can be formulated as the following conjecture (see [1]).

Conjecture 1.1. Given a real analytic control-affine system X =
{X0, X1, . . . , Xm} which is small-time locally controllable from an equilibrium
point x0, there exists N ∈ N such that, every real analytic control-affine system
Y = {Y0, Y1, . . . , Ym} with the property that, for every i ∈ {0, 1, 2, . . . ,m}, the vector
fields Yi and Xi has the same Taylor polynomial of order N around x0 is again
small-time locally controllable from x0.

Another useful notion for studying small-time local controllability is the control
variation. A control variation can be considered as a high-order tangent to the reach-
able sets of the system which shows the admissible directions in the reachable sets,
i.e., for small times, one will stay inside the reachable sets by traveling in these di-
rections. By constructing a suitable family of control variations which generates all
the directions in Rn and using a suitable generalized open mapping theorem, one can
show that a control system is small-time locally controllable (see, for example [13,
Theorem 2.1]). In the control literature, many different families of control varia-
tions have been introduced for studying small-time local controllability of systems
(cf. [5, 8, 12, 13, 27, 32, 50]). The essence of most of these constructions is to use
suitable switchings between vector fields of the system. Control variations can also be
used for studying the rate of growth of the reachable sets of a system with respect to
time. The order of a control variation reveals how fast one can travel in the reachable
sets in that direction. More specifically, if one can get all direction in Rn using fam-
ilies of control variations of order less than equal to N , then there exists a positive
constant C > 0 such that the closed ball centered at x0 with radius CtN (which we
denote by B(x0, CtN )) is contained in the reachable set RX (≤ t, x0), for small posi-
tive times t [13, Theorem 2.1]. This raises the following question: Given a small-time
locally controllable system, does there exist a family of control variations of order N
which can be used to prove small-time local controllability of the system. Motivated
by the above question, one can propose the the following conjecture (see [1]).

Conjecture 1.2. Let X be a real analytic control-affine system which is small-
time locally controllable from x0. Then there exist N ∈ N and T,C > 0 such that

B(x0, CtN ) ⊆ RX (≤ t, x0), ∀t ≤ T.

It turns out that this polynomial growth condition for reachable sets of a system
has a close connection with the regularity of the time-optimal map of the system [7].
One can show that, if the control system X is small-time locally controllable, then the
time-optimal map of X is locally continuous [39] (cf. [7, Theorem 2.2], where this local
result has been extended to a larger domain called escape domain). Similarly, one
can show that the polynomial growth condition for a control system X is equivalent
to local Hölder continuity of the time-optimal map of X [37], [7, Theorem 2.5].

One can easily check that, if the Conjecture 1.2 is true then, for every small-time
locally controllable system, there exists a family of control variations of order N for
the system which generates all the directions in R

n. As mentioned in [1], the results
in [38] show that both Conjectures 1.1 and 1.2 hold on R2. However, to the best
of our knowledge, these two conjectures are still open for Euclidean spaces Rn with
n ≥ 3.

One of the challenges for studying Conjectures 1.1 and 1.2 stems form the switch-
ings in control variations. Most of the sufficient conditions for small-time local con-
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trollability use control variations with a finite number of switchings (e.g. the sufficient
conditions in [50]). It is well-known that if the family of the control variations used
for proving small-time local controllability of the control system have finite number of
switchings, then Conjecture 1.1 holds for the system. In 1988, Kawski found an elegant
example of a polynomial control system which is small-time locally controllable from
x0, but it is impossible to check small-time local controllability using control varia-
tions with a finite number of switchings [26, 27]. Kawski used a specific class of control
variations with an increasing number of switching, which he called fast-switching vari-
ations, to prove small-time local controllability of this system. This example shows
that more complicated family of variations might be needed to characterize small-time
local controllability. In [3], Agrachev and Gamkrelidze used a detailed analysis of the
semigroup of diffeomorphisms and built a framework for studying small-time local
controllability of control systems using fast-switching variations. Here, we revisit the
famous example of Kawski [26], to illustrate the complications that might arise in
studying Conjectures 1.1 and 1.2 using fast-switching variations.

Example 1.3. Consider the control system X on R4, defined by

ẋ1 = u(t),

ẋ2 = x1,

ẋ3 = x3
1,

ẋ4 = x2
3 − x7

2,

where u : R → [−1, 1] is measurable. We want to study small-time local controllability
of X from 04 ∈ R

4. Using suitable families of control variations with finite numbers of

switchings, one can show that
{
± ∂

∂x1

,± ∂
∂x2

,± ∂
∂x3

, ∂
∂x4

}
are the admissible directions

in the reachable set of the systems X [26, 50]. In order to prove small-time local
controllability of X , one needs to find a control variation which generates the direction
− ∂

∂x4

. It can be shown that there is no family of control variations with finite number

of switching which generates the direction − ∂
∂x4

[26, Claim 2]. However, by using
fast-switching variations, one can show that X is small-time locally controllable from
04 ∈ R4 [26, Claim 1] (see [26] and [27] for the elaborate construction of these control
variations). Now consider the control system Y on R4 defined by

ẏ1 = u(t),

ẏ2 = y1,

ẏ3 = y31 ,

ẏ4 = y23 − y72 + y581 ,

where u : R → [−1, 1] is measurable. Note that X and Y have the same Taylor poly-
nomial of order 57 at 04 ∈ R4. Using the classical finite switching control variations,

it is easy to show that
{
± ∂

∂y1

,± ∂
∂y2

,± ∂
∂y3

, ∂
∂y4

}
are the admissible directions in the

reachable set Y. However, using the same fast-switching variations as for the system
X , it is very complicated to study whether − ∂

∂y4
is an admissible direction for the

reachable sets of the control system Y at the point 04 ∈ R
4.

In general, the families of control variations that are used to prove small-time lo-
cal controllability of a system might be even more complicated than the fast-switching
control variations in Example 1.3. Therefore, for small-time locally controllable sys-
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tems, studying Conjecture 1.1 using the form of families of control variations does not
seem to be conclusive.

Contributions. The contributions of this paper are manifold. First, we review
an operator approach for studying piecewise constant vector fields and their flows
called chronological calculus. This operator approach, which is originally introduced
in [2], uses linear operators on space of smooth functions to estimate the flows of
piecewise constant vector fields (see [2, Proposition 2.1] and [4, §2.4.4]). Using a
suitable topology on the space of real analytic functions [35] [11, §1.6 Theorem 27], a
slightly different version of this approach has been introduced in [18] to estimate the
flows of real analytic piecewise constant vector fields (see [18, Theorem 3.8.1]). As
the first minor contribution of this paper, we use these frameworks to prove a uniform
bound on these estimates of the flows of piecewise constant vector fields.

We study the existing literature on small-time local controllability of systems
and review a general class of control variations defined in [13, Definition 2.1]. As
the second minor contribution of this paper, we use this class of variations to prove
the following useful theorem: for a control system, the cone generated by the control
variations of order N is the space Rn if and only if the reachable sets of the control
system shrink with polynomial rate of order N or higher with respect to time (see
[12, Theorem 1.3] and [13, Theorem 2.1]).

Next, we introduce a suitable mapping for studying perturbations of reachable
sets of real analytic control systems. We focus on real analytic control systems whose
reachable sets shrink with polynomial rate of order N or higher. Using the notion of
normal reachability introduced in [45] and [14, Definition 3.4], we construct a multi-
valued mapping (called perturbation mapping) by composing two different maps: i) a
map from the points in reachable sets of the original control system to the switching
times associated to the control variations, and ii) a map from the switching times
of the control variations to the reachable sets of the perturbed system. We show
that this multi-valued mapping can capture the effect of perturbations of the vector
fields of the system on its reachable sets. Moreover, we prove the regularity of this
perturbation mapping with respect to time and states of the system.

Finally, we prove the main result of the paper: for a real analytic control-affine
system whose reachable sets shrink with polynomial rate of order N or higher with
respect to time, small-time local controllability is preserved under polynomial vector
field perturbations of order higher than N . The key idea for the proof is to use a
suitable family of control variations for the original system which generates the space
Rn and employ the real analytic version of chronological calculus to show that the
perturbed family of control variations also generates the space R

n. In particular, we
show that our main result in this paper implies that if Conjecture 1.2 holds then
Conjecture 1.1 also holds.

Paper Organization. In Sections 1.1 and 2, we introduce the essential notation
for stating the main results of the paper. In Section 3, we introduce an operator
approach for studying piecewise constant vector fields and their flows. In Section 4, we
introduce and study different notions of controllability for Cν control-affine systems.
In Section 5 the notion of control variations is defined and a characterization of the
growth rate condition is presented based on the control variations of the system. In
Section 6, for every two real analytic control systems X and Y and every time t, we
construct a multi-valued mapping between the reachable sets of the control system X
and Y. Finally, in Section 7, the main result of this paper is stated and proved.
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1.1. Notations and conventions. In this paper, the set of integers, non-
negative integers, and natural numbers are denoted by Z, Z≥0, and N, respectively.
We denote the n-dimensional Euclidean space by Rn and the zero vector in Rn by 0n.
The Euclidean norm of a vector v in Rn is denoted by ‖v‖. The n-sphere is denoted
by S

n and the non-negative orthant in R
n is denoted by R

n
≥0. We denote

[−1, 1]n = [−1, 1]× [−1, 1]× . . .× [−1, 1]︸ ︷︷ ︸
n times

.

For a nonempty subset S ⊆ Rn, the interior of S in Rn is denoted by int(S) and
the closure of S in Rn is denoted by S. A multi-index of order m is an element
r = (r1, r2, . . . , rm) ∈ Z

m
≥0. For all multi-indices r and s of order m, every x =

(x1, x2, . . . , xm) ∈ Rm, and f : Rm → Rn, we define

|r| = r1 + r2 + . . .+ rm, r! = (r1!)(r2!) . . . (rm!),

xr = xr1
1 xr2

2 . . . xrm
m , Drf(x) =

∂|r|f

∂xr1
1 ∂xr2

2 . . . ∂xrm
m

.

The space of all decreasing sequences {ai}i∈N such that ai ∈ R>0 and limn→∞ an = 0

is denoted by c
↓
0. Let x ∈ Rn and r ∈ R>0. Then the Eucleadian open ball centered

at x with radius r is denoted by B(x, r) and its closure is denoted by B(x, r). In this
paper, whenever we use the letter ν, we mean that ν ∈ N ∪ {∞, ω}. Let U ⊆ Rm be
an open set and f : U → Rn. For ν ∈ N ∪ {∞}, the mapping f is a Cν -mapping
if, for every multi-index r ∈ Zm

≥0 with property that |r| ≤ ν, the mapping Drf is
continuous. The mapping f is a Cω-mapping if it is a C∞-mapping and, for every
x0 ∈ U , the Taylor series of f around x0 converges locally. Let k ∈ N, (V, ‖.‖V ) be a
normed vector space, and f : R → V and g : R → V be two curves on V . Then we
write

f(x) = g(x) +O(xk)

if there exists α ∈ R such that we have limx→0
‖f(x)−g(x)‖V

|x|k = α. Let U and V be two

sets and F : U ⇒ V be a multi-valued map. Then a selection of F is a single-valued
mapping f : U → V with the property that f(x) ∈ F (x), for every x ∈ U .

2. Functions and vector fields. In this section, we study functions and vector
fields on the Euclidean space Rn. The space of all Cν-functions on Rn is denoted by
Cν(Rn) and the space of all Cν -vector fields on Rn is denoted by Γν(Rn). It is easy
to see that both Cν(Rn) and Γν(Rn) are vector spaces over R. Given x0 ∈ Rn, we
define the functional evx0

: Cν(Rn) → R by evx0
(f) = f(x0), for every f ∈ Cν(Rn).

In control theory, it is common to work with time-varying vector fields. In this paper,
without loss of generality, we restrict our attention to piecewise constant vector fields.

Definition 2.1 (Piecewise constant vector fields). Let T ⊆ R be an interval.
The map X : T × Rn → Rn is a piecewise constant vector field of class Cν if the
following hold:

(i) For every t ∈ T, the map Xt : R
n → Rn defined by

Xt(x) = X(t, x), ∀x ∈ R
n,

is a vector field of class Cν .
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(ii) For every x ∈ Rn, the map Xx : T → Rn defined by

Xx(t) = X(t, x), ∀t ∈ T,

is piecewise constant.

Let X : R×Rn → Rn be a piecewise constant vector field. Then, by the fundamental
theorem of differential equations [10, Theorem 2.3], for every x0 ∈ Rn, there exist
a maximal interval Tx0

and an absolutely continuous curve t 7→ exp(tX)(x0) which
satisfies the following initial value problem:

d

dt
(exp(tX)(x0)) = X(t, exp(tX)(x0)), for almost every t ∈ Tx0

exp(0X)(x0) = x0.

The map t 7→ exp(tX)(x0) is called the integral curve of the piecewise constant vector
field X passing through x0.

Definition 2.2 (Complete vector fields). A piecewise constant vector field
X : R × Rn → Rn is complete if, for every x0 ∈ Rn, the integral curve of X passing
through x0 exists for all t ∈ R.

Definition 2.3 (Flows of piecewise constant vector fields). Let X : R ×
Rn → Rn be a complete piecewise constant Cν-vector field. Then the flow of X is the
map exp(X) : R× Rn → Rn defined by

exp(X)(t, x) = exp(tX)(x), ∀(t, x) ∈ R× R
n.

3. Operator approach for time-varying vector fields. In this section, we
review a well-known operator approach which allows us to translate the nonlinear
finite-dimensional systems into linear infinite-dimensional systems. This operator ap-
proach, which is known as chronological calculus, was first proposed by Agrachev and
Gamkrelidze in [2]. While the chronological calculus is originally developed to study
time-varying vector fields, in this paper we focus on a simpler version of it which
studies piecewise constant vector fields. In this framework, C∞-vector fields and C∞-
diffeomorphisms are identified with derivations and unital algebra isomorphisms on
C∞(Rn), respectively. These identifications are then used to recast the nonlinear
dynamical system governing the flow of a piecewise constant vector field to a linear
differential equation an infinite-dimensional space. Using this recasting and the Whit-
ney compact-open topology on the space of C∞(Rn), an asymptotic expansion for the
flow of a piecewise constant real analytic vector field is developed and its convergence
has been studied in [2]. In [19] and [18], this framework has been extended in two di-
rections. First, the real analytic vector fields are considered as derivations on Cω(Rn)
and real analytic diffeomorphisms are considered as unital algebra homomorphism on
Cω(Rn). Moreover, the space Cω(Rn) is endowed with the Cω-topology and the con-
vergence of the asymptotic expansion for the flow of a piecewise constant real analytic
vector field is studied in this new topology [18]. In the sequel, we adopt the approach
of [19] for studying piecewise constant real analytic vector fields and their flows.

Definition 3.1 (Vector fields and diffeomorphisms). Let V : Rn → Rn be
a real analytic vector field and φ : Rn → Rn be a real analytic diffeomorphism. Then

(i) we define the derivation V̂ : Cω(Rn) → Cω(Rn) by

V̂ (f) = LV f,
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where LV f is the Lie derivative of f in the direction of the vector field V .
(ii) we define the unital algebra homomorphism φ̂ : Cω(Rn) → Cω(Rn) by

φ̂(f) = f ◦φ.

The space of linear mappings from Cω(Rn) to Cω(Rn) is denoted by LCω(Rn) and it
is clear that we have Γω(Rn) ⊂ LCω(Rn). Thus, for every real analytic vector field

X : Rn → Rn and every real analytic mapping φ : Rn → Rn, we have φ̂, V̂ ∈ LCω(Rn).
Using the operator characterization of vector fields, a piecewise constant Cν -vector
field X : T × Rn → Rn can be considered as a piecewise constant curve t 7→ X̂t on
the space LCω(Rn). Therefore, for studying properties of piecewise constant vector
fields in this framework, we need to define a suitable topology on the vector space
LCω(Rn).

Definition 3.2 (Topological vector space). Let E be a vector space over R

and τ be a topology on E. Then
(i) the pair (E, τ) is a topological vector space if both addition and scalar multi-

plication in E are continuous with respect to τ ;
(ii) the topological vector space (E, τ) is a locally convex space if the topology τ is

generated by a family of seminorms {pi}i∈Λ on E;
(iii) a subset B ⊆ E is bounded with respect to τ if, for every neighborhood Uof 0

in E, there exists α ∈ R such that B ⊂ αU .

For locally convex spaces, bounded sets can be equivalently characterized using the
seminorms [41, Theorem 1.37].

Theorem 3.3 (Seminorm characterization of bounded sets). Let E be a
locally convex space which is generated by the family of seminorms {pi}i∈Λ. A set
B ⊆ E is bounded if and only if, for every i ∈ Λ, there exists Ni ∈ R>0 such that

pi(v) ≤ Ni, ∀v ∈ B.

We are now ready to define a locally convex topology on the vector spaces Cω(Rn)
and LCω(Rn) using families of seminorms.

Definition 3.4 (Real analytic seminorms). Let K ⊂ Rn be a compact set

and a ∈ c
↓
0.

(i) We define the seminorm ρωK,a : Cω(Rn) → R≥0 as

ρωK,a(f) = sup

{
a0a1 . . . a|r|

|r|!
∥∥∥D(r)f(x)

∥∥∥
∣∣∣∣ x ∈ K, |r| ∈ Z≥0

}
.

The topology on Cω(Rn) generated by the family of seminorms ρωK,a is called
the Cω-topology.

(ii) Let f ∈ Cω(Rn). We define the seminorm ρωK,a,f : LCω(Rn) → R≥0 as

ρωK,a,f(X) = sup

{
a0a1 . . . a|r|

|r|!
∥∥∥D(r) (Xf) (x)

∥∥∥
∣∣∣∣ x ∈ K, |r| ∈ Z≥0

}

The topology on LCω(Rn) generated by the family of seminorms
{
ρωK,a,f

}
is

called the Cω-topology.

Note that one can define another locally convex topology on Cω(Rn) by inducing
the Whitney compact-open topology and using the subspace relation [4, §2.2], [33,
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§6]. It turns out that the Cω-topology on the space Cω(Rn) is finer than the subspace
topology induced from the Whitney topology on C∞(Rn) [19, Chapter 5]. The Cω-
topology and its properties has been studied throughly in [35], [11], and [33]. The
Cω-topology on the space of real analytic functions has been first defined and studied
using advanced tools in analysis in [35]. The above seminorm characterization of the
Cω-topology has been introduced and proved in [53] (see [11] for a detailed study of
the Cω-topology on the space Cω(Rn) ). Using the Cω-topology on the vector space
LCω(Rn), we can study properties of piecewise constant vector fields. The set of
piecewise constant curves with domain T on LCω(Rn) is denoted by PC(T; LCω(Rn)).
Let S ⊆ LCω(Rn). We define the subset PC(T;S) ⊆ PC(T; LCω(Rn)) as

PC(T;S) = {λ ∈ PC(T; LCω(Rn)) | λ(t) ∈ S, for almost every t ∈ T} .

Let X : T×Rn → Rn be a piecewise constant real analytic vector field. Then it is
easy to see that X is piecewise constant if and only if t 7→ X̂t is a piecewise constant
curve on LCω(Rn). By considering X as a curve t 7→ X̂t on the space LCω(Rn), one
can also translate the nonlinear differential equations governing the flow of X :

d

dt
exp(tX)(x0) = X(t, exp(tX)(x0)), for almost every t ∈ R

exp(0X)(x0) = x0,

into the following linear differential equations:

d

dt
êxp(tX) = êxp(tX) ◦ X̂t, for almost every t ∈ R

êxp(0X) = id,
(3.1)

where êxp(tX) is the unital algebra homomorphism associated to exp(tX) (see Def-
inition 3.1). Note that equation (3.1) is a family of linear differential equations on
the infinite dimensional locally convex space LCω(Rn). One can study the sequence
of Picard iterations for this infinite dimensional linear differential equations (3.1) [10,
Chapter 1, §3], [34].

Definition 3.5 (Sequence of flow iterations). Let X be a piecewise constant
vector field of class Cω. We define the curve t 7→ êxp0(tX) on LCω(Rn) as:

êxp0(tX) = id, ∀t ∈ [0, T ′].

Then, for every k ∈ N, we define the curve t 7→ êxpk(tX) on LCω(Rn) inductively as

(3.2) êxpk(tX) = id +

∫ t

0

êxpk−1(τX) ◦ X̂(τ)dτ, ∀t ∈ [0, T ′].

For linear differential equations on infinite dimensional locally convex spaces, there
does not exist a general result for convergence of the sequence of Picard iterations [34].
However, for the differential equations (3.1), one can prove the following estimates for
the seminorms of the sequence of iterations of the flows in Definition 3.5 [18, Theorem
3.8.1]. The following theorem can be considered as an extension of the estimates in [4,
§2.4.4].

Theorem 3.6 (Estimates for flow iterations). Let B be a bounded set in
Γω(Rn). Then the following statements hold:
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(i) there exists TB such that, for every X ∈ PC([0, TB];B) and every k ∈ N, the
map t 7→ êxpk(tX) is defined on [0, TB],

(ii) for every compact set K ⊆ Rn, every f ∈ Cω(Rn), and every a ∈ c
↓
0, there

exist positive constants M,Mf > 0 such that, for every X ∈ PC([0, TB];B),
we have

ρωK,a,f (êxpk(tX)− êxpk−1(tX)) ≤ (Mt)k+1
Mf , ∀t ∈ [0, TB], ∀k ∈ N.

Using the estimate in Theorem 3.6, one can get an estimate for the flow of a
vector field X using the sequence of iterations in Definition 3.5.

Theorem 3.7. Let B be a bounded set in LCω(Rn). Then there exist M,L > 0
and T ≤ TB such that, for every X ∈ PC([0, T ];B) and every i ∈ {1, 2, . . . , n}, we
have

‖evx0
◦ êxp(tX)(xi)− evx0

◦ êxpk(tX)(xi)‖ ≤ Mtk+1

1−Mt
L, ∀t ∈ [0, T ],

where xi is the ith coordinate function on R
n.

It is worth mentioning that, Theorem 3.6(ii) and Theorem 3.7 can alternatively
be proved using the estimates in [4, §2.4.4]. However, the real analyticity of the
time varying vector fields is essential for these results to hold. Since Theorem 3.7 is
crucial for the proof of the main result of this paper, we provide a proof for it using
Theorem 3.6 in Appendix A.

4. Control-affine systems. In this section, we introduce several controllability
notions associated with a Cν control-affine system (X ,C). For the rigorous definition
of the Cν control-affine systems, their trajectories, and their equilibrium points, we
refer the readers to the introduction of the paper.

Definition 4.1 (Controllability of Cν control-affine system). Suppose that
(X ,C) is a Cν control-affine system on Rn, with X = {X0, X1, . . . , Xm}, t ∈ R>0,
and x0 ∈ Rn is an equilibrium point of (X ,C). Then

(i) The Cν control-affine system X is small-time locally controllable from x0 if,
for every t ∈ R>0, we have

x0 ∈ int (RX (≤ t, x0)) ;

(ii) Let N ∈ Z>0 be a positive integer. Then the Cν control-affine system X
satisfies growth rate condition of order N at the point x0 if there exist C, T > 0
such that, for every t ∈ (0, T ], we have

B(x0, CtN ) ⊂ RX (≤ t, x0).

Remark 4.2. The following remarks are in order.
(i) Note that, in the definition of the above controllability notions, we do not

impose any restriction on the structure of the control set C. For control-affine
systems, this choice of control set seems natural. However, more general
structures for the control set, such as separable topological space [42] and
Frechet spaces [51], have been proposed in the literature. In the bundle view
of the control systems, the control set is usually banished and the system is
considered as a family of vector fields [54]. In the chronological calculus, a
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control system is usually defined as a parametrized family of vector fields on
Rn [4]. We refer the interested readers to [20] for a review of the literature
on various definitions of control systems and, in particular, the properties of
the real analytic control-affine systems.

(ii) if x0 is an equilibrium point for (X ,C), then in the absence of control inputs,
i.e., u = 0m, the states of the system stay at the point x0;

(iii) while the definition of reachable sets with measurable controls is widely used
and studied in the literature (cf. [27, 48, 50]), some authors consider other
classes of controls such as piecewise constant controls [14] and bang-bang
controls [31] for studying control systems and their reachable sets. In general,
the reachable sets defined using these different classes of controls are not the
same [50]. We refer the interested reader to [14, 31, 50] for a through study
of the connections between these reachable sets;

(iv) it is clear form Definition (4.1) that, if a control-affine system (X ,C) satisfies
the growth rate condition of order N at the point x0, then it is small-time
locally controllable from x0;

(v) for a general Cν control-affine system (X ,C), small-time local controllabil-
ity at the point x0 does not necessarily imply that x0 is an equilibrium
point of the system. However, for a real analytic control-affine system (X ,C)
with compact control set C, if the system is small-time locally controllable
from x0, then x0 is in the convex hull of the set {X0(x0) +

∑m
i=1 uiXi(x0) |

(u1, . . . , um) ∈ C} [48, Proposition 6.1]. It is worth mentioning that while a
large body of the research on controllability is devoted to studying small-time
local controllability of control systems at equilibrium points [27, 47, 48, 50],
there are some deep and interesting results for small-time local controllability
along non-stationary reference trajectories [8, 15].

While the trajectories of a control-affine systems are constructed using measurable
controls u : [0, t] → C, it is sometimes useful to work with piecewise constant controls
and their associated vector fields.

Definition 4.3 (Piecewise constant control vector fields). Let (X ,C) be a
Cν control-affine system with X = {X0, X1, . . . , Xm} and let u = (u1, u2, . . . , um) ∈ C.
Then the vector field of the control-affine system X associated to u is Xu ∈ Γν(Rn)
defined by

Xu = X0 +

m∑

i=1

uiXi.

Let p ∈ N , I = (u1,u2, . . . ,up) ∈ C
p be a p-tuple of constant controls, t =

(t1, . . . , tp) ∈ R
p
>0 be a p-tuple of switching times. We define the piecewise constant

control vector field XI,t by

XI,t =





Xup , t ∈ [0, tp],

Xup−1 , t ∈ (tp, tp−1 + tp],
...

...

Xu1 , t ∈ (t2 + . . . , tp, t1 + . . .+ tp].

It clear that, for every p-tuple I ∈ C
p and every p-tuple t ∈ R

p
>0 the vector field XI,t
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is piecewise constant and the following property holds:

exp(|t|XI,t)(x) = exp(t1Xu1) ◦ exp(t2Xu2) ◦ . . . ◦ exp(tpXup)(x), ∀x ∈ R
n.

Another notion relevant to small-time local controllability of systems is normal
reachability [14]. Normal reachability has been first introduced and studied by Suss-
mann in [46].

Definition 4.4 (Normal reachability). Let (X ,C) be a Cν control-affine sys-
tem on Rn with X = {X0, . . . , Xm} and let x1, x0 ∈ Rn. Then the point x1 is normally
reachable in time less than t from x0, if the following conditions hold:

1. there exist p ∈ N, u1,u2, . . . ,up ∈ C, and (s1, s2, . . . , sp) ∈ R
p
>0 such that

s1 + s2 + . . .+ sp < t and

exp(s1Xu1) ◦ exp(s2Xu2) ◦ . . . ◦ exp(spXup)(x0) = x1,

and
2. there exists an open neighborhood of (s1, s2, . . . , sp) in R

p
>0 such that the map

(t1, t2, . . . , tp) 7→ exp(t1Xu1) ◦ exp(t2Xu2) ◦ . . . ◦ exp(tpXup)(x0)

is C1 and of rank n on this neighborhood.

It is clear that, if the point x0 is normally reachable from itself, the system is small-
time locally controllable from x0. However, the converse is not true for general control-
affine systems [14, Example 3.9]. For real analytic systems, the connection between
small-time local controllability and normal reachability has been studied in [14]. In
fact, in [14], it has been shown that for real analytic control systems, small-time local
controllability from x0 implies that, for every time t, every point in the interior of the
reachable set from x0 in times less than t is normally reachable from x0 [14, Theorem
5.5 and Corollary 4.15].

Theorem 4.5. Let (X ,C) be a real analytic control-affine system on Rn with
X = {X0, X1, . . . , Xm}. If X is small-time locally controllable from x0 then, for every
t > 0, every point in the set int (RX (≤ t, x0)) is normally reachable in time less than
t form x0.

Finally, we introduce the following assumption on the class of Cν control-affine
systems. This assumption consists of two parts: i) an assumption on the vector fields
of the system, and ii) an assumption on the control set of the system.

Assumption 1. We assume that the Cν control-affine system (X ,C) satisfies the
following condition:

(i) for every p ∈ Z>0 and every p-tuples I = (u1, . . . ,up) ∈ C
p and t =

(t1, . . . , tp) ∈ R
p
>0, the piecewise constant control vector field XI,t is com-

plete;
(ii) the control set C ⊆ Rm is the compact convex set [−1, 1]m.

Remark 4.6. In this remark we elaborate on each part of Assumption 1.
(i) By considering convex and compact control sets, the Assumption 1(ii) is

restrictive for studying small-time local controllability. It turns out that
small-time local controllability of systems strongly depends on the structure
of the control set (see [20] for a detailed study of the role of control sets in
fundamental properties of the systems);
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(ii) If we assume that the control set C is compact, then the completeness of
vector fields in Assumption 1(i) is not restrictive for studying small-time local
controllability. This is because of the fact that, for studying small-time local
controllability of the system, one can always focus on a small neighborhood
of x0 and small times t, where the flows of all the piecewise constant vector
fields of the system exist due to the compactness of C [10, Chapter 2, Theorem
1.1].

5. Control variations. The notion of control variation is one of the funda-
mental tools in studying reachable sets of control systems. Roughly speaking control
variations can be considered as the directions constructed using the trajectories of the
system, along which one can steer the control system. By constructing appropriate
control variations and using a suitable open mapping theorem, one can show that a
control system is small-time locally controllable [13, Theorem 2.1]. The first use of
the notion of control variations for approximating reachable sets of control systems
can be traced back to the original work of Pontryagin and his coworkers for study-
ing the boundary of reachable sets [40]. Since then, many different and technical
notions of variations with various properties have been proposed in the control lit-
erature [8, 13, 27, 32]. In this section we study a general class of control variations
introduced in [12, 13].

Definition 5.1 (Control variations). Let k ∈ N and (X ,C) be a Cν control-
affine system on Rn. Then a vector v ∈ Rn is called a variation of kth order for the
control-affine system X at the point x0 if there exists a parametrized family of points
γ : R≥0 → Rn such that, for every t ∈ R≥0, we have γ(t) ∈ RX (≤ t, x0) and

(5.1) γ(t) = x0 + tkv +O(tk+1).

The set of all variations of kth order for the system X at the point x0 is denoted by
Kk

X (x0). We also define the cone K̂k
X (x0) by

K̂k
X (x0) =

⋃

α≥0

α
(
Kk

X (x0)
)
.

Note that, in Definition 5.1, there is no restriction on the regularity of the
parametrized family of points γ. The next theorem shows how these control vari-
ations can be used to deduce the small-time local controllability and the growth rate
conditions for control-affine systems.

Theorem 5.2 (Characterization of growth rate condition). Let (X ,C)
be a Cν control-affine system on Rn which satisfies Assumption 1, x0 ∈ Rn be an
equilibrium point for X , and N ∈ N. Then the following statements are equivalent:

(i) the control-affine system X satisfies the growth rate condition of order N ;

(ii) K̂N
X (x0) = Rn.

Proof. (i)⇒(ii): Since the control-affine system (X ,C) satisfies the growth rate
condition of order N , there exists T > 0 and C > 0 such that, for every t ∈ [0, T ], we
have B(x0, CtN ) ⊆ RX (≤ t, x0). For every v ∈ Sn−1, we define the family of points
γv : [0, T ] → B(x0, CtN ) by

γv(t) = x0 + CtNv.

By Definition 5.1, the vector v is control variations of order N for the system X at
the point x0. This means that we have K̂N

X (x0) = Rn and therefore (ii) holds.
(ii)⇒ (i): The proof of this part follows from [27, Corollary 2.5].
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Roughly speaking, Theorem 5.2 states that small-time local controllability of a system
is checkable using variations of order N if and only if the system satisfies the growth
rate condition of order N . Note that this result holds for control-affine systems in
any regularity class Cν .

6. Polynomial perturbations of real analytic control-affine systems. In
this section, we focus on the class of real analytic control-affine systems which satisfy
the growth rate condition of orderN . For a control system in this class, we construct a
multi-valued mapping to study the effect of perturbation of vector fields of the system
on its reachable sets. Let (X = {X0, X1, . . . , Xm},C) be a real analytic control-affine
system which satisfies the growth rate condition of order N at the point x0 and let
(Y = {Y0, Y1, . . . , Ym},C) be another real analytic control-affine system which we
consider as the perturbed control system. Moreover, we assume that both control-
affine systems (X ,C) and (Y,C) satisfy Assumption 1. Since (X ,C) satisfies the growth
rate condition of order N , there exists C, T > 0 such that

B(x0, CtN ) ⊆ RX (≤ t, x0), ∀t ≤ T.

For every t ∈ [0, T ], we define a perturbation mapping F t
X ,Y : B(x0,

C
2 t

N ) ⇒ RY(≤
t, x0) which captures the transition from reachable sets of (X ,C) to the reachable sets
of (Y,C). The multi-valued mapping F t

X ,Y is defined as composition of two mappings

ξtY and ηtX as follows:

F t
X ,Y(x) = ξtY ◦ηtX (x), ∀x ∈ B(x0,

C
2 t

N ).

The idea is that the mapping ηtX takes a point in the closed ball B(x0,
C
2 t

N ) and
gives the switching times associated to that point and the mapping ξtY takes a set
of switching times and gives the associated point in the reachable sets of the control
system (Y,C).

We start by rigorously constructing the multi-valued mapping ηtX . Since (X ,C)
satisfies Assumption 1 and the growth rate condition of orderN , we have C = [−1, 1]m

and B(x0, CtN ) ⊆ RX (≤ t, x0), for every t ≤ T . This implies that, for every t ≤ T ,
we get

B(x0,
C
2 t

N ) ⊂ B(x0, CtN ) ⊆ int(RX (≤ t, x0))

By Theorem 4.5, for every x ∈ B(x0,
C
2 t

N ), there exist px ∈ N, s1, s2, . . . , spx
∈ R>0,

and w1,w2, . . . ,wpx ∈ [−1, 1]m such that s1 + s2 + . . .+ spx
< t and

exp(s1Xw1) ◦ exp(s2Xw2) ◦ . . . ◦ exp(spx
Xwpx )(x0) = x.

Moreover, there exists an open neighborhood V of (s1, s2, . . . , spx
) in R

px

>0 such that
the map ξxX : V → Rn, defined by

ξxX (t1, t2, . . . , tpx
) = exp(t1Xw1) ◦ exp(t2Xw2) ◦ . . . ◦ exp(tpx

Xwpx )(x0)

is C1 and of rank n on V . Without loss of generality we can assume that, for every
(t1, t2, . . . , tpx

) ∈ V , we have

t1 + t2 + . . .+ tpx
≤ t.

By [29, Lemma 2.2], there exists a submanifold Mx of V containing (s1, s2, . . . , spx
)

such that ξxX (Mx) is an open neighborhood of x in Rn and ξxX |Mx
is a C1-

diffeomorphism. Let Sx be an open neighborhood of (s1, s2, . . . , spx
) in Mx such
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that Sx ⊆ Mx. Since B(x0,
C
2 t

N ) is compact and, for every x ∈ B(x0,
C
2 t

N), the set

ξxX (Sx) is open in Rn, there exists x1, x2, . . . , xr ∈ B(x0,
C
2 t

N ) such that

B(x0,
C
2 t

N) ⊆
r⋃

i=1

ξxi

X (Sxi
).

Now let us define p = px1
+ px2

+ . . .+ pxr
and let (u1,u2, . . . ,up) be the ordered set

obtained by concatenation of the controls (w1,w2, . . . ,wpxk ) for 1 ≤ k ≤ r. Since,
R

pxi ⊆ Rp, for every i ∈ {1, 2, . . . , r}, one can consider Sxi
as a submanifold of Rp.

We define the multi-valued map ηtX : B(x0,
C
2 t

N ) ⇒
⋃r

i=1 Sxi
as

ηtX (x) =
⋃

i∈{1,2,...,r}

{
(ξxi

X )
−1

(x)
∣∣∣ x ∈ ξxi

X (Sxi
)
}
, ∀x ∈ B(x0,

C
2 t

N ).

Note that, for every x ∈ B(x0,
C
2 t

N ), the number of elements in ηtX (x) is at most r.
The next step is to construct the single-valued mapping ξtY : Rp → RY(≤ t, x0).

We define the map ξtY :
⋃r

i=1 Sxi
→ Rn by

ξtY(t1, t2, . . . , tp) = exp(t1Yu1) ◦ exp(t2Yu2) ◦ . . . ◦ exp(tpYup)(x0).

Then the multi-valued map F t
X ,Y : B(x0,

C
2 t

N ) ⇒ R
n is given by

F t
X ,Y(x) = ξtY ◦ηtX (x).

One can observe that the mapping F t
X ,Y is finite-valued and has the following regu-

larity properties.

Theorem 6.1 (Regularity of the perturbation mapping). Let (X =
{X0, . . . , Xm},C) and (Y = {Y0, . . . , Ym},C) be two real analytic control-affine system
which satisfy Assumption 1. Suppose that, for x0 ∈ Rn, there exists N ∈ N such that

(a) the system (X ,C) satisfies the growth rate condition of order N ,
(b) for every i ∈ {0, . . . ,m}, the vector fields Xi and Yi have the same Taylor

polynomial of order N around x0.
For every t ∈ [0, T ], let the map F t

X ,Y : B(x0,
C
2 t

N ) → RY(≤ t, x0) be defined as above.
Then the following statements hold:

(i) For every t ∈ [0, T ] and every x ∈ B(x0,
C
2 t

N ), there exist a positive integer l ∈
N, a neighborhood W containing x, and continuous functions f1, f2, . . . , f l :
W → Rn such that

{
f1(y)

}
⊆ F t

X ,Y(y) ⊆
{
f1(y), f2(y), . . . , f l(y)

}
, ∀y ∈ W.

(ii) there exist α > 0 and Tmin ∈ (0, T ) such that, for every t ≤ Tmin and every
x ∈ B(x0,

C
2 t

N ), we have

‖y − x‖ ≤ αtN+1, ∀y ∈ F t
X ,Y(x).

Proof. Regarding part (i), suppose that, for every i ∈ {1, 2, . . . , r}, the map ξxi

X

and the manifold Sxi
are defined as above. Since B(x0,

C
2 t

N ) ⊆ ⋃r

i=1 ξ
xi

X (Sxi
), we

have x ∈ ⋃r
i=1 ξ

xi

X (Sxi
). Without loss of generality, we can assume that

x ∈ ξx1

X (Sx1
).
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Note that ξx1

X (Sx1
) is open in Rn. Therefore, there exists a neighborhood U of x such

that U ⊆ ξx1

X (Sx1
). On the other hand, since we have B(x0,

C
2 t

N ) ⊆ ⋃r

i=1 ξ
xi

X (Sxi
),

without loss of generality, we can assume that there exists l ∈ {1, 2, . . . , r} such that

x ∈ ξxi

X (Sxi
), i ∈ {1, 2, . . . , l},

x 6∈ ξxi

X (Sxi
), i ∈ {l + 1, l+ 2, . . . , r}.

For every i ∈ {l + 1, l+ 2, . . . , r}, the set ξxi

X (Sxi
) is closed in R

n. Therefore,

r⋃

i=l+1

ξxi

X (Sxi
)

is closed in R
n. Moreover, we know that x 6∈ ⋃s

i=l+1 ξ
xi

X (Sxi
). This implies that there

exists a neighborhood V of x such that

V ∩
(

r⋃

i=l+1

ξxi

X (Sxi
)

)
= ∅.

Note that, for every i ∈ {1, 2, . . . , l}, Sxi
⊆ Mxi

. Therefore, for every i ∈ {1, 2, . . . , l},
we have ξxi

X (Sxi
) ⊆ ξxi

X (Mxi
). Since x ∈ ξxi

X (Mxi
), for every i ∈ {1, 2, . . . , l}, the set⋂l

i=1 ξ
xi

X (Mxi
) is nonempty. We set

W =

(
l⋂

i=1

ξxi

X (Mxi
)

)
∩ V ∩ U.

For every i ∈ {1, 2, . . . , l}, we define the function f i : W → Rn as

f i(y) = ξtY ◦ (ξxi

X )
−1

(y), ∀y ∈ W.

Note that, for every i ∈ {1, 2, . . . , l}, the map ξxi

X is a C1-diffeomorphism on Mxi
.

Therefore, for every i ∈ {1, 2, . . . , l}, the map f i : W → Rn is continuous. Now, it is
clear from the definition of F t

X ,Y that we have

F t
X ,Y(t, x) =

{
f1(x), f2(x), . . . , f l(x)

}
.

Since W ⊆ V and V is chosen such that V ∩
(⋃r

i=l+1 ξ
xi

X (Sxi
)
)
= ∅, for every i ∈

{l+ 1, l + 2, . . . , r} and every y ∈ W , we have

ξtY ◦ (ξxi

X )
−1

(y) 6∈ F t
X ,Y(y).

Thus, we have

F t
X ,Y(y) ⊆

{
f1(y), f2(y), . . . , f l(y)

}
, ∀y ∈ W.

Finally, since W ⊆ U , and U is chosen such that U ⊆ ξx1

X (Sx1
), for every y ∈ W ,

ξtY ◦ (ξx1

X )
−1

(y) ∈ F t
X ,Y(y).

Therefore, for every y ∈ W , we have f1(y) ∈ F t
X ,Y(y).
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Regarding part (ii), note that the system (X ,C) satisfies Assumption 1 and there-
fore, we have C = [−1, 1]m. We define the set B ⊆ Γω(Rn) by

B = {Xu | u ∈ [−1, 1]m}
⋃

{Yu | u ∈ [−1, 1]m} .

Note that, for every u ∈ [−1, 1]m, every compact set K, every Cω-function f , and

every a ∈ c
↓
0, we have

ρωK,a,f (Xu) = ρωK,a,f(X0 +

m∑

i=1

uiXi) ≤ (m+ 1)max{ρωK,a,f(Xi) | i ∈ {0, 1, . . . ,m}}.

Similarly, for every u ∈ [−1, 1]m, every compact set K, every Cω-function f , and

every a ∈ c
↓
0, we have

ρωK,a,f(Yu) = ρωK,a,f(Y0 +

m∑

i=1

uiYi) ≤ (m+ 1)max{ρωK,a,f(Yi) | i ∈ {0, 1, . . . ,m}}.

For every i ∈ {0, 1, . . . ,m} we define Li = max{ρωK,a,f(Xi), ρ
ω
a,K,f (Yi)}. Thus, if we

define the constant L ∈ R>0 by

L = (m+ 1)max{Li | i ∈ {0, 1, . . . ,m}},
then we have

ρωK,a,f(v) ≤ L, ∀v ∈ B.

By Theorem 3.3, this implies that the set B is bounded in Γω(Rn). Using Theorem
3.7, there exist M,L > 0 and T < TB such that, for every t ∈ (0, T ] and every real
analytic vector field Z ∈ PC([0, T ];B), we have

∥∥evx0
◦ exp(tZ)(xi)− evx0

◦ expN (tZ)(xi)
∥∥ ≤ (Mt)

N+1

1−Mt
L,

We set α =
√
nMN+1L and Tmin = min{T , T } Let t ∈ [0, Tmin] and x ∈ B(x0,

C
2 t

N ).
If y ∈ F t

X ,Y(x), then there exist I = (u1,u2, . . . ,up) ∈ ([−1, 1]m)p and t =
(t1, t2, . . . , tp) ∈ R

p
≥0 such that |t| < t and

x = exp(t1Xu1) ◦ exp(t2Xu2) ◦ . . . ◦ exp(tpXup)(x0) = exp(|t|XI,t),

y = exp(t1Yu1) ◦ exp(t2Yu2) ◦ . . . ◦ exp(tpYup)(x0) = exp(|t|Y I,t).

Note that, for every k ∈ Zn
≥0 with the property that |k| ≤ N , we have

DkXi(x0) = DkYi(x0), i ∈ {1, . . . ,m}.
Note that the Nth iteration in the sequence of flow iteration (3.2) only depends on
the derivatives up to order N of the vector field X . This implies that,

evx0
◦ expN (|t|XI,t)(xi) = evx0

◦ expN (|t|Y I,t)(xi).

Thus we have

∥∥evx0
◦ exp(|t|XI,t)(xi)− evx0

◦ exp(|t|Y I,t)(xi)
∥∥

≤
∥∥evx0

◦ exp(|t|XI,t)(xi)− evx0
◦ expN (|t|XI,t)(xi)

∥∥
+
∥∥evx0

◦ exp(|t|Y I,t)(xi)− evx0
◦ expN (|t|Y I,t)(xi)

∥∥ .
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Since XI,t, Y I,t ∈ PC([0, |t|];B), we have

∥∥evx0
◦ exp(|t|XI,t)(xi)− evx0

◦ expN (|t|XI,t)(xi)
∥∥ ≤ (Mt)

N+1

1−Mt
L,

∥∥evx0
◦ exp(|t|Y I,t)(xi)− evx0

◦ expN (|t|Y I,t)(xi)
∥∥ ≤ (Mt)

N+1

1−Mt
L.

Thus, we have

∥∥evx0
◦ exp(|t|XI,t)(xi)− evx0

◦ exp(|t|Y I,t)(xi)
∥∥

≤ 2
(Mt)

N+1

1−Mt
L, ∀i ∈ {1, 2, . . . , n}.

Therefore, we have

∥∥exp(|t|XI,t)(x0)− exp(|t|Y I,t)(x0)
∥∥ ≤ 2

√
n
(Mt)N+1

1−Mt
L.

Note that, by our choice of t1, t2, . . . , tp ∈ R>0, we have

y = exp(|t|Y I,t)(x0),

x = exp(|t|XI,t)(x0).

Note that, by the definition, we have α =
√
nMN+1L and Mt ≤ MT ≤ 1

2 . This
implies that

‖y − x‖ ≤ αtN+1.

Since α does not depend on t, the above inequality holds for every t ∈ [0, Tmin].

Remark 6.2. Some remarks are in order.
(i) Part (i) of Theorem 6.1 can be considered as a regularity result for the finite-

valued mapping x ⇒ F t
X ,Y(x) and part (ii) of Theorem 6.1 can be considered

as a regularity result for the finite-valued mapping t ⇒ F t
X ,Y(x);

(ii) For the proof of part (i) of Theorem 6.1, it is not required to assume that the
family of vector fields X and Y have the same Taylor polynomials of order
N around the point x0. In fact, Theorem 6.1(i) is true for any arbitrary per-
turbation of the real analytic control system (X ,C) satisfying Assumption 1.
However, this condition is essential for the proof of Theorem 6.1(ii).

7. The main theorem. In this section we prove the main result of this paper,
which can be considered as a robustness of the growth rate condition of order N with
respect to polynominal perturbations of order higher than N . Roughly speaking our
main result states that, given a real analytic system (X ,C) which satisfies the growth
rate condition of order N at the point x0, if we perturb the vector fields of (X ,C)
around x0 by Taylor polynomials of order higher than N , then the resulting system
again satisfies the growth rate condition of order N .

Theorem 7.1 (Polynomial perturbations of real analytic systems). Let
(X = {X0, . . . , Xm},C) and (Y = {Y0, . . . , Ym},C) be two real analytic control-affine
systems on Rn satisfying Assumption 1 and let x0 ∈ Rn. Suppose that the following
conditions hold:
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(i) x0 ∈ Rn is an equilibrium point for control-affine systems X and Y,
(ii) the control-affine system X satisfies the growth rate condition of order N at

the point x0, and
(iii) for every i ∈ {0, . . . ,m}, the vector fields Xi and Yi have the same Taylor

polynomial of order N around x0.
Then Y satisfies the growth rate condition of order N at the point x0.

Proof. Since (X ,C) satisfies the growth rate condition of order N at the point x0,
there exist T,C > 0 such that, for every t ∈ [0, T ], we have

B(x0, CtN ) ∈ RX (≤ t, x0).

For every v ∈ Sn, consider the parametrized family of points γv : [0, T ] → Rn defined
by

γv(t) = x0 +
C
2 t

Nv.

It is clear that, for every t ∈ [0, T ], we have γv(t) ∈ B(x0,
C
2 t

N ). For every t ∈
[0, T ], recall the definition of the multi-valued map F t

X ,Y in Section 6 and let f t
X ,Y :

B(x0,
C
2 t

N ) → RY(≤ t, x0) be a single-valued selection of the multi-valued mapping
F t
X ,Y . Then, for every v ∈ Sn−1, we define the curves µv : [0, T ] → Rn by

µv(t) = f t
X ,Y(γv(t)).

Note that, for every t ∈ [0, T ], we have γv(t) ∈ B(x0,
C
2 t

N ). Therefore, for every
t ∈ [0, T ], the map µv(t) is well-defined and µv(t) ∈ RY(≤ t, x0).

Now, by Theorem 6.1 part (ii), there exist α > 0 and 0 < Tmin < T such that, for
every t ≤ Tmin and every x ∈ B(x0,

C
2 t

N ), we get

‖f t
X ,Y(γv(t))− γv(t)‖ ≤ αtN+1.

This implies that, for every t ∈ [0, Tmin],

µv(t) = f t
X ,Y(γv(t)) = γv(t) +O(tN+1) = x0 +

C
2 t

Nv +O(tN+1).

Thus, using Definition 5.1, v is a control variation of Nth order for the control-affine
system (Y,C). Thus, we have K̂N

Y =
⋃

α≥0 αKN
Y (x0) = Rn and, by Theorem 5.2, the

control-affine system (Y,C) satisfies the growth rate condition of order N .

As a direct consequence of Theorem 7.1, one can prove the following connection
between Conjecture 1.1 and Conjecture 1.2.

Corollary 7.2. If Conjecture 1.2 is true, then Conjecture 1.1 holds.

8. Conclusion. In this paper, we studied small-time local controllability of real
analytic control-affine systems under polynomial perturbations of their vector fields.
For a real analytic control-affine system which satisfies the growth rate condition of
order N , we construct a suitable multi-valued map for studying the perturbations of
its reachable sets. We showed that if a real analytic control-affine system satisfies the
growth rate condition of order N , then any perturbation of the system by polynomial
vector fields of order higher than N is again small-time local controllable. For the
future research, it is interesting to study suitable filterations of the vector fields of
the system (see for example [16]) to sharpen the perturbation results obtained in this
paper. Moreover, it is worth mentioning that while our techniques heavily depend on
the real analyticity of the vector fields of the system, it remains to be seen whether
the main result of this paper still holds for C∞ control-affine systems.
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Appendix A. Proof of Theorem 3.7.

In this appendix, we present a proof of the Theorem 3.7 using the Cω-topology
on the space LCω(Rn). As mentioned in Section 2, it is also possible to give a proof
of this theorem using the estimates in [4, §2.4.4] for piecewise constant real analytic
vector fields as curves on the space Γ∞(Rn) (see [4, §2.4.4 and Appendix A.2]). Note
that, in [4, §2.4.4], the space Γ∞(Rn) is equipped with the Whitney compact-open
topology [4, §2.2].

Proof. By Theorem 3.6, for every i ∈ {1, 2, . . . , n}, every compact set K ⊂ R
n

containing x0, and every a ∈ c
↓
0, there exist M,Mxi > 0 such that

(A.1) ρωK,a,xi(êxpk(tX)− êxpk−1(tX)) ≤ (Mt)k+1Mxi .

Note that, for every φ ∈ LCω(Rn) and every i ∈ {1, 2, . . . , n}, we have evx0
◦φ(xi) =

φ(xi)(x0). Therefore, we get

‖evx0
◦φ(xi)‖ ≤ sup{φ(xi)(y) | y ∈ K} ≤ ρωK,a,xi(φ).

Now, by setting maxi{Mxi} = L and using the estimate (A.1), we get

‖evx0
◦ êxpk+1(tX)(xi)− evx0

◦ êxpk(tX)(xi)‖ ≤ (Mt)k+1L, ∀i ∈ {1, 2, . . . , n}.

Therefore, if we choose T ≤ TB such that MT < 1, we have

‖evx0
◦ êxp(tX)(xi)− evx0

◦ êxpk(tX)(xi)‖

≤
∞∑

r=k

‖evx0
◦ êxpr+1(tX)(xi)− evx0

◦ êxpr(tX)(xi)‖

≤
∞∑

r=k

(Mt)r+1L =
(Mt)k+1

1−Mt
L, ∀t ∈ [0, T ].

This completes the proof of the theorem.
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561. American Mathematical Society, 2012.

[12] Hélène Frankowska. An open mapping principle for set-valued maps. Journal of Mathematical
Analysis and Applications, 127(1):172–180, 1987. doi:10.1016/0022-247X(87)90149-1.

[13] Hélène Frankowska. Local controllability of control systems with feedback. Journal of Opti-
mization Theory and Applications, 60(2):277–296, 1989. doi:10.1007/BF00940008.

[14] Kevin A. Grasse. On the relation between small-time local controllability and normal
self-reachability. Mathematics of Control, Signals, and Systems, 5(1):41–66, 1992.
doi:10.1007/BF01211975.

[15] Henry Hermes. Local controllability and sufficient conditions in singular problems. Journal of
Differential Equations, 20(1):213–232, 1976. doi:10.1016/0022-0396(76)90103-0.

[16] Henry Hermes. Nilpotent and high-order approximations of vector field systems. SIAM Review,
33(2):238–264, 1991. doi:10.1137/1033050.

[17] Ronald Hirschorn and Andrew D. Lewis. High-order variations for families of vec-
tor fields. SIAM Journal on Control and Optimization, 43(1):301–324, 2004.
doi:10.1137/S0363012902400622.

[18] Saber Jafarpour. On the role of regularity in mathematical control theory. PhD thesis, Queen’s
University, 2016.

[19] Saber Jafarpour and Andrew D. Lewis. Time-varying Vector Fields and Their Flows. Springer
Briefs in Mathematics. Springer, Cham, 2014.

[20] Saber Jafarpour and Andrew D. Lewis. Locally convex topologies and control the-
ory. Mathematics of Control, Signals, and Systems, 28(4):1–29, Dec 2016.
doi:10.1007/s00498-016-0179-0.

[21] Velimir Jurdjevic. Geometric Control Theory, volume 52 of Cambridge Studies in Advanced
Mathematics. Cambridge University Press, Cambridge, 1997.

[22] Rudolf E. Kalman. Contributions to the theory of optimal control. Bolet́ın de la Sociedad
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spaces. Rossĭıskaya Akademiya Nauk. Moskovskoe Matematicheskoe Obshchestvo. Uspekhi
Matematicheskikh Nauk, 49(3):93–168, 1994.
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[47] Héctor J. Sussmann. A sufficient condition for local controllability. SIAM Journal on Control
and Optimization, 16(5):790–802, 1978. doi:10.1137/0316054.
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