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#### Abstract

In a metric space, the Fermat-Weber points of a sample are statistics to measure the central tendency of the sample and it is well-known that the Fermat-Weber point of a sample is not necessarily unique in the metric space. We investigate the computation of Fermat-Weber points under the tropical metric on the quotient space $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$ with a fixed $n \in \mathbb{N}$, motivated by its application to the space of equidistant phylogenetic trees with $N$ leaves (in this case $n=\binom{N}{2}$ ) realized as the tropical linear space of all ultrametrics. We show that the set of all tropical Fermat-Weber points of a finite sample is always a classical convex polytope, and we present a combinatorial formula for a key value associated to this set. We identify conditions under which this set is a singleton. We apply numerical experiments to analyze the set of the tropical Fermat-Weber points within a space of phylogenetic trees. We discuss the issues in the computation of the tropical Fermat-Weber points.


## 1 Introduction

The Fréchet mean and the Fermat-Weber point of a sample are statistics to measure the central tendency of the sample [7, 14]. For any metric space with a distance metric $d(\cdot, \cdot)$ between any two points, the Fréchet population mean of a distribution $\nu$ is defined as follows:

$$
\mu=\underset{\mathbf{y}}{\arg \min } \int d(\mathbf{y}, \mathbf{x})^{2} d \nu(\mathbf{x}),
$$

and thus, the Fréchet sample mean of a sample $\mathbf{x}_{1}, \ldots, \mathbf{x}_{m}$ is defined as

$$
\hat{\mu}=\underset{\mathbf{y}}{\arg \min } \sum_{i=1}^{m} d\left(\mathbf{y}, \mathbf{x}_{i}\right)^{2}
$$

The Fermat-Weber point of a distribution $\nu$ is defined as follows:

$$
\mu=\underset{\mathbf{y}}{\arg \min } \int d(\mathbf{y}, \mathbf{x}) d \nu(\mathbf{x}),
$$

and thus, the Fermat-Weber point of a sample is defined as follows:

$$
\hat{\mu}=\underset{\mathbf{y}}{\arg \min } \sum_{i=1}^{m} d\left(\mathbf{y}, \mathbf{x}_{i}\right) .
$$

In this paper, we consider tropical Fermat-Weber points on the quotient space $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$ for a fixed positive integer $n$, that is, Fermat-Weber points on the quotient space $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$ under the 'tropical metric' in the max-plus algebra. This tropical metric is called the generalized Hilbert projective metric [1, §2.2], [8, $\S 3.3]$. It is also known that the geodesic between two points under this metric may not be unique. For more details on this metric and tropical geometry, see [13.

Here we focus on the computational aspect of the Fermat-Weber points in $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$ under the tropical metric in the max-plus algebra, including characterizing the set of all tropical Fermat-Weber points in $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$. More specifically, in Section 2 we show an important property of a tropical Fermat-Weber point of $m$ points $\mathbf{v}_{1}, \ldots, \mathbf{v}_{m}$ over $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$ in Theorem 3. Then in Proposition 6 we show that the set of all tropical Fermat-Weber points of $m$ points $\mathbf{v}_{1}, \ldots, \mathbf{v}_{m}$ in $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$ forms a classical convex polytope. Therefore, there are many cases when a set of $m$ points has infinitely many tropical Fermat-Weber points. In Section 3, we investigate the condition when a random sample of $m$ points has a unique tropical Fermat-Weber point. If we consider the space of families of $m$ arbitrary points in $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$ (which corresponds to $\mathbb{R}^{m(n-1)}$ ), the points forming an essential set (Definition (9) with a unique tropical Fermat-Weber point are contained in a finite union of proper linear subspaces in $\mathbb{R}^{m(n-1)}$ (Theorem 11). This theorem implies that if we pick a random sample of $m$ points $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}$ in $\mathbb{R}^{m(n-1)}$, then with probability 1 we get either a set of points such that one of them is already a unique tropical Fermat-Weber point of the others, or a set of points that has infinitely many tropical Fermat-Weber points.

One finds an application of tropical Fermat-Weber points in phylogenomics. In recent decades, the field of phylogenetics has found its applications in analysis on genomic scale data (phylogenomics). In particular, it has been applied to analyze the relations between species and populations, genome evolution, as well as evolutionary processes of speciation and molecular evolution. Today, since we can generate genomic data relatively cheaply and quickly, we encounter a new problem in the sheer volume of genomic data and we lack analytical tools on such data (e.g. [4, 6, 11, 17, 18]). Lin et. al [12] mentioned tropical FermatWeber points on $\mathcal{U}_{N}$, the treespace of rooted equidistant phylogenetic trees with $N$ leaves as a possible statistical method to summarize genome data sets. Therefore, in Section 4, we investigate the intersection between the set of tropical Fermat-Weber points of the sample in $\mathbb{R}^{\binom{N}{2}} / \mathbb{R} \mathbf{1}$ and $\mathcal{U}_{N}$ for small $N \in \mathbb{N}$. We show by experiments that it is very rare to obtain a unique tropical FermatWeber point of an essential random sample over $\mathcal{U}_{N}$. From our experimental study, we conjecture that if an essential random sample has a unique tropical Fermat-Weber point, then the unique tropical Fermat-Weber point is the vector with all ones in its coordinates.

In Section 5 we generalize the locus of the tropical Fermat-Weber points of a sample of size $k$ to the $k$-ellipses under tropical metric. We end this paper with an open problem regarding the computation of the tropical Fermat-Weber points of a sample.

## 2 The tropical Fermat-Weber point

In this section, we define the tropical metric and derive some basic properties of the tropical Fermat-Weber point.

For $\mathbf{u}, \mathbf{v} \in \mathbb{R}^{n}$ we define their distance as

$$
\begin{equation*}
d_{t r}(\mathbf{u}, \mathbf{v})=\max _{1 \leq i<j \leq n}\left\{\left|u_{i}-u_{j}-v_{i}+v_{j}\right|\right\} \tag{1}
\end{equation*}
$$

In other words, let $\mathcal{D}_{\mathbf{u}, \mathbf{v}}=\left\{u_{i}-v_{i} \mid 1 \leq i \leq n\right\}$, then

$$
\begin{equation*}
d_{t r}(\mathbf{u}, \mathbf{v})=\max _{x, y \in \mathcal{D}_{\mathbf{u}, \mathbf{v}}}(|x-y|)=\max \left(\mathcal{D}_{\mathbf{u}, \mathbf{v}}\right)-\min \left(\mathcal{D}_{\mathbf{u}, \mathbf{v}}\right) \tag{2}
\end{equation*}
$$

By definition $d_{t r}$ is reflexive. For any $\mathbf{u}, \mathbf{v}, \mathbf{w} \in \mathbb{R}^{n}$, we have that

$$
\begin{aligned}
d_{t r}(\mathbf{u}, \mathbf{w}) & =\max _{1 \leq i<j \leq n}\left\{\left|u_{i}-u_{j}-w_{i}+w_{j}\right|\right\} \\
& =\max _{1 \leq i<j \leq n}\left\{\left|\left(u_{i}-u_{j}-v_{i}+v_{j}\right)+\left(v_{i}-v_{j}-w_{i}+w_{j}\right)\right|\right\} \\
& \leq \max _{1 \leq i<j \leq n}\left\{\left(\left|u_{i}-u_{j}-v_{i}+v_{j}\right|+\left|v_{i}-v_{j}-w_{i}+w_{j}\right|\right)\right\} \\
& \leq \max _{1 \leq i<j \leq n}\left\{\left|u_{i}-u_{j}-v_{i}+v_{j}\right|\right\}+\max _{1 \leq i<j \leq n}\left\{\left|v_{i}-v_{j}-v_{i}+v_{j}\right|\right\} \\
& =d_{t r}(\mathbf{u}, \mathbf{v})+d_{t r}(\mathbf{v}, \mathbf{w}) .
\end{aligned}
$$

Thus, $d_{t r}$ satisfies the triangle inequality. Note that $d_{t r}(\mathbf{u}, \mathbf{v})=0$ if and only if $\mathbf{u}-\mathbf{v}$ is a scalar multiple of $\mathbf{1}$, and for any scalar multiple $c \mathbf{1}$ with a constant $c \in \mathbb{R}, d_{t r}(\mathbf{u}+c \mathbf{1}, \mathbf{v})=d_{t r}(\mathbf{u}, \mathbf{v})$. So $d_{t r}(\mathbf{u}, \mathbf{v})=0$ if and only if $\mathbf{u}=\mathbf{v}$ in the quotient space $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$. Then $d_{t r}$ is a metric on $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$. It is called the tropical metric 1].

Remark 1. The metric $d_{t r}$ is invariant under vector addition in Euclidean space: for any $\mathbf{u}, \mathbf{v}, \mathbf{w} \in \mathbb{R}^{n} / \mathbb{R} \mathbf{1}$, by (2), we have $d_{t r}(\mathbf{u}+\mathbf{w}, \mathbf{v}+\mathbf{w})=d_{t r}(\mathbf{u}, \mathbf{v})$.

Given vectors $\mathbf{v}_{1}, \ldots, \mathbf{v}_{m} \in \mathbb{R}^{n} / \mathbb{R} \mathbf{1}$, the set of their tropical Fermat-Weber points (if the context is clear, we simply use Fermat-Weber points) is

$$
\begin{equation*}
\underset{\mathbf{u} \in \mathbb{R}^{n} / \mathbb{R} \mathbf{1}}{\arg \min } \sum_{i=1}^{m} d_{t r}\left(\mathbf{u}, \mathbf{v}_{i}\right) . \tag{3}
\end{equation*}
$$

Definition 2. For points $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m} \in \mathbb{R}^{n} / \mathbb{R} \mathbf{1}$, we define the minimal sum of distances from them as

$$
\begin{equation*}
\mathbf{d}\left(\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}\right)=\min _{\mathbf{u} \in \mathbb{R}^{n} / \mathbb{R} \mathbf{1}} \sum_{i=1}^{m} d_{t r}\left(\mathbf{u}, \mathbf{v}_{i}\right) \tag{4}
\end{equation*}
$$

Then $\mathbf{d}\left(\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}\right)$ should be determined by the entries of $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}$. However, at this point we do not know whether $\mathbf{d}\left(\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}\right)$ is well-defined, nor any explicit formulation of it. In addition, in order to find the set of FermatWeber points of $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}$, we need to know the value of $\mathbf{d}\left(\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}\right)$. The following theorem gives a direct formula of $\mathbf{d}\left(\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}\right)$.

Theorem 3. Let $M$ be an $m \times n$ matrix with real entries such that the row vectors are $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}$. Then

$$
\begin{equation*}
\mathbf{d}\left(\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}\right)=\max _{\sigma, \tau}\left|\sum_{i=1}^{m} M_{i, \sigma(i)}-\sum_{i=1}^{m} M_{i, \tau(i)}\right| \tag{5}
\end{equation*}
$$

where functions $\sigma, \tau:[m] \rightarrow[n]$ satisfy $\sigma([m])=\tau([m])$ as multisets.
To prove this theorem, we need the following lemmas.
Lemma 4. The right hand side (RHS) of (5) is bounded above by the left hand side (LHS) of (5).

Proof. Let $\mathbf{u}$ be a Fermat-Weber point of $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}$. Suppose $\sigma, \tau$ are functions with the same multiset of values. Since $\sigma$ and $\tau$ are symmetric, we may assume that

$$
\sum_{i=1}^{m} M_{i, \sigma(i)} \geq \sum_{i=1}^{m} M_{i, \tau(i)}
$$

Now for $1 \leq i \leq m$ we have
$d_{t r}\left(\mathbf{u}, \mathbf{v}_{i}\right) \geq\left|\left(\mathbf{v}_{i}\right)_{\sigma(i)}-\left(\mathbf{v}_{i}\right)_{\tau(i)}-u_{\sigma(i)}+u_{\tau(i)}\right| \geq M_{i, \sigma(i)}-M_{i, \tau(i)}-u_{\sigma(i)}+u_{\tau(i)}$.
Summing up over $1 \leq i \leq m$, the LHS of the sum is $\mathbf{d}\left(\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}\right)$. One part of the RHS of the sum is

$$
\sum_{i=1}^{m} M_{i, \sigma(i)}-\sum_{i=1}^{m} M_{i, \tau(i)}
$$

and the other part vanishes because $\sigma([m])=\tau([m])$. Hence $\mathbf{d}\left(\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}\right) \geq$ $\sum_{i=1}^{m} M_{i, \sigma(i)}-\sum_{i=1}^{m} M_{i, \tau(i)}$.

Lemma 5. If $A$ and $B$ are two $m \times n$ matrices that have the same multiset of entries, then there exist $m \times n$ matrices $A^{\prime}$ and $B^{\prime}$ such that:
(i) for $1 \leq i \leq m$, the entries of the $i$-th row of $A^{\prime}$ and the entries of the $i$-th row of $B^{\prime}$ form the same multiset; and
(ii) for $1 \leq j \leq n$, the entries of the $j$-th column of $A^{\prime}$ and the entries of the $j$ th column of $A$ form the same multiset, and the entries of the $j$-th column of $B^{\prime}$ and the entries of the $j$-th column of $B$ form the same multiset.

Proof. If the entries of $A$ are not all distinct, then we can label the equal entries to distinguish them. So we may assume that both $A$ and $B$ have $m n$ distinct entries. Then we can replace multiset in the statement by set.

We use induction on $m$. If $m=1$, we can take $A^{\prime}=A$ and $B^{\prime}=B$. Suppose Lemma 5 is true when $m \leq k$, we consider the case when $m=k+1$. If there
exists $m \times n$ matrices $A^{\prime \prime}$ and $B^{\prime \prime}$ such that (iii) is true and (ii) is true for $i=1$, let $r_{A}$ and $r_{B}$ be the vector of first row in $A^{\prime \prime}$ and $B^{\prime \prime}$ respectively, and we denote

$$
A^{\prime \prime}=\left[\begin{array}{l}
r_{A} \\
A_{2}
\end{array}\right], \quad B^{\prime \prime}=\left[\begin{array}{l}
r_{B} \\
B_{2}
\end{array}\right]
$$

Then we apply the induction hypothesis of $m=k$ to the matrices $A_{2}$ and $B_{2}$. Suppose we get new matrices $A_{2}^{\prime}$ and $B_{2}^{\prime}$ respectively, then we let

$$
A^{\prime}=\left[\begin{array}{c}
r_{A} \\
A_{2}^{\prime}
\end{array}\right], B^{\prime}=\left[\begin{array}{c}
r_{B} \\
B_{2}^{\prime}
\end{array}\right]
$$

So $A^{\prime}$ and $B^{\prime}$ satisfy both (ii) and (iii). Now it suffices to show that we can find such a pair of matrices $A^{\prime \prime}$ and $B^{\prime \prime}$. We denote by $s$ the set of entries in $r_{A}$ (and also the set of entries in $r_{B}$ ). Then the above claim is equivalent to the following statement: there exists a set $s$ with $|s|=n$ and $s$ has exactly one element in each column of $A$ and $B$.

We construct a bipartite graph $G=(V, E)$, where the two parts of $V$ correspond to the columns of $A$ and the columns of $B$ respectively:

$$
V=\left\{a_{1}, a_{2}, \cdots, a_{n}, b_{1}, b_{2}, \cdots, b_{n}\right\}
$$

For each entry $x$ in the set of entries of $A, B$, if $x$ is in the $i$-th column of $A$ and in the $j$-th column of $B$, then we connect an edge between $a_{i}$ and $b_{j}$. So $|E|=m n$. Since each column has $m$ entries, the graph $G$ is $m$-regular. By Hall's Theorem [10], $G$ admits a perfect matching. Then we let $s$ be the set of $n$ elements corresponding to the edges in this perfect matching. The induction step is done.

For convenience, if $\sigma:[m] \rightarrow[n]$ is a function, then we view it as a vector in $[n]^{m}$ and we define a vector $\mathbf{w}_{\sigma} \in \mathbb{N}^{n}$ as follows: the $i$-th entry of $\mathbf{w}_{\sigma}$ is $\left|\sigma^{-1}(i)\right|$. So the sum of entries in $\mathbf{w}_{\sigma}$ is always $m$. For example, if $m=3, n=5$ and $\sigma(1)=4, \sigma(2)=3, \sigma(3)=3$, then $\mathbf{w}_{\sigma}=(0,0,2,1,0)$.

Proof of Theorem [3. Let $M$ be the value of the RHS in (5). By Lemma (4) it suffices to show that there exists a point $\mathbf{u}=\left(u_{1}, \ldots, u_{n}\right) \in \mathbb{R}^{n} / \mathbb{R} \mathbf{1}$ such that

$$
\sum_{i=1}^{m} d_{t r}\left(\mathbf{u}, \mathbf{v}_{i}\right)=M
$$

For convenience, we introduce parameters $c_{i}$ to represent $d_{t r}\left(\mathbf{u}, \mathbf{v}_{i}\right)$ and another parameter $s$ to represent their sum. Then

$$
\begin{equation*}
c_{i} \geq u_{j}-u_{k}-M_{i, j}+M_{i, k} \quad \forall 1 \leq j, k \leq n . \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
s=\sum_{i=1}^{m} c_{i} \tag{7}
\end{equation*}
$$

Equivalently, we can eliminate the parameters $c_{i}$ and we get the following family of inequalities:

$$
\begin{equation*}
s \geq \sum_{i=1}^{m} M_{i, \sigma(i)}-\sum_{i=1}^{m} M_{i, \tau(i)}-\mathbf{u} \cdot \mathbf{w}_{\tau}+\mathbf{u} \cdot \mathbf{w}_{\sigma}, \forall \sigma, \tau \in[n]^{m} \tag{8}
\end{equation*}
$$

In other words, (6) and (7) are simultaneously feasible if and only if (8) is feasible. Now it suffices to show that there exists real numbers $u_{1}, \ldots, u_{n}, s$ satisfying (8) and $s \leq M$. Note that by applying the Fourier-Motzkin Elimination 19 , one may get rid of the variables $u_{i}$ one at a time. After finite steps, the only variable remaining in the inequalities is $s$. Apparently $s$ can be arbitrarily large, so all remaining inequalities are of the form $s \geq l$, where the lower bound $l$ is a constant. Then $s$ could be the maximum of these lower bounds $c$, and it suffices to show that any lower bound of $s$ we obtain from the Fourier-Motzkin Elimination is at most $M$.

Note that in each step of Fourier-Motzkin Elimination, we obtain a new inequality as a $\mathbb{Q}+$-linear combination of existing inequalities. Therefore if $l$ is a lower bound, then $s \geq l$ is a $\mathbb{Q}+$-linear combination of the inequalities in (8). Multiplying by a positive integer we may assume that it's a $\mathbb{Z}+$-linear combination, therefore we have $r \in \mathbb{Z}+$ and functions $\sigma_{1}, \ldots, \sigma_{r}, \tau_{1}, \ldots, \tau_{r}$ : $[m] \rightarrow[n]$ such that $s \geq l$ is equivalent to

$$
\begin{equation*}
r s \geq \sum_{j=1}^{r}\left(\sum_{i=1}^{m} M_{i, \sigma_{j}(i)}-\sum_{i=1}^{m} M_{i, \tau_{j}(i)}-\mathbf{u} \cdot \mathbf{w}_{\tau_{j}}+\mathbf{u} \cdot \mathbf{w}_{\sigma_{j}}\right) \tag{9}
\end{equation*}
$$

So the RHS of (9) is the constant $r l$. Therefore

$$
\begin{equation*}
r l=\sum_{j=1}^{r}\left(\sum_{i=1}^{m} M_{i, \sigma_{j}(i)}-\sum_{i=1}^{m} M_{i, \tau_{j}(i)}\right), \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{j=1}^{r} \mathbf{w}_{\sigma_{j}}=\sum_{j=1}^{r} \mathbf{w}_{\tau_{j}} . \tag{11}
\end{equation*}
$$

Now let $A$ and $B$ be two matrices with the same size $r \times m$, with $A_{j, i}=\sigma_{j}(i)$ and $B_{j, i}=\tau_{j}(i)$ for $1 \leq j \leq r, 1 \leq i \leq m$. Then the multiset of their entries are equal because of (11). By Lemma 5 we can obtain matrices $A^{\prime}$ and $B^{\prime}$ satisfying the conditions in (ii) and (iil). For $1 \leq j \leq r$, we let $\sigma_{j}^{\prime}$ and $\tau_{j}^{\prime}$ be functions mapping from $[m]$ to $[n]$ such that for $1 \leq i \leq m, \sigma_{j}^{\prime}(i)=A_{j, i}^{\prime}$ and $\tau_{j}^{\prime}(i)=B_{j, i}^{\prime}$ Then the condition (ii) implies that

$$
\mathbf{w}_{\sigma_{j}^{\prime}}=\mathbf{w}_{\tau_{j}^{\prime}} \quad \forall 1 \leq j \leq r
$$

The condition (iii) implies that for each $1 \leq i \leq m$, the multisets $\left\{\sigma_{j}(i) \mid 1 \leq j \leq\right.$ $r\}$ and $\left\{\sigma_{j}^{\prime}(i) \mid 1 \leq j \leq r\right\}$ are equal and the multisets $\left\{\tau_{j}(i) \mid 1 \leq j \leq r\right\}$ and
$\left\{\tau_{j}^{\prime}(i) \mid 1 \leq j \leq r\right\}$ are equal. Then

$$
\begin{equation*}
\sum_{j=1}^{r} \sum_{i=1}^{m} M_{i, \sigma_{j}(i)}=\sum_{j=1}^{r} \sum_{i=1}^{m} M_{i, \sigma_{j}^{\prime}(i)} \tag{12}
\end{equation*}
$$

because each entry of $M$ is added by the same number of times in both sides of (12). Similarly

$$
\begin{equation*}
\sum_{j=1}^{r} \sum_{i=1}^{m} M_{i, \tau_{j}(i)}=\sum_{j=1}^{r} \sum_{i=1}^{m} M_{i, \tau_{j}^{\prime}(i)} . \tag{13}
\end{equation*}
$$

Then the inequality (9) is equivalent to

$$
\begin{equation*}
r s \geq \sum_{j=1}^{r}\left(\sum_{i=1}^{m} M_{i, \sigma_{j}^{\prime}(i)}-\sum_{i=1}^{m} M_{i, \tau_{j}^{\prime}(i)}-\mathbf{u} \cdot \mathbf{v}_{\tau_{j}^{\prime}}+\mathbf{u} \cdot \mathbf{v}_{\sigma_{j}^{\prime}}\right) \tag{14}
\end{equation*}
$$

Now for each $1 \leq j \leq r$,

$$
\sum_{i=1}^{m} M_{i, \sigma_{j}^{\prime}(i)}-\sum_{i=1}^{m} M_{i, \tau_{j}^{\prime}(i)}-\mathbf{u} \cdot \mathbf{v}_{\tau_{j}^{\prime}}+\mathbf{u} \cdot \mathbf{v}_{\sigma_{j}^{\prime}}=\sum_{i=1}^{m} M_{i, \sigma_{j}^{\prime}(i)}-\sum_{i=1}^{m} M_{i, \tau_{j}^{\prime}(i)}
$$

In addition $\sigma_{j}^{\prime}$ and $\tau_{j}^{\prime}$ have the same multiset of values. Then by the definition of $M$,

$$
M \geq \sum_{i=1}^{m} M_{i, \sigma_{j}^{\prime}(i)}-\sum_{i=1}^{m} M_{i, \tau_{j}^{\prime}(i)}
$$

We sum over $1 \leq j \leq r$, then

$$
r l=\sum_{j=1}^{r}\left(\sum_{i=1}^{m} M_{i, \sigma_{j}^{\prime}(i)}-\sum_{i=1}^{m} M_{i, \tau_{j}^{\prime}(i)}\right) \leq \sum_{j=1}^{r} M=r M,
$$

hence $l \leq M$. So $M$ is the greatest possible lower bound of $s$, which means $s=$ $M$ would make the system of linear inequalities feasible. So $\mathbf{d}\left(v_{1}, v_{2}, \ldots, v_{m}\right)=$ $M$.

Proposition 6. [12, Proposition 6.1] Let $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}$ be points in $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$. The set of their Fermat-Weber points is a classical convex polytope in $\mathbb{R}^{n-1} \simeq$ $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$.

Proof. Let $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$ be a point in $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$. Then $\mathbf{x}$ is a Fermat-Weber point of $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}$ if and only if for all choices of indices $j_{i}, k_{i} \in[n], 1 \leq i \leq$ $m$,

$$
\begin{equation*}
\sum_{i=1}^{m}\left(x_{j_{i}}-x_{k_{i}}+v_{i, k_{i}}-v_{i, j_{i}}\right) \leq \mathbf{d}\left(\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}\right) \tag{15}
\end{equation*}
$$

Then the set is a polyhedron in $\mathbb{R}^{n}$. Finally in $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$ we may assume $x_{1}=0$, and thus $x_{i}$ is bounded for $2 \leq i \leq n$.

Example 7. The polytope of the following three points in $\mathbb{R}^{3} / \mathbb{R} \mathbf{1} \simeq \mathbb{R}^{2}$

$$
(0,0,0),(0,3,1),(0,2,5)
$$

is the triangle with vertices

$$
(0,1,1),(0,2,1),(0,2,2)
$$

In Figure 1, we draw the coordinates $x_{2}$ and $x_{3}$ since the first coordinate $x_{1}=0$.

$\bullet(0,0)$

Figure 1: The Fermat-Weber points of three points in Example 7 is a closed triangle (blue).

## 3 Uniqueness of a Fermat-Weber point under the tropical metric

In the previous section we have shown that in some cases, there are infinitely many Fermat-Weber points of a given set of $m$ points in $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$. But how often does this case happen? In this section we investigate conditions on the set of points in $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$ that has a unique Fermat-Weber point in $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$, i.e., we study when a random sample of $m$ points in $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$ has a unique Fermat-Weber point in $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$.

Lemma 8. Let $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}$ be points in $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$ and $\mathbf{v}_{0}$ be a Fermat-Weber point of them. Then $\mathbf{v}_{0}, \mathbf{v}_{1}, \ldots, \mathbf{v}_{m}$ have a unique Fermat-Weber point, which is $\mathbf{v}_{0}$.

Proof. For any point $\mathbf{x} \in \mathbb{R}^{n} / \mathbb{R} \mathbf{1}$, suppose $\mathbf{x}$ and $\mathbf{v}_{0}$ are not the same point in $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$. Then we have

$$
\begin{equation*}
d_{t r}\left(\mathbf{x}, \mathbf{v}_{0}\right)>0=d_{t r}\left(\mathbf{v}_{0}, \mathbf{v}_{0}\right) \tag{16}
\end{equation*}
$$

Since $\mathbf{v}_{0}$ is a Fermat-Weber point of $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}$, we have

$$
\begin{equation*}
\sum_{i=1}^{m} d_{t r}\left(\mathbf{x}, \mathbf{v}_{i}\right) \geq \sum_{i=1}^{m} d_{t r}\left(\mathbf{v}_{0}, \mathbf{v}_{i}\right) \tag{17}
\end{equation*}
$$

So

$$
\begin{equation*}
\sum_{i=0}^{m} d_{t r}\left(\mathbf{x}, \mathbf{v}_{i}\right)>\sum_{i=0}^{m} d_{t r}\left(\mathbf{v}_{0}, \mathbf{v}_{i}\right) \tag{18}
\end{equation*}
$$

Hence, by definition, $\mathbf{v}_{0}$ is the unique Fermat-Weber point in $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$.
The situation in Lemma 8 is not desirable, because we don't know whether $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}$ have a unique Fermat-Weber point in $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$. So we introduce the following definition.

Definition 9. Let $S=\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}\right\}$ be a set of points in $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$. The set $S$ is essential if for $1 \leq i \leq m$, the point $\mathbf{v}_{i}$ is not a Fermat-Weber point of the points in $S-\left\{\mathbf{v}_{i}\right\}$.

Now we consider the following question: in $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$, what is the smallest integer $u(n)$ such that there exist an essential set of $u(n)$ points with a unique Fermat-Weber point in $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$ ?

Proposition 10. For $n \geq 3, u(n) \leq n$.
Proof. First we suppose $n \geq 4$. Then we claim that the row vectors in the following $n \times n$ matrix $M$ represent $n$ points $\mathbf{v}_{1}, \cdots, \mathbf{v}_{n}$ that form an essential set and have a unique Fermat-Weber point in $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$.

$$
M_{i, j}= \begin{cases}1, & \text { if } j-i \equiv 0,1 \quad \bmod n \\ -1, & \text { if } j-i \equiv 2,3 \quad \bmod n \\ 0, & \text { otherwise }\end{cases}
$$

Note that for $1 \leq i \leq n$ we have $d_{t r}\left(\mathbf{v}_{i}, \mathbf{0}\right)=1-(-1)=2$. Thus,

$$
\begin{equation*}
\sum_{i=1}^{n} d_{t r}\left(\mathbf{v}_{i}, \mathbf{0}\right)=2 n \tag{19}
\end{equation*}
$$

Now suppose $\mathbf{a}=\left(a_{1}, \cdots, a_{n}\right) \in \mathbb{R}^{n} / \mathbb{R} \mathbf{1}$ is a Fermat-Weber point of $\mathbf{v}_{1}, \cdots, \mathbf{v}_{n}$. For convenience we denote that $a_{i+n}=a_{i}$ for all $i$. By (2), for $1 \leq i \leq n$ we have

$$
\begin{equation*}
d_{t r}\left(\mathbf{a}, \mathbf{v}_{i}\right)=\max _{1 \leq j \leq n}\left\{a_{j}-M_{i, j}\right\}-\min _{1 \leq j \leq n}\left\{a_{j}-M_{i, j}\right\} \tag{20}
\end{equation*}
$$

Then for $1 \leq i \leq n$, note that the $i$-th and $(i+1)$-th coordinates of $\mathbf{v}_{i}$ are 1 . Thus,

$$
\max _{1 \leq j \leq n}\left\{a_{j}-M_{i, j}\right\} \geq 1-\min \left\{a_{i}, a_{i+1}\right\}
$$

Similarly, since the $(i+2)$-th and $(i+3)$-th coordinates of $\mathbf{v}_{i}$ are -1 ,

$$
\min _{1 \leq j \leq n}\left\{a_{j}-M_{i, j}\right\} \leq-1-\max \left\{a_{i+2}, a_{i+3}\right\}
$$

Then we have

$$
\begin{aligned}
d_{t r}\left(\mathbf{v}_{i}, \mathbf{a}\right) & \geq\left(1-\min \left\{a_{i}, a_{i+1}\right\}\right)-\left(-1-\max \left\{a_{i+2}, a_{i+3}\right\}\right) \\
& =2+\max \left\{a_{i+2}, a_{i+3}\right\}-\min \left\{a_{i}, a_{i+1}\right\}
\end{aligned}
$$

Summing over $i$, we get

$$
\begin{equation*}
\sum_{i=1}^{n} d_{t r}\left(\mathbf{v}_{i}, \mathbf{a}\right) \geq 2 n+\sum_{i=1}^{n}\left[\max \left\{a_{i}, a_{i+1}\right\}-\min \left\{a_{i}, a_{i+1}\right\}\right] \geq 2 n \tag{21}
\end{equation*}
$$

By (19) and (21), we know that $\mathbf{0}$ is a Fermat-Weber point. Since a is also a Fermat-Weber point, all equalities in (21) hold. Hence $\max \left\{a_{i}, a_{i+1}\right\}=$ $\min \left\{a_{i}, a_{i+1}\right\}$ for all $i$, which means $a_{i}=a_{i+1}$ for all $i$. So $\mathbf{a}=\mathbf{0}$ in $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$. Then $\mathbf{v}_{1}, \cdots, \mathbf{v}_{n}$ have a unique Fermat-Weber point in $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$. Finally since $\mathbf{v}_{i} \neq \mathbf{0}$ for each $i=1, \ldots, n$ in $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$, the set of points $\mathbf{v}_{1}, \cdots, \mathbf{v}_{n}$ forms an essential set.

As for the case when $n=3$, we have the following example of three points in $\mathbb{R}^{3} / \mathbb{R} \mathbf{1}$ :

$$
(-1,1,1),(1,-1,1),(1,1,-1)
$$

By simple computation we get that they have a unique Fermat-Weber point $(0,0,0)$ in $\mathbb{R}^{3} / \mathbb{R} \mathbf{1}$ and thus they form an essential set.

Proposition 10 shows the existence of essential sets of points with a unique Fermat-Weber point. However, the following theorem tells us that this case is very rare.
Theorem 11. Fix positive integers $m$ and $n$. Consider the space $\mathbb{R}^{m(n-1)}$ of $m$ points $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}$ in $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$. Then the points representing an essential set of points with a unique Fermat-Weber point are contained in a finite union of proper linear subspaces in $\mathbb{R}^{m(n-1)}$.

Definition 12. Let $\mathbf{u}=\left(u_{1}, \ldots, u_{n}\right), \mathbf{v}=\left(v_{1}, \ldots, v_{n}\right)$ be two points in $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$ and $d=d_{t r}(\mathbf{u}, \mathbf{v})>0$. The peaks and valleys of $\mathbf{u}, \mathbf{v}$ are the following subsets of $[n]$ :

$$
\operatorname{peak}(\mathbf{u}, \mathbf{v})=\underset{1 \leq i \leq n}{\arg \max }\left\{u_{i}-v_{i}\right\}, \text { valley }(\mathbf{u}, \mathbf{v})=\underset{1 \leq i \leq n}{\arg \min }\left\{u_{i}-v_{i}\right\}
$$

We prove a few lemmas before we prove Theorem 11
Lemma 13. Let $\mathbf{u}=\left(u_{1}, \ldots, u_{n}\right), \mathbf{v}=\left(v_{1}, \ldots, v_{n}\right)$ be two points in $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$ and $d=d_{t r}(\mathbf{u}, \mathbf{v})>0$. Let $\epsilon$ be a positive real number less than the minimum of the set

$$
\left\{\left|\left(u_{i}-v_{i}\right)-\left(u_{j}-v_{j}\right)\right|: 1 \leq i<j \leq n\right\}-\{0\} .
$$

(Since $d>0$, the above set is nonempty.) For $1 \leq i \leq n$, we denote $\boldsymbol{\epsilon}_{i}$ as the vector in $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$ whose $i$-th entry is $\epsilon$ and other entries are zero. Then we have

$$
d_{t r}\left(\mathbf{u}+\boldsymbol{\epsilon}_{i}, \mathbf{v}\right)= \begin{cases}d, & \text { if } i \notin \operatorname{peak}(\mathbf{u}, \mathbf{v}) \cup \operatorname{valley}(\mathbf{u}, \mathbf{v})  \tag{22}\\ d+\epsilon, & \text { if } i \in \operatorname{peak}(\mathbf{u}, \mathbf{v}) ; \\ d-\epsilon, & \text { if } i \in \operatorname{valley}(\mathbf{u}, \mathbf{v}) \text { and }|\operatorname{valley}(\mathbf{u}, \mathbf{v})|=1 \\ d & \text { if } i \in \operatorname{valley}(\mathbf{u}, \mathbf{v}) \text { and }|\operatorname{valley}(\mathbf{u}, \mathbf{v})| \geq 2\end{cases}
$$

Similarly,

$$
d_{t r}\left(\mathbf{u}-\boldsymbol{\epsilon}_{i}, \mathbf{v}\right)= \begin{cases}d, & \text { if } i \notin \operatorname{peak}(\mathbf{u}, \mathbf{v}) \cup \operatorname{valley}(\mathbf{u}, \mathbf{v})  \tag{23}\\ d+\epsilon, & \text { if } i \in \operatorname{valley}(\mathbf{u}, \mathbf{v}) \\ d-\epsilon, & \text { if } i \in \operatorname{peak}(\mathbf{u}, \mathbf{v}) \text { and }|\operatorname{peak}(\mathbf{u}, \mathbf{v})|=1 \\ d & \text { if } i \in \operatorname{peak}(\mathbf{u}, \mathbf{v}) \text { and }|\operatorname{peak}(\mathbf{u}, \mathbf{v})| \geq 2\end{cases}
$$

Proof. We use formula (2). Let $\mathcal{D}_{\mathbf{u}, \mathbf{v}}$ be the set $\left\{u_{i}-v_{i} \mid 1 \leq i \leq n\right\}$ for any two vectors $\mathbf{u}, \mathbf{v} \in \mathbb{R}^{n} / \mathbb{R} \mathbf{1}$.

We consider $d_{t r}\left(\mathbf{u}+\boldsymbol{\epsilon}_{i}, \mathbf{v}\right)$ first. If $i \notin \operatorname{peak}(\mathbf{u}, \mathbf{v}) \cup \operatorname{valley}(\mathbf{u}, \mathbf{v})$, then $u_{i}-v_{i}$ is between the maximum and minimum of $\mathcal{D}_{\mathbf{u}, \mathbf{v}}$. So $\mathcal{D}_{\mathbf{u}+\boldsymbol{\epsilon}_{i}, \mathbf{v}}$ has the same maximum and minimum as $D_{\mathbf{u}, \mathbf{v}}$, then $d_{t r}\left(\mathbf{u}+\boldsymbol{\epsilon}_{i}, \mathbf{v}\right)=d_{t r}(\mathbf{u}, \mathbf{v})$. If $i \in \operatorname{peak}(\mathbf{u}, \mathbf{v})$, then $\mathcal{D}_{\mathbf{u}+\boldsymbol{\epsilon}_{i}, \mathbf{v}}$ has the same minimum as $\mathcal{D}_{\mathbf{u}, \mathbf{v}}$, but $\max \left(\mathcal{D}_{\mathbf{u}+\boldsymbol{\epsilon}_{i}, \mathbf{v}}\right)=\max \left(\mathcal{D}_{\mathbf{u}, \mathbf{v}}\right)+$ $\epsilon$. So $d_{t r}\left(\mathbf{u}+\boldsymbol{\epsilon}_{i}, \mathbf{v}\right)=d_{t r}(\mathbf{u}, \mathbf{v})+\epsilon$.

If $i \in \operatorname{valley}(\mathbf{u}, \mathbf{v})$, then $u_{i}-v_{i}$ is the minimum of $\mathcal{D}_{\mathbf{u}, \mathbf{v}}$. So $\mathcal{D}_{\mathbf{u}+\boldsymbol{\epsilon}_{i}, \mathbf{v}}$ has the same maximum as $\mathcal{D}_{\mathbf{u}, \mathbf{v}}$. As for the minimum, if $|\operatorname{valley}(\mathbf{u}, \mathbf{v})| \geq 2$, then there exists $k \neq i$ with $u_{k}-v_{k}=u_{i}-v_{i}$. Then $u_{k}-v_{k} \in \mathcal{D}_{\mathbf{u}+\boldsymbol{\epsilon}_{i}, \mathbf{v}}$ and $\mathcal{D}_{\mathbf{u}+\boldsymbol{\epsilon}_{i}, \mathbf{v}}$ has the same minimum as $\mathcal{D}_{\mathbf{u}, \mathbf{v}}$. As a result, $d_{t r}\left(\mathbf{u}+\boldsymbol{\epsilon}_{i}, \mathbf{v}\right)=d_{t r}(\mathbf{u}, \mathbf{v})$. If $|\operatorname{valley}(\mathbf{u}, \mathbf{v})|=1$, then all other elements in $\mathcal{D}_{\mathbf{u}, \mathbf{v}}$ are strictly greater than $u_{i}-v_{i}$, thus $\min \left(\mathcal{D}_{\mathbf{u}+\boldsymbol{\epsilon}_{i}, \mathbf{v}}\right)=\min \left(\mathcal{D}_{\mathbf{u}, \mathbf{v}}\right)+\epsilon$. So $d_{t r}\left(\mathbf{u}+\boldsymbol{\epsilon}_{i}, \mathbf{v}\right)=d_{t r}(\mathbf{u}, \mathbf{v})-\epsilon$.

The cases of $d_{t r}\left(\mathbf{u}-\boldsymbol{\epsilon}_{i}, \mathbf{v}\right)$ could be analyzed in the same way.
Next, for (22) and (23), if we sum over $i$, we get the following corollary.
Corollary 14. Let $\mathbf{u}, \mathbf{v}$ be two points in $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$. Let $d$, e and $\boldsymbol{\epsilon}_{i}$ be the same as in Lemma 13. Then
$\sum_{i=1}^{n}\left(d_{t r}\left(\mathbf{u}+\boldsymbol{\epsilon}_{i}, \mathbf{v}\right)+d_{t r}\left(\mathbf{u}-\boldsymbol{\epsilon}_{i}, \mathbf{v}\right)\right)=2 n \cdot d+[f(|\operatorname{peak}(\mathbf{u}, \mathbf{v})|)+f(|\operatorname{valley}(\mathbf{u}, \mathbf{v})|)] \cdot e$,
where $f$ is the function defined on $\mathbb{Z}+$ by

$$
f(n)= \begin{cases}0, & \text { if } n=1 \\ n, & \text { if } n \geq 2\end{cases}
$$

Definition 15. Let $m$ and $n$ be positive integers. Two subsets $S, T \subset[m] \times[n]$ are called similar if for $1 \leq i \leq m$ we have

$$
|\{k \mid(i, k) \in S\}|=|\{k \mid(i, k) \in T\}|
$$

and for $1 \leq j \leq n$ we have

$$
|\{k \mid(k, j) \in S\}|=|\{k \mid(k, j) \in T\}| .
$$

In other words, $S$ and $T$ are similar if and only if given any row or column of $M$, they have the same number of elements in it.

The following lemma explicitly tells us the defining equations of the finite union of proper linear subspaces.

Lemma 16. Let $X=\left(x_{i, j}\right)_{1 \leq i \leq m, 1 \leq j \leq n}$ be an $m \times n$ matrix. For any set $S \subset[m] \times[n]$, let

$$
x_{S}=\sum_{(i, j) \in S} x_{i, j}
$$

If the row vectors of $X \in \mathbb{R}^{m(n-1)}$ form an essential set with a unique FermatWeber point in $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$, then there exist disjoint $S, T \subset[m] \times[n]$ such that $S$ and $T$ are similar and $x_{S}=x_{T}$.

Proof. Suppose $X$ is an $m \times n$ matrix with entries $x_{i, j}$ such that the row vectors $\mathbf{v}_{1}, \ldots, \mathbf{v}_{m}$ of $X$ form an essential set of points in $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$ with a unique FermatWeber point $\mathbf{c} \in \mathbb{R}^{n} / \mathbb{R} \mathbf{1}$. Then the points $\mathbf{v}_{1}-\mathbf{c}, \ldots, \mathbf{v}_{m}-\mathbf{c}$ also form an essential set and they have a unique Fermat-Weber point 0. Let $X^{\prime}=\left(x_{i, j}^{\prime}\right)$ be the corresponding matrix of these points. Then $x_{i, j}^{\prime}=x_{i, j}-c_{j}$ for any $1 \leq i \leq m, 1 \leq j \leq n$. Note that for $S, T \subset[m] \times[n]$, if $S$ and $T$ are similar, then $x_{S}=x_{T}$ if and only if $x_{S}^{\prime}=x_{T}^{\prime}$. Then we may assume the unique FermatWeber point of $\mathbf{v}_{1}, \ldots, \mathbf{v}_{m}$ is $\mathbf{0}$.

Now we construct an undirected graph $G=(V, E)$. Let $V=[n]$. For $1 \leq i \leq m$, let $P_{i}=\operatorname{peak}\left(\mathbf{0}, \mathbf{v}_{i}\right)$ and $Q_{i}=\operatorname{valley}\left(\mathbf{0}, \mathbf{v}_{i}\right)$. Then $P_{i}, Q_{i} \subset[n]$. For $1 \leq i \leq n$, we choose an arbitrary tree $T_{P_{i}}$ whose set of vertices is $P_{i}$ and include its edges into $E$ and we choose an arbitrary tree $T_{Q_{i}}$ whose set of vertices is $Q_{i}$ and include its edges into $E$. Note that if $\left|P_{i}\right|=1$ then $T_{P_{i}}$ has no edge. Here we allow parallel edges in $G$, because $P_{i}$ may equal to $P_{j}$ for different $i$ and $j$.

It suffices to show that $G$ contains a cycle. Suppose one minimal cycle in $G$ has $r$ distinct vertices $j_{1}, j_{2}, \ldots, j_{r} \in[n]$, where for each $1 \leq t \leq r$ there is an edge connecting $j_{t}$ and $j_{t+1}$ (we denote $j_{r+1}=j_{1}$ ). By definition, there exists $i_{t} \in[m]$ such that $\left\{j_{t}, j_{t+1}\right\} \subset P_{i_{t}}$ or $\left\{j_{t}, j_{t+1}\right\} \subset Q_{i_{t}}$. In either case we have that

$$
\begin{equation*}
x_{i_{t}, j_{t}}=x_{i_{t}, j_{t+1}} . \tag{24}
\end{equation*}
$$

Then we define the two subsets $S, T$ of $[m] \times[n]$ as follows:

$$
S=\left\{\left(i_{t}, j_{t}\right) \mid 1 \leq t \leq r\right\}, T=\left\{\left(i_{t}, j_{t+1}\right) \mid 1 \leq t \leq r\right\}
$$

Then $x_{S}=x_{T}$ follows from (24). In addition, for $j \in[n]$, if $j=j_{t}$ for some $t$ then both $S$ and $T$ have one element in the $j$-th column of $M$; otherwise both $S$ and $T$ have no elements in the $j$-th column of $M$. For $i \in[m]$, both $S$ and $T$ have $\left|\left\{t \mid i_{t}=i\right\}\right|$ elements in the $i$-th row of $M$. Then $S$ and $T$ are similar.

Next we show that $S \neq T$. Suppose $S=T$, then for each $1 \leq t \leq r$, the unique element of $S$ in the $j_{t}$-th column is equal to the unique element of $T$ in the $j_{t}$-th column, which means $\left(i_{t}, j_{t}\right)=\left(i_{t-1}, j_{t}\right)$. Then we have $i_{t}=i_{t-1}$. So $i_{1}=i_{2}=\ldots=i_{r}$, which means all $r$ vertices in the cycle are chosen from $P_{i} \cup Q_{i}$. Since $P_{i}$ and $Q_{i}$ are disjoint, either all vertices are chosen from $P_{i}$ or all vertices are chosen from $Q_{i}$. Then in either case, the edges in the cycles are either all chosen from $T_{P, i}$ or all chosen from $T_{Q, i}$, which contradicts the fact that both $T_{P, i}$ and $T_{Q, i}$ are trees. Therefore $S \neq T$. Finally if $S$ and $T$ have common elements, then we can delete them to get another pair of similar subsets $S^{\prime}, T^{\prime}$, and we still have $x_{S^{\prime}}=x_{T^{\prime}}$. So we can choose disjoint $S$ and $T$.

Finally we show that $G$ contains a cycle. We compute the following sum

$$
\mathcal{K}=\sum_{i=1}^{m} \sum_{j=1}^{n}\left(d_{t r}\left(\boldsymbol{\epsilon}_{j}, \mathbf{v}_{i}\right)+d_{t r}\left(-\boldsymbol{\epsilon}_{j}, \mathbf{v}_{i}\right)\right)
$$

On one hand, since $\mathbf{v}_{1}, \ldots, \mathbf{v}_{m}$ have a unique Fermat-Weber point $\mathbf{0}$, we have

$$
\begin{equation*}
\sum_{i=1}^{m} d_{t r}\left(\mathbf{w}, \mathbf{v}_{i}\right)>\sum_{i=1}^{m} d_{t r}\left(\mathbf{0}, \mathbf{v}_{i}\right) \tag{25}
\end{equation*}
$$

for any nonzero vector $\mathbf{w} \in \mathbb{R}^{n} / \mathbb{R} \mathbf{1}$. By (22) and (23), for $1 \leq i \leq m$

$$
d_{t r}\left( \pm \boldsymbol{\epsilon}_{j}, \mathbf{v}_{i}\right)-d_{t r}\left(\mathbf{0}, \mathbf{v}_{i}\right)
$$

is $\pm \epsilon$ or zero. Then difference between the LHS and the RHS of (25) is an integer multiple of $\epsilon$. Hence

$$
\begin{equation*}
\sum_{i=1}^{m} d_{t r}\left(\mathbf{w}, \mathbf{v}_{i}\right)-\sum_{i=1}^{m} d_{t r}\left(\mathbf{0}, \mathbf{v}_{i}\right) \geq \epsilon \tag{26}
\end{equation*}
$$

for $\mathbf{w}= \pm \boldsymbol{\epsilon}_{j}$. Summing over $j$, we have

$$
\begin{equation*}
\mathcal{K} \geq 2 n \sum_{i=1}^{m} d_{t r}\left(\mathbf{0}, \mathbf{v}_{i}\right)+2 n \cdot \epsilon \tag{27}
\end{equation*}
$$

On the other hand, by Corollary 14 we have

$$
\sum_{j=1}^{n}\left(d_{t r}\left(\boldsymbol{\epsilon}_{j}, \mathbf{v}_{i}\right)+d_{t r}\left(-\boldsymbol{\epsilon}_{j}, \mathbf{v}_{i}\right)\right)=2 n \cdot d_{t r}\left(\mathbf{0}, \mathbf{v}_{i}\right)+\left[f\left(\left|P_{i}\right|\right)+f\left(\left|Q_{i}\right|\right)\right] \cdot \epsilon
$$

Summing over $i$ we have

$$
\begin{equation*}
\mathcal{K}=2 n \sum_{i=1}^{m} d_{t r}\left(\mathbf{0}, \mathbf{v}_{i}\right)+\left[\sum_{i=1}^{m}\left(f\left(\left|P_{i}\right|\right)+f\left(\left|Q_{i}\right|\right)\right)\right] \cdot \epsilon . \tag{28}
\end{equation*}
$$

Comparing (27) and (28), we get

$$
\begin{equation*}
\sum_{i=1}^{m}\left(f\left(\left|P_{i}\right|\right)+f\left(\left|Q_{i}\right|\right)\right) \geq 2 n \tag{29}
\end{equation*}
$$

Next, for $x \geq 2$ we have

$$
x-1 \geq \frac{x}{2}=\frac{1}{2} f(x)
$$

and when $x=1$ both $x-1$ and $f(x)$ are zero. Then

$$
\sum_{i=1}^{m}\left(\left|P_{i}\right|-1\right)+\left(\left|Q_{i}\right|-1\right) \geq \frac{1}{2} \sum_{i=1}^{m}\left(f\left(\left|P_{i}\right|\right)+f\left(\left|Q_{i}\right|\right)\right) \geq n
$$

So the graph $G$ has at least $n$ edges and it contains a cycle.
Proof of Theorem [11]. For $(i, j) \in[m] \times[n]$, let $X_{i, j}$ be variables. For $S \subset$ $[m] \times[n]$, let

$$
X_{S}=\sum_{(i, j) \in S} X_{i, j}
$$

We define the polynomial

$$
F=\prod_{\substack{S, T \subset[m] \times[n] \\ S \neq T \\ S, T \text { are similar }}}\left(X_{S}-X_{T}\right)
$$

Then $F \in \mathbb{R}\left[X_{1,1}, X_{1,2}, \ldots, X_{m, n}\right]$. By Lemma 16, if an $m \times n$ matrix $M=\left(m_{i, j}\right)$ corresponds to an essential set of $m$ points with a unique Fermat-Weber point in $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$, then there exist distinct $S, T \subset[m] \times[n]$ such that $S$ and $T$ are similar and $M_{S}=M_{T}$. So $F\left(\left(m_{i, j}\right)\right)=0$. As a result, the points of $\mathbb{R}^{m(n-1)}$ corresponding to an essential set of $m$ points with a unique Fermat-Weber point in $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$ are contained in the union of proper linear subspaces $V(F)$.

The immediate consequence of Theorem 11 is as follows:
Corollary 17. If we choose a random sample in the moduli space $\mathbb{R}^{m(n-1)}$ with any distribution $\nu$ with $\nu(L)=0$ for any $L \subset \mathbb{R}^{m(n-1)}$ with the dimension of $L$ is strictly less than $m(n-1)$, then we have probability 1 to get either a random sample that is not essential, or a random sample that has more than one (thus infinitely many) Fermat-Weber points.

Proof. Let $C$ be the random sample in $\mathbb{R}^{m(n-1)}$ that corresponds to an essential set of $m$ points with a unique Fermat-Weber point. Then it suffices to show that the measure of $C$ is zero. By Theorem 11, $C$ is contained in the finite union of hypersurfaces $V\left(X_{S}-X_{T}\right)$, where $S, T \subset[m] \times[n], S$ and $T$ are distinct and similar. Then for each pair of such $S$ and $T$, the hypersurface $V\left(X_{S}-X_{T}\right)$ is isomorphic to $\mathbb{R}^{m(n-1)-1}$. So it has measure zero. Thus, the measure of this finite union is still zero, and so is $C$.

Definition 18 (Tropical Determinant). Let $X=\left(x_{i j}\right)$ be an $n \times n$ matrix with real entries. Then its tropical determinant is defined as follows:

$$
\begin{equation*}
\text { trop } \operatorname{det} X=\min _{\pi \in S_{n}} \sum_{i=1}^{n} x_{i \pi(i)} \tag{30}
\end{equation*}
$$

A matrix $X$ is tropically singular if the minimum is attained at least twice in (30).

In the proof of Lemma 16, the subsets $S$ and $T$ are very similar to the terms in the tropical determinant of matrices. However the following example shows that the matrix does not need to have a minor whose tropical determinant contains two equal terms.

Example 19. [No equal terms in the tropical determinant of all minors] The following five points in $\mathbb{R}^{3} / \mathbb{R} \mathbf{1}$

$$
(1,-1,-1),(-1,1,-1),(1,1,-1),(0,-1,1),(-1,0,1)
$$

form an essential set and they have a unique Fermat-Weber point ( $0,0,0$ ) in $\mathbb{R}^{3} / \mathbb{R} \mathbf{1}$. However, let $M$ be the corresponding $5 \times 3$ matrix. No minor of $M$ is tropically singular. In addition, for every minor of $M$, its tropical determinant has no equal terms.

Remark 20. The converse of Theorem 11 is not true in general. The following three points in $\mathbb{R}^{4} / \mathbb{R} \mathbf{1}$

$$
(0,0,0,5),(0,0,3,1),(0,4,5,7)
$$

correspond to a point in the finite union of proper linear subspaces of $\mathbb{R}^{9}$ as in Lemma 16, because we can take $S=\{(1,1),(2,2)\}$ and $T=\{(1,2),(2,1)\}$. However, their polytope of Fermat-Weber point is a line segment in $\mathbb{R}^{4} / \mathbb{R} \mathbf{1}$ with endpoints

$$
(0,2,3,5),(0,3,3,5)
$$

So these three points form an essential set and they have more than one FermatWeber points.

## 4 The Fermat-Weber points within treespaces

In this section we focus on the space of phylogenetic trees. An equidistant tree is a weighted rooted phylogenetic tree whose distance from the root to each leaf is the same real number for all its leaves. Suppose $\mathcal{U}_{N}$ is the space of all equidistant trees with $N$ leaves, i.e., the set of leaves is $\{1,2, \ldots, N\}$. For positive integer $N$, we denote by $[N]$ the set $\{1,2, \ldots, N\}$.

Definition 21. The distance $D_{i j}(T)$, between two leaves $i$ and $j$ in $T \in \mathcal{U}_{N}$, is the length of a unique path between leaves $i$ and $j$. The distance matrix of $T \in \mathcal{U}_{N}$ is a $N \times N$ matrix $D(T)=\left(D_{i j}\right)_{1 \leq i, j \leq N} \forall i, j(1 \leq i, j \leq N)$, where $N$ is the number of leaves in the tree $T$. The metric of $T \in \mathcal{U}_{N}$, denoted by $D=\left(D_{i j}\right)_{1 \leq i<j \leq N}$, is a vector with $\binom{n}{2}$ entries.

Distance matrices of equidistant trees in $\mathcal{U}_{N}$ satisfy the following strengthening of the triangle inequalities:

$$
\begin{equation*}
D_{i k} \leq \max \left(D_{i j}, D_{j k}\right) \quad \text { for all } i, j, k \in[N] \tag{31}
\end{equation*}
$$

If (31) holds, then the metric $D$ is called an ultrametric. The set of all ultrametrics contains the ray $\mathbb{R}_{\geq 0} \mathbf{1}$ spanned by the all-one metric $\mathbf{1}$, defined by $D_{i j}=1$ for $1 \leq i<j \leq N$. The image of the set of ultrametrics in the quotient space $\mathbb{R}^{\binom{N}{2}} / \mathbb{R} \mathbf{1}$ is called the space of ultrametrics. This is the image of ultrametrics in the quotient space using the extrinsic metric, via the tropical metric [3].

Suppose we have a set of equidistant phylogenetic trees with $N$ leaves. They are represented by their metrics $D$ in $\mathbb{R}^{\binom{N}{2}}$ so that the space of equidistant phylogenetic trees $\mathcal{U}_{N}$ with fixed number of leaves $N$ can be represented by a union of polyhedra in $\mathbb{R}^{\binom{N}{2}}$. In the previous sections, we have shown that there might be infinitely many Fermat-Weber points of them. However, many of those points may not correspond to any phylogenetic tree. In this section, for a sample of points in $\mathcal{U}_{N}$, we consider the set of their Fermat-Weber points within $\mathcal{U}_{N}$.

The spaces of equidistant phylogenetic trees $\mathcal{U}_{N}$ with $N$ leaves have $(2 N-3)!!$ maximal polyhedra with dimension $N-2$ [5, 16, 12]. The intersection of each maximal polyhedron and the polytope of Fermat-Weber points is either empty or a polytope. Here we investigate the set of equidistant phylogenetic trees such that they form an essential set and there exists a unique equidistant phylogenetic tree that is a Fermat-Weber point of them.

We conducted simulations on Fermat-Weber points of a sample in $\mathcal{U}_{N}$ for $N=4$. We generated 60 equidistant phylogenetic trees with $N=4$ leaves using the $R$ package ape [15]. Due to the computational time, we set 60 as a sample size. Among these 60 trees, we sampled randomly subsets of sizes 4,5 and 6 . For each subsample, we computed its Fermat-Weber points within treespaces by using Maple ${ }^{\mathrm{TM}} 2015$ [2]. We counted the maximal dimension of the set of Fermat-Weber points, which is a finite union of classical convex polytopes in $\mathbb{R}^{5}$ by Proposition 6. The result is shown in Table 1.

| Sample size $\backslash$ Max Dim. | 0 | 1 | 2 |
| :--- | :---: | :---: | :---: |
| 4 | 2 | 7 | 51 |
| 5 | 6 | 15 | 39 |
| 6 | 10 | 21 | 29 |

Table 1: The maximal dimension of the set of Fermat-Weber points within the treespace: Samples with size 4,5 , or 6 phylogenetic trees with 4 leaves.

Example 22. The polytope of Fermat-Weber points of the following four trees with 4 leaves

$$
\begin{aligned}
& (32 / 109,1,124 / 673,1,32 / 109,1),(1,6 / 85,1,1,203 / 445,1) \\
& (1,1,1,310 / 783,310 / 783,1 / 265),(47 / 510,1,1,1,1,125 / 151)
\end{aligned}
$$

is 2-dimensional, while there is a unique Fermat-Weber point that corresponds a phylogenetic tree, which is $(1,1,1,1,1,1)$.

We have the following conjecture based on our simulations.

Conjecture 23. A sample in $\mathcal{U}_{N}$ like in Example 22 is the only case of a unique tree as Fermat-Weber point. In other words, if a sample in $\mathcal{U}_{N}$ has a unique Fermat-Weber point, then its unique Fermat-Weber point is the all-one vector 1.

Remark 24. We have tried to conduct similar experiments for $N \geq 5$ but the computational time was not feasible. The computational time complexity for our simulation study does not come from the number of polyhedra in the treespace, but comes from the difficulty of computing the polytope of Fermat-Weber points. See Section 6 for details.

## 5 The $k$-ellipses under the tropical metric

Let $k$ be a positive integer. Given a sample of $k$ points $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k} \in \mathbb{R}^{n} / \mathbb{R} \mathbf{1}$, the locus of points $\mathbf{u} \in \mathbb{R}^{n} / \mathbb{R} \mathbf{1}$ such that

$$
\begin{equation*}
\sum_{i=1}^{k} d_{t r}\left(\mathbf{u}, \mathbf{v}_{i}\right)=\mathbf{d}\left(\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right) \tag{32}
\end{equation*}
$$

is the polytope of Fermat-Weber points of $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}$. In this section we generalize this locus and discuss the $k$-ellipses under the tropical metric.

Definition 25. Let $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k} \in \mathbb{R}^{n} / \mathbb{R} \mathbf{1}$ and $a \geq \mathbf{d}\left(\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right)$. Then the $k$-ellipse with foci $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}$ and mean radius $\frac{a}{k}$ is the follow set of points in $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$ :

$$
\begin{equation*}
\left\{\mathbf{u} \in \mathbb{R}^{n} / \mathbb{R} \mathbf{1} \mid \sum_{i=1}^{k} d_{t r}\left(\mathbf{u}, \mathbf{v}_{i}\right)=a\right\} . \tag{33}
\end{equation*}
$$

Proposition 26. Let $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k} \in \mathbb{R}^{n} / \mathbb{R} \mathbf{1}$ and $a \geq \mathbf{d}\left(\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}\right)$. Then the $k$-ellipse with foci $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}$ and mean radius $\frac{a}{k}$ is a classical convex polytope in $\mathbb{R}^{n-1} \simeq \mathbb{R}^{n} / \mathbb{R} \mathbf{1}$.

Proof. The proof is very similar to the one of Proposition 6. Note that we can still eliminate the parameters $c_{i}$, and now the inequalities in (15) become

$$
\begin{equation*}
\sum_{i=1}^{m}\left(x_{j_{i}}-x_{k_{i}}+v_{i, k_{i}}-v_{i, j_{i}}\right) \leq a . \tag{34}
\end{equation*}
$$

So this $k$-ellipse is also a polyhedron in $\mathbb{R}^{n-1}$ and for the same reason it is bounded.

Example 27. We consider Example 7 again. Let $\mathbf{v}_{1}=(0,0,0), \mathbf{v}_{2}=(0,3,1)$, $\mathbf{v}_{3}=(0,2,5)$. Then by Theorem 圆, we have $\mathbf{d}\left(\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}\right)=(0+3+5)-(0+$ $1+0)=7$. We consider $a=8,10,50,100$. Figure 圆 shows the 3 -ellipses with foci $\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}$ and mean radius $\frac{a}{3}$.


The 3 -ellipse with $a=8$. It is a hexagon. The 3 -ellipse with $a=10$. It is a 13 -gon.


The 3 -ellipse with $a=50$. It is an 18 -gon. The 3 -ellipse with $a=100$. It is an 18 -gon.
Figure 2: Four 3-ellipses with foci $\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}$ and different mean radii.

## 6 Computing the Fermat-Weber points under the tropical metric

In this section we explain our method of computing the set of all Fermat-Weber points of a sample and discuss some computational issues. Suppose points in a sample are $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m} \in \mathbb{R}^{n} / \mathbb{R} \mathbf{1}$. Then our method consists of two steps:
(a) to compute $\mathbf{d}=\mathbf{d}\left(\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}\right)$;
(b) given $d$, to compute the set of Fermat-Weber points of $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}$.

One way to compute step (目) is to use Theorem 3 But then we have to compute all possible functions $\sigma, \tau:[m] \rightarrow[n]$ such that $\sigma([m])=\tau([m])$ as multisets. The number of such functions is $n^{m}$, which means the time complexity of this step would be exponential in $m$. In practice we use a method of linear programming, which minimizes $d$ such that all inequalities in (6) and $d \geq \sum_{i=1}^{m} c_{i}$ are feasible simultaneously.

However, for step (b), even if we have $d$, there are still many inequalities that define the polytope of Fermat-Weber points. In the proof of Proposition 66, if we eliminated the parameters $c_{i}$, then there are $\binom{n}{2}^{m}$ inequalities in (15); otherwise we may keep the parameters $c_{i}$ and get another polytope in the ambient space $\mathbb{R}^{n+m-1}$ and then project it to $\mathbb{R}^{n-1}$, but for each $c_{i}$ there are still $2\binom{n}{2}=n(n-1)$ inequalities, so we need $m n(n-1)+1$ inequalities to define this polytope. From the computations with polymake [9, there seem to be some redundant inequalities but we do not know an efficient method for step (b). Note that we used polymake since this software is one of the most efficient software to deal with polyhedral geometry. In this paper, the time complexity of our computation of all Fermat-Weber points from a given sample is not very efficient. But still we do not know the computational time complexity, i.e., finding a tropical Fermat-Weber point of the given sample is not known.

Question 28. What is the time complexity to compute the set of tropical FermatWeber points of a sample of $m$ points in $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$ in $m$ and $n$ ? Is there a polynomial time algorithm to compute the vertices of the polytope of tropical Fermat-Weber points of a sample of $m$ points in $\mathbb{R}^{n} / \mathbb{R} \mathbf{1}$ in $m$ and $n$ ?

Note that the linear system which we present here has many redundant inequalities because we simply followed the definition, without any simplification. This leads to the following question:
Question 29. In terms of polyhedral geometry, what are the facets defining a polytope for all tropical Fermat-Weber points of a given sample as well as the number of the facets of the polytope, i.e., the number of the minimal set of inequalities needed to define the set of all tropical Fermat-Weber points of a given sample?

As we have discussed above, it is very hard to compute the set of all tropical Fermat-Weber points over treespaces because of its computational time. At this moment, we can compute the Fermat-Weber points on treespaces of at most 4 leaves. As future research projects, it will be interesting to compare the set of all tropical Fermat-Weber points with summary/consensus trees, such as the majority-rules consensus tree as well as the Fréchet mean over treespaces.

## Acknowledgment

B.L. is partly supported Coleman Fellowship for this work. R.Y. is partially supported NSF Division of Mathematical Sciences: CDS\&E-MSS program 1622369. The authors also would like to thank Bernd Sturmfels for his comments on this work.

## References

[1] M. Akian, S. Gaubert, V. Niţică, and I. Singer, Best approximation in max-plus semimodules, Linear Algebra and its Applications, 435 (2011), pp. 3261-3296.
[2] L. Bernardin, P. Chin, P. DeMarco, K. O. Geddes, D. E. G. Hare, K. M. Heal, G. Labahn, J. P. May, J. McCarron, M. B. Monagan, D. Ohashi, and S. M. Vorkoetter, Maple 2015 Programming Guide, Maplesoft, Waterloo ON, Canada, 2015.
[3] D. Bernstein and C. Long, L-infinity optimization to linear spaces and phylogenetic trees, SIAM Journal on Discrete Mathematics, 31 (2017), pp. 875-889.
[4] R. Betancur, C. Li, T. Munroe, J. Ballesteros, and G. Ortí, Addressing gene tree discordance and non-stationarity to resolve a multilocus phylogeny of the flatfishes (teleostei: Pleuronectiformes), Systematic Biology, (2013), p. doi:10.1093/sysbio/syt039.
[5] L. Billera, S. Holmes, and K. Vogtmann, Geometry of the space of phylogenetic trees, Adv. in Appl. Math., 27 (2001), pp. 733-767.
[6] M. Carling and R. Brumfield, Integrating phylogenetic and population genetic analyses of multiple loci to test species divergence hypotheses in passerina buntings, Genetics, 178 (2008), pp. 363-377.
[7] D. CIESLIK, Shortest Connectivity: An Introduction with Applications in Phylogeny, vol. 17 of Combinatorial Optimization, Springer, 2006.
[8] G. Cohen, S. Gaubert, and J. Quadrat, Duality and separation theorems in idempotent semimodules, Linear Algebra Appl., (2004), pp. 395422.
[9] E. Gawrilow and M. Joswig, polymake: a framework for analyzing convex polytopes, in Polytopes - Combinatorics and Computation, G. Kalai and G. M. Ziegler, eds., Birkhäuser, 2000, pp. 43-74.
[10] P. Hall, On representatives of subsets, J. London Math. Soc, 10 (1935), pp. 26-30.
[11] J. Heled and A. Drummond, Bayesian inference of species trees from multilocus data, Molecular Biology and Evolution, 27 (2011), pp. 570-580.
[12] B. Lin, B. Sturmfels, X. Tang, and R. Yoshida, Convexity in tree spaces, SIAM Discrete Math., 31 (2017), pp. 2015-2038.
[13] D. Maclagan and B. Sturmfels, Introduction to Tropical Geometry, vol. 161 of Graduate Studies in Mathematics, American Mathematical Society, 2015.
[14] F. Nielsen and R. Bhatia, Matrix Information Geometry, Springer, 2012.
[15] E. Paradis, J. Claude, and K. Strimmer, APE: analyses of phylogenetics and evolution in $R$ language, Bioinformatics, 20 (2004), pp. 289-290.
[16] D. Speyer and B. Sturmfels, The tropical grassmannian, Advances in Geometry, 4 (2004), pp. 389-411.
[17] K. Thompson and L. Kubatko, Using ancestral information to detect and localize quantitative trait loci in genome-wide association studies, BMC Bioinformatics, 14 (2013), p. 200.
[18] Y. Yu, T. Warnow, and L. Nakhleh, Algorithms for mdc-based multilocus phylogeny inference: Beyond rooted binary gene trees on single alleles, J Comput Biol, 18 (2011), pp. 1543-1559.
[19] G. M. Ziegler, Lectures on polytopes, vol. 152, Springer Science \& Business Media, 1995.

