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Abstract

This paper is concerned with boundary integral equation methods for solving the two-dimensional
fluid-solid interaction problem. We reduce the problem to three differential systems of boundary
integral equations via direct and indirect approaches. Existence and uniqueness results for variational
solutions of boundary integral equations equations are established. Since in all these boundary
variational formulations, the hypersingular boundary integral operator associated with the time-
harmonic Navier equation is a dominated integral operator, we also include a new regularization
formulation for this hypersingular operator, which allows us to treat the hypersingular kernel by
a wealkly singular kernel. Numerical examples are presented to verify and validate the theoretical
results.

Keywords: Fluid-solid interaction problem, boundary integral equation method, Helmholtz
equation, time-harmonic Navier equation.

1 Introduction

The fluid-solid interaction (FSI) problem can be simply described as an acoustic wave propagates
in a compressible fluid domain of infinite extent in which a bounded elastic body is immersed. The
problem is to determine the scattered pressure field in the fluid domain as well as the displacement
filed of the elastic body. It is of great importance in many fields of application including exploration
seismology, oceanography, and non-destructive testing, to name a few. Under the hypothesis of small
amplitude oscillations both in the solid and fluid, the acoustic scattered pressure field and the elastic
displacement satisfy the Helmholtz equation and time-harmonic Navier equation, respectively, together
with appropriate transmission conditions across the fluid-solid interface. This problem encounters con-
siderable mathematical challenges from both theoretical and computational points of views and has been
a subject of interest in both mathematical and engineering community for many years. In particular, the
unbounded domain in which the problem is imposed causes major difficulties from computational point
of view. Our interest here is to develop efficient numerical methods for treating the two dimensional
FSI problem. There are also some inverse FSI problems and FSI eigenvalue problems being investigated
in [27] and |20], respectively.



One popular method to overcome the difficulty that the acoustic scattered wave propagates in an
unbounded domain is known as the Dirichlet-to-Neumann (DtN) method ( [9,281/29]), that is, the original
transmission problem is reduced to a boundary value problem by introducing a DtN mapping defined on
an artificial boundary enclosing the elastic body inside. Another conventional numerical method is the
coupling of the boundary element method (BEM) and the finite element method (FEM) ( |7,8}/10-14.24]).
Precisely, the BEM and FEM are employed for solving fields of the exterior acoustic wave and the interior
elastic wave, respectively.

The boundary integral equation (BIE) methods for solving the scattering transmission problem in-
cluding the acoustic transmission problem ( [5,[18,21]), the elastic transmission problem ( |2]), the elec-
tromagnetic transmission problem ( |3}6]) and the FSI problem ( [23]) have been extensively investigated
for many years. One can derive the system of boundary integral equations (BIEs) equivalent with the
original scattering problems by the direct method based on Green’s formulation and the indirect method
based on potential theory. In this paper, we derive three differential systems of BIEs for the solution of
the FSI problem. For each system, we study the existence and uniqueness results for the weak solutions
of corresponding variational equations. In addition to the so-called Jones frequency associated with the
original transmission problem, it will be shown that only the first system of BIEs to be presented in
Section 3, for the purpose of uniqueness, need to exclude a spectrum of eigenvalues which is inherited
from properties of boundary integral operators. Since all derived systems of BIEs are strongly elliptic,
consisting of singular and hypersingular boundary integral operators, appropriate regularization formu-
lations are needed for the purpose of numerical computations. For the hypersingular boundary integral
operator associated with Helmholtz equation, its expression can be transformed into one involving tan-
gential rather than normal derivatives, see |425/26] for details. With the help of the tangential Giinter
derivative ( [22]), variant representation of the hypersingular boundary integral operators associated with
three dimensional Lamé equation is given in [17]. In this paper, we will present an innovative and new
regularization formulation for the hypersingular boundary integral operator associated with two dimen-
sional elastodynamics and in the corresponding duality pairing form, only a weakly singular boundary
integral operator is involved. Numerical results will be presented to illustrate efficiency of these systems
of BIEs for solutions of the FSI problem, and accuracy of regularization formulation.

The remainder of the paper is organized as follows. We first describe the classical FSI problem in
Section [2} Using the direct and indirect approaches, and the Burton-Miller formulation based on direct
method, we reduce the original problem to three different systems of coupled boundary integral equa-
tions in Section [3] [4] and [5] respectively. In each section, we also present the corresponding variational
formulations of these systems, and carry out the uniqueness and existence analysis for the weak solu-
tion of the variational equations. In Section [6] we present an innovative regularization formulation for
the hypersingular boundary integral operator associated with the time-harmonic Navier equation and
postpone the derivation in Appendix. The corresponding variational equations are reduced to discrete
linear systems of equations by Galerkin boundary element method in Section [7] In Section [§] we present
several numerical tests to confirm our theoretical results and verify the efficiency and accuracy of the
Galerkin boundary element method. In closing the paper some conclusions and remarks for future work
are presented in Section [9]

2 Statement of the problem

Let Q C R2 be a bounded, simply connected domain with sufficiently smooth boundary I' = 9, and
its exterior complement is denoted by Q¢ = R? \ Q@ € R?. The domain € is occupied by a linear and
isotropic elastic solid, and Q¢ is filled with compressible, inviscid fluids. We denote by w the frequency,
k = w/c the acoustic wave number, c the speed of sound in the fluid, p the density of the solid and p the
density of the fluid. The problem we will solve is to determine the elastic displacement u in the solid and
the acoustic scattered pressure field p in the fluid with a given incident field p™¢. The problem states as



follows: Given p'™¢, find u € (C*(Q) N CY(Q))? and p € C%(Q°) N CH(Q°) satisfying :

A*u+pw?u = 0 in Q, (2.1)
Ap + k*p 0 in Q°

together with the transmission conditions

mn = o-(p+p™) on T, (2.3)
t = —n(p+p™) on T, (2.4)
and the Sommerfeld radiation condition
. 1({0p . B B
Tll)rglor (&ﬁ - zkp) =0, r=]lz| (2.5)

Here, 0/0n is the normal derivative on I' (here and in the sequel, n is always the outward unit normal
to the boundary), i = /=1 is the imaginary unit, x = (z1,22) € R?, n = pyw?. A* is the Lamé operator
defined by

A = pA + (A + p) grad div,

where, A, u are Lamé constants such that ¢ > 0 and A + ¢ > 0. In addition, t = Tu and T is the
traction operator on the boundary defined by

Tu:= A (divu)n + 2pg—u +un X curlu.
n
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Figure 1: Boundary value problem ([2.1)—(2.5]).

It is known ( [19]) that, for certain geometries and some frequencies w, the problem (2.1)—(2.5) is not
always uniquely solvable due to the occurrence of so-called traction free oscillations. These w are also
known as the Jones frequencies which are inherent to the original model. We state without proof of the
following result:

Theorem 2.1. If the surface T' and the material parameters (u, A, p) are such that there are no traction
free solutions, the boundary value problem (2.1))—(2.5) has at most one solution, provided Imk = 0.
Here, we call a nontrivial ug a traction free solution if it solves

A*ug+pw?uy = 0 in Q,
Tuy = 0 on T,
uy-n = 0 on T.



The proof is given in 13| and is based on a standard uniqueness result for the transmission problem
in scattering below.

Lemma 2.2. If (u,p) is a classical solution of the corresponding homogeneous problem of (2.1))-(2.5) for
Imk =0 with p"¢ =0, then p=0.

Through out the paper, we always assume that w > 0, £ > 0.

3 Direct method

In this section, the transmission problem (2.1))-(2.5)) is reduced to a system of coupled boundary inte-
gral equations consisting of four basic boundary integral operators based on direct approach. This system
of boundary integral equations is then converted into its weak formulation for the study of uniqueness
and existence of the weak solution.

3.1 Boundary integral equations

Classical solutions u and p can be represented by boundary integral equations via the Green’s repre-
sentation formula and the fundamental displacement tensor E(x, y) of the time-harmonic Navier equation
(2.1) as well as the fundamental solution v (x,y) of the Helmholtz equation in R2. In terms of the
classical analysis, u and p read

u(z) = /E(m,y)t(y) ds, — /(TyE(m,y))Tu(y) dsy, YzeQ, (3.1)
r r
2] 9p c
p@) = [ @ pw)ds, — [ o) Tw)ds,, Vo e (32)
r ony r Ny
respectively. The fundamental solution of the Helmholtz equation (2.2) in R? takes the form
i
(e y) = JHg (ke —yl), @ #y. (3:3)

Here, Hél)(-) is the first kind Hankel function of order 0. We denote by

ks = wy/p/u and k, = w/p/(A + 2u).

respectively, the shear (or transverse) and the compressional (or longitudinal) elastic wave numbers. Then
the fundamental displacement tensor E(z,y) can be written as

1 1
E(z,y) = e (z,y)L+ WV“”V”” Vi, (@,9) =, (z,y)], = #v. (3.4)

where I denotes the identity matrix. Now, letting z in equations (3.1)—(3.2) approach to the boundary I"
and applying the jump conditions, we obtain the corresponding boundary integral equations on I'

alz) = Vi) + (;1 - K) u(z), zeT, (3.5)
p(z) = (;I + Kf> p(z) — Vfg—Z(x), xz el (3.6)

Operating with the traction operator on (3.1)), computing the norm derivative for both sides of (3.2)
and taking the limits as x — I", and applying the jump relations, we are led to the following additional
boundary integral equations on I"

t(z) = (;I + K;> t(z) + Wou(z), zeT, (3.7)
%(x) = <;I - K}) g—z(x) —Wyp(z), zel. (3.8)



In boundary integral equations (3.5)—(3.8)), I is the identity operator, the boundary integral operators
related with the fluid are defined by

Vige@) = [egms, el

Kyp(z) = /8% z,y)p(y) dsy, x €T,
+ Op _ Ok dp
Kfﬁin(x) = pﬁnm(x’y>%<y)dsy’ zel,
0 Ok
Wiple) = —5- F%(%y)p(y) dsy, weTl,
@ y

and the boundary integral operators for the elasticity are defined by

Vit(z) = /FE(x,y)t(y)dsy, rzel,

K@) = [ (TB(.y) uly)ds,, o€l
K.t(z) = /F T,E(z,y)t(y)ds,, = €T,
Waa) = T, [ (T,B(.) uly)ds,, weT.

In the above equations, neglect of subindex s and f on the operators associated with the solid and fluid,
V, K, K "and W are termed respectively, the single-layer, double-layer, transpose of double-layer and
hypersingular boundary integral operators.

We combine boundary integral equations 7 together with transmission conditions (2.3))—
to obtain a system of coupled boundary integral equations for a pair of unknown functions u and
p. Therefore, to eliminate t and dp/dn, we arrive at for z € T’

Woalo) + (37 KL )mie) = (=37 +K.) pnie) = 1 (3.9)
. (;1 + K}> (u-n)(z) + Wip(e) — (21 + Kf) ag:C @) = fo. (3.10)

Since we assume that the interface I' is sufficiently smooth, the boundary integral operators are continuous
mappings for the indicated function spaces below ( [13L[17])

Ws o (HTHD)? e (HA(D))?,
K, (H*(T))* = (H*(D)),
K; :  HD)w~ HHY(D),

Wy o HTHD) — H3(T).

The unique solvability of (3.9)—(3.10)) is given in the following theorem.

Theorem 3.1. If

(a) the surface T' and the material parameters (u, A, p) are such that there are no traction free solutions,
(b) —k? is not an eigenvalue of the interior Neumann problem for the Laplacian,

the system of boundary integral equations 7 18 uniquely solvable.

Proof. The proof follows similarly as the procedure given in [23|. It is sufficient to prove that the
corresponding homogeneous system has only the trivial solution. Suppose that (ug,pg) is a solution of



the corresponding homogeneous system of (3.9)—(3.10). Now, let

u.(z) —/FE(x,y)(npo)(y) dsy —/F(TyE(w,y))Tuo(y) dsy, Yxe€Qf,

pi(e) = / ggw,y)powsy—n / (@, 9) (w0 - m)(y) ds,, Yz € Q.

Taking the limit x — I', and making use of jump relations of the single- and double-layer potentials, we
arrive at boundary integral equations:

(Tu)e) = (57 K.) (a)(a) + Wono(o). 2 T, 1)
aa]: (#) = —Wipo(z) —1n (;I+ K}) (n-ug)(z), =xel. (3.12)

Then the homogeneous form of (3.10) and (3.12)) implies that 9p;/On = 0 on I'. Under the assumption
(b) we know that p; = 0 in Q. In particular, p; = 0 on I'. Then we have

(;I+ Kf> po(z) —nVi(n-ug)(z) =0, zel. (3.13)

In addition, since u. satisfies the exterior elastic scattering problem in Q¢ with vanishing Neumann
boundary data on T, it follows that u, = 0 in Q¢. In particular, u, = 0 on I'. Then we have

m(npo)(x)+<;I+Ks> w(z) =0, zel. (3.14)

Now, let
w@) = = [ Bewomw s, - [ (0B ) s, Voew (3.15)
ple) = [ S amds, =0 [ ) w)) s, Vo e (3.16)

Evaluating the jump on the boundary I', we obtain from (3.13]) and (3.16) that

8p e 5271'

on  On
On the other hand, we derive from (3.14]) and (3.15]) that

Tu; — Tu, = —npyg and u; =uyy on TI.

=nup-n and p.=pyg on I.

Thus, (u;,p.) is a solution of the homogeneous boundary value problem of (2.1))-(2.5). This further
implies that u; = 0 in 2 and p. = 0 in Q¢ under assumption (a) which further leads to pg = 0 and ug = 0
on I'. This completes the proof. O

3.2 Weak formulation

Now, we consider the weak formulation for the system of boundary integral equations (3.9)—(3.10).
We assume that

ue (Hl(Q))2 and pe HlloC(QC)
with traces

ulp € (HY2(I'))? and p|r € HY*(D),



respectively. Then the standard weak formulation takes the form:  Given p™¢ and 9p™*¢/dn, find (u,p) €
H(T) = (H2(T"))? x H'2(T") satisfying

A(u,p;v,q) = F(v,q), V(v,q) € H(T), (3.17)
where the sesquilinear form A(-; -) : H(I") x H(I') — R is defined by

Mgy = (W) +( (51K mv)
+ n<<;I+K}> (u~n),Q> + (Wyp,q), (3.18)

and the linear functional F(v,q) on H(T') is defined by

F(V’q) = <f1,V> + <f27q>'

Here and in the sequel, (-,-) is the L? duality pairing between H~/%(T') and HY/?(T"), or (H~/%(T"))?
and (H'/2(I"))2. In order to obtain the existence of a solution of the variational equation (3.17), we need
the next two theorems.

Theorem 3.2. The sesquilinear form (3.18) satisfies a Garding’s inequality in the form
Re{A@pup)} = o (Il + 1ol )

S (L [ ey (3.19)
for all (u,p) € H(T") where >0, 5> 0 and 0 < e < 1/2 are all constants.
Proof. In (3.18)), we set the test functions (v, q) to be (u,p) and obtain

A(u,p;u,p)

= (Wsu,u) + <(;I— K;) pn,U> +77<<;I+K}> (u-n),p> + (Wsp,p).

We notice first that W satisfies a Garding’s inequality in the form ( [17])

Re{<Wfp p>} > a1||p||H1/2 (T) 61||p||§{1/2—e(p) (320)
for some constants a3 > 0, 81 > 0 and 0 < € < 1/2. From the estimates in [13] we know that
Re{(Wsu, u>} > O‘2||UH?H1/2(F))2 - 52”11”%1{1/276(1‘))2 (3.21)

for some constants as > 0, 82 > 0 and 0 < € < 1/2. Furthermore, we have

(o)) = |(row)es

CHu||(H0(I‘))2||pHH0(I‘)

¢ (IallBis a—eryye + 1913/ 1)

IN

||pHH0(r)
HO(T)

IN

IN

which follows immediately by

1 /
Re {<(21+ Kf) (u- n)ap>} > —fs (HHH?HU?*E(F))? + Hp‘ﬁ{l/?*f(l“)) . (3.22)

where 83 > 0 and 0 < € < 1/2 are all constants. Due to the same argument, we also have

1 /
Re {<(21 — KS> (pn),u>} Z —64 (Hu||%H1/2,E(F))2 + ||p||i11/2fe(p)) (323)

for some constants 84 > 0 and 0 < € < 1/2 . Therefore, the combination of inequalities (3.20] -
gives the Garding’s inequality - immediately. This completes the proof.



Now, the existence result follows immediately from the Fredholm’s Alternative: uniqueness implies
existence. Therefore, we have the following theorem.

Theorem 3.3. Under the assumptions (a) and (b) in Theorem[3.1] the variational equation (3.17) admits
a unique solution (u,p) € H(T).

4 Indirect method

We now employ the indirect method based on the potential layers to derive a system of coupled
boundary integral equations for the solution of the problem (2.1)—(2.5)). Uniqueness and existence results
are established for the weak solution in appropriate Sobolev spaces.

4.1 Boundary integral equations

In terms of the representation formulas (3.1)—(3.2)) and potential theory, we may seek the solution of
problem (2.1)—(2.5)) in the form of combined single- and double-layer potentials

u(z) = Ss(—ny)(x) — Dy(v), VzeQ, (4.1)

p(z) = Dy@)—nSp(v-n), VzeQf, (4.2)

where v and ¢ are two unknown continuous density functions defined on the space (H 1/2 (I')? and

H'/2(I), respectively. Sy and Dy are the standard single- and double-layer potentials defined on the solid

region 2. Similarly, Sy and Dy are single- and double-layer potentials on the fluid domain ¢. Taking

the limit  — T directly for (4.1), and operating with the traction operator on (4.1) and then taking the
limit x — T", we arrive at, by the jump conditions,

Vs(—m))(z) + (;I — KS> v(z), VzeTl, (4.3)

£
&
I

t(z) = @I + K;> (—nv)(z) + Wov(z), Vael. (4.4)

Taking the limit @ — I directly for (4.2), and computing the normal derivative of (4.2)) and taking the
limit « — I', we obtain, by the jump conditions,

p(z) = (;I + Kf) () —nVi(n-v)(z), Vzel, (4.5)
gz( ) = —Ws(z)+1n (;I — K}) n-v)(z), Vzel. (4.6)

In the boundary integral equations (4.3| .7 boundary integral operators are the same as defined in
Section |3 I Now, we start with the boundary integral equations (4.3]) and (4.4]) con51st1ng of the hyper-
singular boundary integral operators and utilize the transmission condltlons (2.3) and ) to derive a
system of coupled boundary 1ntegral equatlons with unknown vector (v, ). Taking the dot product with

n for both sides of (| and using and ., we have

n-Vy(-ny)+n- <;IKS>V

_ l _ 1_ , lapznc
Y AL T R o )

Similarly, beginning with (4.4) and using (2.4) and (4.5)), we are led to

(;I + K;) (—ny) + Wev

= —npi”c—{n<;1’—|—Kf)1/)—77an(n~V)}7 zel. (4.8)



By the combination of equations (4.7) and (4.8]), we immediately obtain a system of coupled boundary
integral equations on I' as below

Wev +nKpp — K;(m/)) —mVin-v) = -np™i=g;, z€Tl, (4.9)
1 ’ 1 inc
;wa"_Kf(n'v)_n'KsV_n"/s(nw) = Eagn = g2, zel. (410)

It can be seen that (4.1) and (4.2) define a solution of the fluid-solid interaction problem (2.1)—(2.5) if
(v, 1) solves the system of boundary integral equations (4.9)—(4.10). Therefore, the unique solvability of

(2.1)—(2.5) can be proved by showing that (4.9)—(4.10]) is uniquely solvable. First, we need the following
result.

Theorem 4.1. If the surface T' and the material parameter (u, A, p) are such that there are no traction
free solutions, the system of boundary integral equations (4.9)—(4.10) is uniquely solvable.

Proof. Tt is sufficient to prove that the corresponding homogeneous system has only the trivial solution.
Suppose (vg,¥p) is a solution of the corresponding homogeneous system of (4.9)—(4.10). Now, let

p(l‘) = Df(wO)_nSf(VO'n)v z €, (4'11)
u(z) = Ss(—n)(z) — Ds(ve), =€ Q°. (4.12)

Taking the limit x — I', and making use of jump relations of the single- and double-layer potentials, we
arrive at boundary integral equations:

a(z) = vs(—nwo)(x)—(;HKS)VO(Q;), zeT, (4.13)
b(z) = <;I+K;) (—mo) (z) + Wavo(z), zeT, (4.14)
pe) = (—5T+Kp) vole) Vit v)(a), w e, (1.15
g—i(x) _ —sz/)o(x)—n<;l+K}> (n-vo)&), zeT. (4.16)

Combinations of (4.14) and (4.15), and (4.13)) and (4.16|) yield, respectively

t+pm = sto—l—anwo—K;(nwo)—nan(n~v0):O on T,
1 1 ,
n—ngz = %wao—i-Kf(n-vo)—n~st0—n-Vs(nw0):O on T,

since (vo, o) is a solution of the corresponding homogeneous system of (4.9)—(4.10). Hence u and p
solve the following homogeneous fluid-solid interaction problem consisting of

Ap+k’p = 0 in Q, (4.17)
A*u+pPu = 0 in QF°, (4.18)
t = —pn on F, (419)

10p
. = —— r 4.20
u-n o on on (4.20)

together with elastic radiation conditions ( |15,[23]) for u given in terms of the pressure wave u, and
the shear wave u, associated with the wave numbers k, and k,, respectively. It follows from the Green’s



formulation and the transmission conditions (4.19)—(4.20)that
/ u-Tuds = /u~Tﬁds+a(u,u)
T r
= —/u-nﬁds—i—a(u,u)
r

1 [ Op_
—;/Pa—npds—&—a(u,u)

1
= —Eb(p,p) + a(u,u), (4.21)
where
a(u,u) = / [)\|V cul? +2u&(u) : E(u) — pw?lul?| da, (4.22)
Qg
W) = [ (90 = KIpP) da, (4.23)
and

E(u) = % (Vu+ (Vu)").

Here, I', is the circle of radius a and center zero enclosing €2, €2, is the region between I and I',. Since
Ima(u,u) =0 and Im b(p, p) = 0, taking the imaginary part of (4.21) gives

Im (/ u~Tuds) =0.
Ta

From the radiation condition for u we know

Im(/ u~Tuds>—>—w/ [u*?ds as a— oo
Lo |z|=1

where u™ = (up°,ug®) is the far-field pattern of the scattered wave u. Then we conclude that u> =0

which implies that u = 0 in Q¢ by Rellich’s lemma and unique continuation. In particular, u = 0 and
Tu =0 on I Hence p = 0 and 9p/On = 0 on I". Then Holmgren’s uniqueness theorem implies that
p =0 in . Consequently, we see that

Yo=pt—p =0, vo=u —ut=0

as expected, where we have denoted by f~ and f~ the limits of the function approach to I' from Q and
Q°, respectively. This completes the proof. O

Next, we show that the solution of the system (4.9)—(4.10) exists by considering its weak formulation.

4.2 Weak formulation

The weak formulation of the system (4.9)-(4.10) reads: Given p'™° and 9p™™¢/on, find (v,) € H(T)
satisfying

B(v,;w,p) = G(w,p), VY (w,¢)e H(T). (4.24)
The sesquilinear form B(-; -) : H(T') x H(T') — R is given by
Bvwiweg) = (W) = (- Vilah). )+ (50 -v).0) = (n- Kov )
+  (Wov,w) —n(nVi(n-v),w) + (K, w) — (K, (n), w) (4.25)

10



and the linear functional G(w, ¢) on H(I') is defined by

G(w,9) = (91, W) + (92, ) -

In order to show the existence of a weak solution of the variational equation (4.24)), we need the next two
theorems.

Theorem 4.2. The sesquilinear form (4.25) satisfies a Garding’s inequality in the form

Re{B(v,wiv, )} = a (Vs + 160130
— B (IMPssacerye + 10 (4.26)
for all (v,v) € H(T") where a >0, >0 and 0 < € < 1/2 are all constants.

Proof. The proof follows strictly that of Theorem In (4.25)), we set (w,p) to be (v,1), and thus
obtain

(Wb, ) = (n- Vo(nah), ) + (Kp(n - v), %) = (n- Kv, )

Wov,v) = n(nVi(n-v),v) + (nK s, v) — (K (ny),v).

B(v,¢;v,¢) =

+
/\3\)—‘

We first notice that

Re {(Wyy,¥)}
Re {(Wsv,v)}

v

atll0 210y = Bilblps /ooy (4.27)

Z 042||V||%H1/2(r))2 - 52“"”%{1/276@)- (4.28)

V

where a1, a0 > 0, 81,02 > 0 and 1/2 > ¢ > 0 are all constants. Similarly, we also have
Re{—(n-Vim), o)} > —Balllde o) (4.29)
Re {—<an(l’l : V)7 V>} > _ﬁ4HVH%H1/2—€(F))27 (430)

and
Re {(Kj(n-v),9) = (n- Kov,v) + (K0, v) = (K (09),v) }
> 5 (IVWyass-<qryys + 10 3pasaery ) (4.31)

where 8; >0, j = 3,4,5 and 1/2 > € > 0 are constants. The inequality (4.26) then follows immediately
from (£.27)-(£.31). O

Theorem 4.3. If the surface I' and the material parameter (u, A, p) are such that there are no traction
free solutions, then variational equation (4.24) has a unique solution (v,v) € H(T).

We note that the uniqueness of variational equation (4.24]) is an immediate result of Theorem
Again, Garding’s inequality and the uniqueness lead to the existence of a weak solution of variational

equation (4.24)).
5 Burton-Miller formulation based on direct method
In this section, we apply the Burton-Miller formulation to boundary integral equations from the

direct method in order to remove irregular values of —k2. We also study the uniqueness and existence of
the weak solution for the derived system of boundary integral equations.
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5.1 Boundary integral equations

We now combine the boundary integral equations (3.6)—(3.8) together with transmission conditions
(12.3)—(2.4) to obtain a system of coupled boundary integral equations for a pair of unknown functions u
and p, i.e.,

Woalo) + (51K ) o)) = f (5.1)
. (;1 iy ffvf> (u-n)(2) + {5 (;1 - Kf) + Wf} p@) = o (5.2)
where
o= (3remeov) 2w,

and f is a constant at our disposal. The unique solvability of (5.1)—(5.2) is given in the following theorem.

Theorem 5.1. If

(a) the surface T' and the material parameters (u, A, p) are such that there are no traction free solutions,
(b) ImpB#0,

the system of boundary integral equations 7 is uniquely solvable.

Proof. Tt is sufficient to prove that the corresponding homogeneous system has only the trivial solution.
Suppose that (ug,pg) is a solution of the corresponding homogeneous system of (5.1)—(5.2). Using the
same notations in Theorem we obtain from the homogeneous form of (5.2)) that

Op;
on

+pBpi=0 on TI. (5.3)

Applying Green’s second identity to p; and its complex conjugate p; we obtain

o
I

/Q (piApi — Dilp;) dx

Il
S—
A~

=
Q|
3‘?\
|
S
SISy
~_
Q.
V2]

I
[\
-~
—
B
™
S—
=3
S
Q
V2l

Then it follows that p; = 0 on I" provided that Im 3 # 0 and equation (5.3) yields also dp;/0n =0 on T
The rest of the proof follows immediately from the same techniques described in Theorem O

5.2 Weak formulation

The system of boundary integral equations (5.1)—(5.2) is converted to its variational formulation which
takes the standard form: Given p™¢ and Op*™°/0n, find (u,p) € H(T') satisfying

Clu,p;v,q) = H(v,q), V(v,q) € H(I). (5:4)

The sesquilinear form C(u,p;v,q) : H(I') x H(T") — R is given by
C(u7p;vaq) = <W3u,V> + <(;IK;> pn,v>
1 / 1
+ n<(2I+Kf +ﬁVf) (u~n),q> + <{B <21—Kf> +Wf} p,q> (5.5)
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and the linear functional H(v,q) is defined on H(T') by

H(V,q) = <f1,V> + <J’FQ7q>

In order to show the existence of a weak solution of the variational equation (5.4), we need the next
theorem.

Theorem 5.2. The sesquilinear form C(u,p;v,q) satisfies a Garding’s inequality in the form
Re{Cupup)} = a ([l + 1o )

- B (HuH?Hlﬂ—e(r))Z + ||p||i11/2—e(r)>
for all (u,p) € H(T') where a >0, >0 and 0 < e < 1/2 are all constants.

Proof. 1t can be proved by following the same arguments in Theorem 4.2. 0

Now, the existence result follows immediately from the Fredholm’s alternative: uniqueness implies
existence. Therefore, we have the following theorem.

Theorem 5.3. The variational equation (5.4) admits a unique solution (u,p) € H(T') under the same
assumptions in Theorem [5.1]

Remark 5.4. It can be seen from Theorem 5.2 that with the help of choosing purely imaginary value f3,
the condition (b) in Theoremfor the uniqueness of direct method can be removed by Burton-Miller
formulation. This technique can also be applied for indirect boundary integral equations, see [(25] for
example. In addition, it can be observed that except the Jones frequency, there is no excluded spectrum of
eigenvalues for the indirect method proposed in this paper without the help of Burton-Miller formulation.
We also numerically discuss the solvability of the proposed three methods in Section 7.

6 Regularization formulations for hypersingular boundary inte-
gral operators

In all the above variational formulations of boundary integral equations, we see that hypersingular
boundary integral operators for the Helmholtz equation as well as for the time-harmonic Navier equation
are dominated boundary integral operators. They will play a crucial role in the numerical implemen-
tation. From computational point of view, as is well known, it is difficult to obtain accurate numerical
approximation for boundary integral operators with highly singular kernels. For this reason, we now
present regularization formulas for these hypersingular operators which will allow us to treat hypersingu-
lar kernels in terms of weakly singular kernels instead. These formulas will be employed in our numerical
experiments to appear in a forthcoming communication.

Recall the fundamental solutions of the Helmholtz equation and of the time-harmonic Navier

equation ([2.1]) given respectively in (3.3) and (3.4)), namely

2
(e.y) = (H' (klz —y))

1 1
E(z,y) = ks (z,y)I+ WVJEVI (Ve (2, y) = W, (2, 9)]

with acoustic wave number k, and shear and compressional wave numbers denoted by

ks =wy/p/p,  ky=w\/p/(A+2p).

For the sake of simplicity throughout this section, we denote by R(z,y) = &, (z,y) — Yk, (2,9), Nz =
(nl,n2)T the outward unit normal at z € ', t, = (—n2,nl)7 the tangent vector, V, = (0/0z1,0/0z2)T
the gradient operator and d;; the Kronecker delta function of 7 and j.

We begin with the regularization formulation of the hypersingular boundary integral operator Wy
associated with the Helmholtz equation. Similar to Lemma 1.2.2 in [17], we have the lemma.

13



Lemma 6.1. The operator Wy can be expressed as a composition of tangential derivatives, the outward
unit normal and the simple layer potential operator Vi taking the form

Winte) = 5y () (0) ~ al vy om) o) (6.1)

Next, we present the regularization formula for the hypersingular boundary operator Wy for the time-
harmonic Navier equation in the next theorem and postpone the derivation to Appendix A. Here, we set
A=10,-1;1,0].

Theorem 6.2. The hypersingular boundary integral operator Wy associated with the time-harmonic
Navier equation can be expressed as

Wou(z) = pki / {nony R(z,y) — ngn, Iy, (2,y) — Angtym, (2,9) } u(y)ds,
r
+ 2,u2k§/AE(m7y)nftyu(y)dsy
r

dE(z,y) du(y) 4p? / dyi, (2, y) du(y)
— 42 . d z d
H /p ds, dsy Sy A4 2u ds, dsy Sy

+ 2 / n, VT Rz, y) AT
T ds

y
- QM/AVwR(a:,y)ngdu(y
r

ds,
)

2
is, dsy, (6.2)
or
Wou(z) = uk? /F {n.ny R(z,y) —ngn, Iy, (2,y) + Angt, v, (2,y)} uly)ds,
dE(z, y) du(y) p? / d, (2, y) du(y)
_ 4 2 ’ P
a /F ds, ds, dsy + A+2u ds, dsy dsy
+ 2 nszR(x,y)Adu(y)dsy
T dSy
d
+ 2 [ AL (Y, R p)n]u()ds, (6.3)
r Sz

Based on the regularization formulations presented in Lemma and Theorem an integration by
parts yields for all u,v € (Hl/z(l“))2 p,q € HY?(T) that

(Wyp,q) / / ‘Z( dsyds, — K / / 0,7 (2, )p(y)a()dsy ds,

(Wou,v) = ,qu// nz TR n nnyk Anftyyks]u(y)}dsydsl.
+ 2/1%5//7(3:) . {AE(x,y)nftyu(y)}dsxdsy
du(y)
+ // dsw [ (z,9) is, ]dsydsx
du(y)
+ 2,u/ /V(x) : {nfoR(x,y)Adu(y)}dsydsm
rJr dsy
- 2#//7( AV R(z,y)n,, rduy) dsydsz,
rJr dsy
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or
(Wsu,v) = ,ukg//V(x)-{[nxngR—nfnyIfyks+An£ty7ks]u(y)}dsyd8m
rJr
dv(z) du(y)
442 A ) 1) b U4
e [ [ e T s,
4y dv(z) du(y)
- b L L e Y sy,

+ 2 /F /F V(J;)-{nwng(x,y)Adzij)}dsydsl

- QM/F/Fde)

7 Galerkin boundary element method

-{AV,R(z, y)n?;u(y)} dsydsy.

In this section, we describe the procedure of reducing the Galerkin equation of , and
to their discrete linear systems of equations. Consider the direct method for example and let Hj,
be a finite dimensional subspace of H(I'). The Galerkin approximation of reads: Given p'™¢ and
Op™c/on, find (un,pn) € Hy, satisfying

A(ap, prs v, an) = F(Vi,an), Y (Vi qn) € Ha. (7.1)

Theorem 7.1. Suppose that

(a) the surface T' and the material parameters (u, A, p) are such that there are no traction free solutions,
(b) —k? is not an eigenvalue of the interior Neumann problem for the Laplacian,

(c) Hp, is a standard boundary element space satisfying the approximation property.

Then there exists a constant ¢ > 0 independent of (u,p) and h such that the following estimate holds for
t<s

1(w, ) = (wp, o1 )| are oyy2 ey < b1, p) || (e (0y)2 x 2 (1)

Proof. The proof can be completed by introducing the BBL-condition and the analysis of the Galerkin
equation given in |16]. We omit it here. O

Now we describe briefly a procedure of reducing the Galerkin equation ([7.1) to its discrete linear
system of equations. Let x;,7 = 1,2,..., N be the discretion points on I' and I'; be the line segment
between x; and z;41. Then the boundary I' is approximated by

~ N
I= U T,
=1

Let {p;},i = 1,2,...,N be piecewise linear basis functions of Hj,. We seek approximation solutions
Uy, = (up, pr) in the forms

N N
up(z) = Z w;pi(r), pn(z)= Zpi%(l"),

where u; € C? and p; € C are unknown nodal values of u; and pj, at x;, respectively. The given Cauchy
data are interpolated with the form

N N
pinC(z) — sz:nc@i(x)a vpinc — Zgéncgai(x),
=1 =1
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where pi"¢ € C and gi"® € C? are function values of p™™¢ and Vp'™® at interpolation points. Then
Substituting these interpolation forms into ([7.1) and setting ¢;,7 = 1,2, ..., N as test functions, we arrive
at the linear system of equations

A, X =Fy, (7.2)
where
r 1
Ah — L Wsh (§Ih _Ksph):| ,
17 (31 +Kipn) Wi
_ X
X - _XQ] ,
1
—31, + Kgpn) by
o v
" L (%I;lz— + Kfph) by
and
X, (u ,u , ..,uE)T,
X2 = (p17p27 7pN)T7
bl = ( i ap,L2n67 7pZ[\wa)Ta
b2 = ( ) g%nc7 9 gMLC)

The stiffness matrix Ay consists of block matrices with corresponding entries defined by

Warliod) = [ (Wagp)pids
Win(i,j) = /f(waj)%ds,
Kanlid) = [ (Kigm)eds.
Kin(iod) = [ (KjlenT)oids,

I,(ij) = /yjn%« ds.
N

For the implementation of the stiffness matrix Ay, we refer to the numerical strategy described in [1] for
solving exterior elastic scattering problem. The computational formulations are omitted here. We denote
B;, and Cj, the corresponding stiffness matrix for the indirect method and Burton-Miller formulation.

8 Numerical experiments

In this section, we present two numerical tests to demonstrate efficiency and accuracy of the presented
systems of BIEs, the regularization formulation and the numerical scheme for solving the fluid-solid
interaction problem. Numerical simulations are performed under the system of Matlab software using a
direct solver for corresponding linear systems.

We first introduce a model problem for which analytical solutions are available for the evaluation of
accuracy. We consider the scattering of a plane incident wave p¢ = e***'d with direction d = (1,0) by a
disc-shaped elastic body of radius Ry, and thus we could write the solution of 7 in the forms

p(r,0) = Z A HY (kr) cos(nb),
n=0
u = Vp-Vxy
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with

p(r,8) = ZBan(kpr)cos(nH),

n=0
G(r,0) = > Codu(ksr)sin(nd),
n=0

where the coefficients A,,, B, and C,, are to be determined. According to the transmission conditions
(2.3)—(2.4), we are able to obtain a linear system of equations as

Ean = €n,

where X,, = (A,,C,,D,)", the system matrix E, = [Eﬁf] and the right-hand vector e, = [e%L
i,j = 1,2,3. Their elements (identified by the super-script) are computed using the following formulations

EY = —HWY (kRy) + o HO (kRy),
kRy
12 hWQkP n
E} = = Jn—1(/€pRO)—%Jn(kpR0) g
2
B3 = PTG R
n kry ks fo):
EY = 0,
2unk 2u(n®+n
g2 - &£ pJnfl(k‘pRo)—Lz)Jn(kpRO)’
Ro RO
2u(n? +n k2R3 2k
E® = “( R)2 H 0 7, (ks Ro) — ; Jn-1(ksRo),
0 0
E3 = HV(kRy),
2u(n? +n k2R3 24k
E® = 1 R)2 K 0J(k Ry) — Zpan(kpRO)a
0 0
2unks 2u(n* +n)
B3 — (ks - J.(ks
3 7 Jn_1(ksRo) 2 Jn(ksRo),
and
eh = " |Jua(bRo) = pEdu(kRo) |
ez = 0,
6}1 = _enian(kRO)'

For this model problem, the Jones frequencies can be determined by the zeros of |det E,|. In addition,
the eigenvalues of the interior Neumann problem for the Laplacian are related with the zeros of

" J.(kRo), necL.

J) (kRy) = —Jpnt1(kRo) + R

Example 1. In this example, we test the accuracy of proposed numerical schemes for solving the two
dimensional fluid-solid interaction problem. We consider the above model problem with Ry = 0.01m,
and ¢, = 3122m/s, ¢, = 6198 m/s. Here, ¢, ans ¢, are the wave speeds of shear wave and pressure wave

in the solid defined by
\/7 A+ Zu
Cs =
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The speed of sound in water is ¢ = 1500m/s, and the density of water is py = 1000 kg/mg7 respectively.
The density of aluminum p = 2700kg/ m®, and the frequency w = 50w kHz. We apply the direct method
and Burton-Miller formulation to obtain the numerical solutions (up,pp) on I' and present the results
for N = 64 in Fig. 2] and [3] respectively. It can be seen that the numerical solutions are in a perfect
agreement with the exact ones. We also list the numerical errors of two methods in Table [I] and
respectively and these results verify the optimal convergence order

U — Unllz2ry2x 2@y = O(1/N).

Next, we consider the indirect method by which we first compute the numerical solutions (vj, ) on T,
then use the representations (4.1)(4.2) to calculate the numerical solutions uy, on I'g, /2 and pj, on I'sg,,
where

[, :={zeR?:|z|=r}

The exact and numerical solutions are presented in Fig. [] by choosing N = 1024, showing the perfect
agreement with each other. Corresponding numerical errors are listed in Table [3] verifying the achieve-
ment of the optimal order of accuracy.

Table 1: Numerical errors of direct method in L?-norm with respect to N for Example 1.

N | |lu—wupl[z2ry)> | Order | [[p — pallz2ry | Order
64 1.35E-16 - 3.10E-4 -
128 4.66E-17 1.53 1.24E-4 1.32
256 2.35E-17 0.99 5.95E-5 1.06
512 1.24E-17 0.92 3.01E-5 0.98
1024 6.24E-18 0.99 1.53E-5 0.98

Table 2: Numerical errors of Burton-Miller formulation in L?-norm with respect to N for Example 1.

N | |lu—wpl[z2ry> | Order | |[p — pallz2y | Order
64 1.37E-16 - 3.03E-4 -
128 5.07E-17 1.43 1.20E-4 1.34
256 2.62E-17 0.95 5.79E-5 1.05
512 1.37E-17 0.94 2.93E-5 0.98
1024 6.91E-18 0.99 1.49E-5 0.98

Example 2. In this example, we demonstrate the occurrence of irregular frequencies of proposed
three systems of BIEs for solving the fluid-solid interaction problem. We consider the above model
problem and choose A=1, u=2,p=1, pf =1/2, Ry =1 and k = w. For w € [5,10], we conclude from
the values of |det E,,| that

w = 7.2629

Table 3: Numerical errors of indirect method in L°°-norm with respect to N for Example 1.

N | lu—wnl[(zry, 002 | Order | [Ip— pallpeeryy,) | Order
64 1.24E-14 - 2.11E-3 -
128 6.22E-15 1.00 9.87E-4 1.10
256 3.12E-15 1.00 4.80E-4 1.04
512 1.56E-15 1.00 2.37E-4 1.02
1024 7.82E-16 1.00 1.17E-4 1.02
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Figure 2: Numerical solutions (up,pp) on I' of the direct method and corresponding exact solutions for
Example 1 with N = 64.
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is the only Jones frequency. Correspondingly, —k2 is an eigenvalue of the interior Neumann problem for
the Laplacian when

w = ©5.3175, 5.3314, 6.4156, 6.7061, 7.0156, 7.5013,
8.0152, 8.5363, 8.5778, 9.2824, 9.6474, 9.9695.

Log-log plots of the values |det Ay|, |det By| and |det Cp,| with respect to w are presented in Fig. [5] [6]
and [7] respectively. We can see that the major dips appearing in these figures are consistent with the
theoretical results. For the specified values of w denoted using black square in these figures, it can be
found that they are the minimum points of |det E,,|.

‘ID"?ﬁ | A T TT 1 T T T LU Y.
I [ | | 1] I
I [ | I I
I [ | I I
102 I 1o 1 | in |
I [ | I |
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[ | I ] I
1038 I [ 1 1 il !
55 i 65 7 75 B 85 9 85 10

Figure 5: The solid line: log-log plot of values |det Ay| vs. the frequency w; the vertical dashed line:
Neumann eigenvalue; the vertical dotted line: Jones frequency.

9 Conclusion

In this paper, through direct and indirect methods, three systems of boundary integral equations are
presented for the solution of the two dimensional fluid-solid interaction problems. Uniqueness and exis-
tence results have been established for the corresponding variational formulations. These systems can be
extended for solving the three-dimensional problem without significant difficulties. A new regularization
formulation for the computation of the hyper-singular boundary integral operator associated with the
time-harmonic Navier equation in the elastic domain has been derived. Numerical results are presented
to validate the regularization formula and the numerical scheme. Applications of these formulations to
inverse problems and eigenvalue problems, and investigations on the preconditioning technique for these
systems will envision our future work.

A Proof of Theorem [6.2]

For interested readers, we give the derivations of the regularization formulas (6.2]) and (6.3 presented
in Theorem [6.2] in this appendix. First we need the following alternative representation of the traction
operator
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Figure 6: The solid line: log-log plot of values |det By| vs.

Jones frequency.

Figure 7: The solid line: log-log plot of values |det Cp| vs.

Jones frequency.
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Lemma A.1. The traction operator can be rewritten as

ou

T,u(z) = A+ p)n,(Vy -u) + o + pM(0, nz)u (A1)
where the operator M(0,,n,) is defined by
ou
M(9,,n,)u(x) = F +n, xVxu—n,(V, u).
Moreover,
M(,, . )u(z) = Ads(x). (A.2)
S

Here, the elements in M(0,,ny) are also called the Ginter derivatives ( [22]).

We also need following preliminary results concerning applications of Giinter derivatives to various
expressions.

Theorem A.2. For the fundamental displacement tensor E(xz,y) defined by (3.4), we have

Mk, (7, y) I
ony

+ M(9,n:) 2pE(, y) — ., (2, 9)1], (A.3)

T,E(z,y) = —nxsz(m,y)Jr

where R(z,y) = i, (€, Y) — Y, (2,9)-
Proof. Let

1 1
B(2) = S @+~ Vo Ve [k, () =, (@)]
where
1
() = $Hy' (Kla])

with k = ks or k,. Then it’s sufficient to prove that
M, (x)

_ T
T,E(x) = —n,V, R(x) + o,

I+ M(0y,ny) 2uE(x) — i, (2)I]. (A4)

For some matrix A or vector B, we denote (A);; and (B); their Cartesian components respectively. Then
we have

_ 1| op(x) 10 1 o
T [ ox; + k2 5@3 (%s () %p(x)) + 2 6%(%? (%S () =k, (x))
— l a’}/k‘s (I) i a 2 2
= u o Ean B @ =k (@)
B 1 Ow,(x)
A +2p Ox (A.5)
where 4,5 = 1 or 2 but j # i. Similarly, for i, = 1 or 2 we have
OE(z) Lo~ [0 (@) 1P
~ x ; i T 73 A A o Tk \T) — A.

< g )ij H ;n"L oz o+ k2 0x;0z ;0 (e, (@) =, (2) (A.6)
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and

(M(0z, 02 ) Ei()) 5

2
1 (‘3 0 1 0?
- - -2 R - . A.
Therefore, from , and (A.7) we have
OE(z
(B, = O (7B, 4 ) u(M(@sn)B),
T ij

+ ZM(M(aa:vna:)E<x))ij

0 [t 1 & O, ()

= ”1873] )\+2M’Ykp($)+k?;67wl2(’Yk.;(f)*’Ykp(x)) + on, 0ij

+ (M m0) (@) + 2V, 0, ) (@),

ij
; 0 [Atup 1y 2 s Ny
xaxj _)\+2/,L7kp(x) kjg (ks’yks(x) kp’ykp(x)) + anw 61]
= (M(0z,m2) v, (2));; + 20(M (05, 0z ) E(2)),;

OR(z) Ok

= —n; oz, + an; 65 — (M(9, nz) Yk, (x)(x))”
+  2u(M(0z, n,)E(2)),;- (A.8)
and this further leads to (A.4) which completes the proof. O

Theorem A.3. The operator K, can be expressed as

Ksu(z) = /FWu(y)dsy—/FVyR(x,y)ngu(y)dsy
[ ) = (o) IM, ) s, (A.9)

Proof. As a corollary of Theorem [A-2] we have
O, (7, y
TB(.y) = VR + DD M@, n,) uB.y) (201
Y

Therefore,
= [P s, ~ [ (o, 7RG s,
/F( (3y,ny) 21E(z,y) — ., (@, 9)T)" uly)ds,. (A.10)
Regarding the last integral in , integration by parts gives
[ M0, ) s, = = [ M(@ym, ) (o)t ds,
_ /FAd%S(T/’y)u(y)dsy

ds,

- / i, (2, ) M(Dy, 1, u(y)ds, (A.11)
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and similarly,

/(M(ay,ny)E(z,y))Tu(y)dsy:/E(ﬂf’y)M(ay’ny)U(y)dSy-
r r

The proof is hence established by a combination of (A.10)), (A.11) and (A.12).

(A.12)

O

We are now in a position to complete the proof of Theorem [6.2} We know from Theorem [A3] that

Wu(z) = -T,Ksu(z)
/FTz (VyR(z,y)n,u(y)) ds, — /FTw (MU(Z/)) ds,

ony

- / T, (2UB(z,y) — 7. (2, 9) )My, n, u(y)) ds,

g1(r) — ga(x) — g3(x),

where

&1 () = / T, (V,R(z, y)nTu(y)) ds,,

_ k. (2, y)
) = [ (P50 as,
and
g5 (2) = / T, (2uB(z,y) - . (2, y))M(3y, my)u(y)) ds,.

Therefore, (A.1l) implies that

g1 (x) /FTm (VyR(m,y)ngu(y)) ds,
= —(A —&—M)/nxnyTAR(x,y)u(y)dsy
r
+ 2,u/rM(ay,ny)VmR(%y)ngu(y)dsy
+ 'u/r (E?anx (VyR(x,y)) — M(0z,1n,)VyR(z, y)) ngu(y)dsy
+ QM/F (M(am’ nm)VyR(m7 y)ngj; - M(aya ny)sz(xa y)ng) u(y)dsya

gi0) = O+ [ 0o, ARG puG)ds,
+ 2/1/FM(@w,nx)VyR(x,y)ngu(y)dsy
+ u/r <(;2x (VyR(z,y)) — M(0,, nx)VyR(z,y)) ngu(y)dsy.

We are able to show that

0
ong

(VyR(2,y)) = M(8z, 1)V, B(z,y) = —AR(z,y)n,
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(A.13)

(A.14)

(A.15)



and

M (95, 12)Vy R(z, y)ny — M(9y, n,) Vo R(z, y)ng

1
= Apk? (E(JC, y) — ;’Y}cs (m,y)I) nftw

and these further yield

(A+2/~t)/F [E29k, (z,y) — koym, (x,y)] ngn] u(y)ds,

0 -1 1
i [ | (B - Sow ot ) e utas,
r K

+ 2 [ M(0,m,)9.R(z.pndu(y)ds, (A.16)
I

g1 ()

+

gi(e) = (A+2p) / K2, (2. 9) — K2y, (2. 9)] nanlu(y)ds,

+ 2 [ MO0 )V, R )] ulo)ds, (A17)

Similarly, from (6.1) and . we have
i, (x,
r

8ny

= ()\+M)/ aa (Vo k. (2, 9)) uly)ds,

d
+ u / %dix = d( as y + 1k / ngny v, (2, y)u(y)ds,
= T

+ / M(8,,n,) [ 2 (=, y)> u(y)ds,. (A.18)

ony

In addition, from (A.1]), there holds

Ba0) = [ To(GrBG.) ~ o () DM,y u(o) ds,
= 2 [ LB MO, )u)ds,

) [ T e M@y m Jua)ds,
[ G M@, (s,

. / M(D,, 1), (2, 5)M(D,, 0, u(y)ds,
I

27



Then (A.3)) leads to
0 x,
go0) = u [ PN, 0, u)ds,

r Ny

— 2u [ 0, Vi R(z,y)M(9y, ny)u(y)ds,
T

4 [ M@, 0B ) M@, 0, uly)ds,
T

- 3u/rM(ax,Ha:)%s(xay)M(ayany)u(y)dSy

- ()\—l—,u)/FnwVE'yks(:C,y)M(ﬁy,ny)u(y)dsy. (A.19)
Let
g1() = | M(Osn ) (. y)M(@y:m, o) ds,. (4.20)
r
2) = [ M0r 0, B )M, 0, ) u(3)ds,. (A21)
From (A.2), we arrive at
dyk,(z,y) ,odu(y) / dyk, (2,y) du(y)
= = A ds, = — | —=—12——="(d A.22
g4(7) /F dsg ds, 5y r dsg dsy % ( )
_ du(y)
gs(x) = /dsx [ Vi, xy)[—i— V VyR(z, )]A is, ds,
1 /dmx,y) duty)
wjr  dsy ds,
1 du(y)
+ e d (VyVyR(z,y) — AyR(x,y)) is, ds,
_ /dE(x,y) du(y )dsy_f/ des(w,y)didsy
r dsg dsy wlr  dsy  dsy
1 d ., ) du(y)
e ) s (k2 (z.y) — ko, (2. 9)) is, ©
_ / dE(z,y) du(y) , 1 / d, (z,y) du(y)
= Sy — dSy
r dsg ds, A+2u Jp  dsy dsy
1 [ dy,(z,y) du(y)
- — | === s, A2
,u/p dsy dsy dsy (A.23)
Therefore, combining (A.19), (A.22)) and (A.23)) yields
O (z,
gale) = [ YN, s, — 20 [ 0,V R pM©,00, )uly)ds,
dE(z,y) du(y) / dk, (z,y) du(y)
qu2 | = 2T _ 2R AT I
oo /F dsy  dsy dsy = r dsg dsy dsy
T / d, (2,y) du(y) |
A+2u Jr dsy dsy Y
- ()\—l—u)/FnwVf'yks(ac,y)M(ay,ny)u(y)dsy. (A.24)
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Additionally, let

o) = [ (M@ n) P ugy) 1 DD N, 0, uly)| s,

ha(o) = [, [aiywzm (2 9))u(y) — Vi, (2, 5)M(D), ny>u<y>} ds,.

Due to integration by parts, we obtain

(o) = [ (MO0 P N, ) P agas,

ony ong

= B [ (g anttut)ds, (A.25)

I
and
8 T d T
hy(z) = n | 5= (V. (z,y)uly) + ——(Vyk, (z,y)) Au(y) ) dsy
r Ny dsy
= K / Ve (2, y)n.n] u(y)ds,. (A.26)
I

Hence the proof of (6.2 is completed by following a combination of (A.16), (A.18), (A.24), (A.25) and
(A.26). In addition, (6.3) is a consequence of (A.17)), (A.18), (A.24), (A.25) and (A.26]). O
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