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LARGE TIME APPROXIMATION FOR SHEARING MOTIONS1

GIUSEPPE SACCOMANDI∗ AND LUIGI VERGORI†2

Abstract. Small- and large-amplitude oscillatory shear tests are widely used by experimentalists3
to measure, respectively, linear and nonlinear properties of visco-elastic materials. These tests are4
based on the quasi-static approximation according to which the strain varies sinusoidally with time5
after a number of loading cycles. Despite the extensive use of the quasi-static approximation in solid6
mechanics, few attempts have been made to justify rigorously such an approximation. The validity of7
the quasi-static approximation is studied here in the framework of the Mooney-Rivlin Kelvin-Voigt8
visco-elastic model by solving the equations of motion analytically. For a general nonlinear model,9
the quasi-static approximation is instead derived by means of a perturbation analysis.10

Key words. Shearing motion, Mooney-Rivlin Kelvin-Voigt visco-elastic model, SAOS and11
LAOS tests.12

AMS subject classifications. 74D05, 74D10, 74H10, 74H4013

1. Introduction. According to Truesdell [24], the most illuminating homoge-14

neous static deformation is the simple shear deformation. Denoting (X,Y, Z) and15

(x, y, z) the Cartesian coordinates of a particle P of a given body B in the reference16

and current configurations, respectively, the simple shear deformation is given by the17

following equations18

(1) x = X +KY, y = Y, z = Z,19

where the constant K is called the amount of shear. The simple shear deformation20

(1) is a homogeneous isochoric deformation and therefore it is a universal solution21

to all nonlinear incompressible isotropic materials (see for instance the textbook by22

Tadmor et al. [23]). In the linear theory of elasticity the infinitesimal deformation of23

the form (1) is associated with an infinitesimal shear stress σ = S(i ⊗ k + k ⊗ i), S24

being a constant. This fact does not carry over to the framework of finite elasticity25

[7]. Indeed, the simple shear test in the framework of the theory of linear elasticity is26

a well defined experiment (see for example the BS ISO 8013 standard [3]), but in the27

theory of nonlinear elasticity it is not easy to model because of the unequal normal28

stresses needed to achieve the required simple shear deformation [18].29

In his celebrated paper [16] Mooney notices that “when a sample of soft rubber is30

stretched by an imposed tension, neither the force-elongation nor the stress-elongation31

relationship agrees with Hooke’s law. On the other hand, if the sample is sheared32

by a shearing stress, or traction, Hooke’s law is obeyed over a very wide range in33

deformation”. Mooney’s statement is imprecise. In fact, as pointed out by Destrade34

et al. [7], for homogeneous, isotropic, non-linearly elastic materials the form of the35

homogeneous deformation consistent with the application of a Cauchy shear stress is36

not simple shear, in contrast to the situation in linear elasticity. Instead, it consists37

of a triaxial stretch superposed on a classical simple shear deformation, for which38

the amount of shear cannot be greater than 1. In other words, the faces of a cubic39

block cannot be slanted by an angle greater than 45◦ by the application of a pure40
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2 G. SACCOMANDI AND L. VERGORI

shear stress alone. Mooney [16] ignored that in the framework of the nonlinear theory41

of elasticity the slanted surfaces of the sample are not stress-free. Both normal and42

shear traction must be applied on the inclined faces of the block to maintain the43

homogeneous deformation (1). Nevertheless, in his efforts at deriving the most general44

strain energy density function such that Hooke’s law is obeyed in simple shear, Mooney45

[16] derived the celebrated Mooney-Rivlin model : the starting point of the modern46

theory of nonlinear elasticity. Very recently, Mangan et al. [13] showed that Mooney-47

Rivlin model is only a special case of the most general strain energy function such48

that Hooke’s law is obeyed in simple shear.49

In many experimental tests it is common practice to idealize the deformation that50

occurs in the real world as a simple shear deformation. For instance, the dynamic51

oscillatory shear tests that are used in rheometry to investigate a wide range of soft52

matter and complex fluids [8] are performed by subjecting a material to a sinusoidal53

deformation and measuring the resulting mechanical response as a function of time54

[13]. These oscillatory tests are usually divided into two regimes. In one regime a55

linear visco-elastic response is a suitable idealization of the experimental results found56

at small amplitude oscillatory shear (SAOS) deformations. In the other regime the57

material response is nonlinear as a consequence of large amplitude oscillatory shear58

(LAOS) deformations.59

Clearly, LAOS tests present all the issues pointed out by Destrade et al. [7] for60

the classical static simple shear tests. In addition, in the dynamic context a new61

problem occurs for both the SAOS and LAOS tests. If the amount of shear in (1) is62

a function of time, say K = K(t), the corresponding motion is neither a solution to63

the balance equation of linear momentum nor a self-equilibrated motion. The simple64

shear deformation (1) with K = K(t) is an admissible motion only in the framework65

of a quasi-static approximation derived from the equations of motion by ignoring the66

inertia terms.67

In solids mechanics there have been very few attempts to justify rigorously the68

quasi-static approximation. The quasi-static approximation is widely employed (see,69

for instance, [2] and [19]), but it is not completely clear when it represents a good70

approximation of the exact solutions to the equations of motion.71

A general discussion of the quasi-static approximation in solid mechanics can be72

found in [11]. In the literature very few mathematical results to study this approxima-73

tion can be reported. From a mathematical perspective the quasi-static approximation74

can be obtained by means of a singular perturbation analysis of the dynamic theory75

[20].76

The aim of this paper is to investigate the validity of the quasi-static approxi-77

mation in the framework of the Mooney-Rivlin Kelvin-Voigt viscoelastic model. Our78

results represent a first step toward a rigorous justification of the SAOS procedure.79

The advantage of considering the Mooney-Rivlin Kelvin-Voigt viscoelastic model is80

that the equation governing shear motions is linear and this allows a rigorous and de-81

tailed analysis of the problem. On the other hand, our asymptotic results for nonlinear82

models provide some insights into the LAOS procedure.83

The plan of the paper is as follows. In Sections 2 and 3 we introduce the gov-84

erning equations and the initial and boundary conditions. The basic properties of85

the solutions to the resulting initial-boundary value problem (IBVP) are established86

in Section 4. The exact solution to the IBVP governing shearing motions is derived87

in Section 5 and it is specialized to the case of oscillating boundaries in Section 6.88

Then, by considering the behaviour of the exact solution at large times we derive the89

quasi-static approximation. For large amplitude shear oscillations we instead derive90

This manuscript is for review purposes only.



SHEARING MOTIONS 3

the quasi-static approximation by means of a perturbation analysis (Section 7).91

2. Constitutive equations. Let X = Xi + Y j + Zk be the position vector92

(relative to an origin O) of a particle P of a body B at the initial time t = 0, and93

x = xi + yj + zk be the position vector (relative to the same origin O) of the same94

particle at time t. Choose the configuration occupied by B at the initial time as95

the reference configuration and denote it Br. A motion of the body B in the time96

interval (0, T ) is a mapping χ defined in Br × (0, T ) such that, for any t ∈ (0, T ),97

χt ≡ χ(·, t) is one-to-one, and x = χ(X, t). The configuration of the solid at time t,98

Bt = χt(Br) = χ(Br, t), is called current configuration. The deformation gradient F99

and the left Cauchy-Green tensorB associated with the motion χ are the second-order100

Cartesian tensors defined as101

(2) F =
∂χ

∂X
, B = FF T ,102

respectively, and the strain-rate tensor is instead given by103

(3) D =
1

2

(

Ḟ F−1 + F−T Ḟ
T
)

,104

where the superimposed dot denotes the material time derivative. In the sequel we105

shall consider a solid made of an incompressible visco-elastic material. Such a solid106

can then undergo only isochoric motions, that is motions such that detF = 1 and,107

for smooth enough motions, trD = 0.108

The elastic part of the model is characterized by a strain-energy density (measured109

per unit volume in the undeformed state)110

(4) W =W (I1, I2),111

where I1 and I2 are the first and second principal invariants of B:112

(5) I1 = trB, I2 =
1

2

[
(trB)2 − trB2

]
= trB−1.113

For consistency of the model (4) with linear elasticity in the limit of small strains, it114

is necessary that115

(6) W1(3, 3) +W2(3, 3) =
µ

2
,116

where the subscript i (i = 1, 2) denotes differentiation with respect to Ii and µ is the117

infinitesimal shear modulus. Since throughout this paper we shall assume that the118

strain energy function (4) satisfies the strong ellipticity condition, the infinitesimal119

shear stress is assumed to be positive [18].120

The strong ellipticity condition is satisfied by many strain energy functions, in-121

cluding the Mooney-Riviln model122

(7) W =
C

2
(I1 − 3) +

D

2
(I2 − 3),123

where, in virtue of (6), the non-negative constants C and D are such that C+D = µ;124

the generalized Varga model [12, 25]125

(8) WV = c(i1 − 3) + d(i2 − 3), c > 0, d > 0, c+ d = 2µ,126

This manuscript is for review purposes only.



4 G. SACCOMANDI AND L. VERGORI

where i1 and i2 are the first and second principal invariants of the left stretch tensor127

V = B1/2; the Fung-Demiray model [6]128

(9) WFD =
µ

2κ
{exp [κ(I1 − 3)]− 1} ,129

where κ is a positive constant; and the Gent model [9]130

(10) WG = −µJm
2

ln

(

1− I1 − 3

Jm

)

, Jm > 0,131

where Jm is a constant and the range of deformation is limited by the condition132

that I1 < Jm + 3. Note that both the Fung-Demiray and Gent models tend to the133

neo-Hookean model134

(11) WnH =
µ

2
(I1 − 3)135

as Jm → +∞ and κ → 0, respectively. Moreover, in plane strain deformations (and136

hence in shearing motions) Mooney-Rivlin model reduces to (11).137

The elastic part σE of the Cauchy stress tensor σ can be derived from the strain-138

energy function (4) through the following equation139

(12) σE = −pI + 2W1B − 2W2B
−1,140

where p is a Lagrange multiplier associated with the constraint of incompressibility.141

Regarding the dissipative part of the stress σD, in a nonlinear setting the constitutive142

equation for σD may be very complex, but here, for the sake of illustration and143

simplicity, only materials whose Cauchy stress representation contains a term linear144

in the symmetric part of the velocity gradient D, and no other dependence on D,145

will be considered. We then assume that the viscous stress σD is of the form146

(13) σD = 2νD,147

where the constant ν is the shear viscosity that, in virtue of the second law of ther-148

modynamics, is positive. Consequently, the Cauchy stress tensor σ = σE + σD is149

given by the following constitutive equation150

(14) σ = −pI + 2W1B − 2W2B
−1 + 2νD.151

Finally, we recall that, in the absence of body forces, the equation of motion reads152

(15) ρa = divσ153

where ρ is the (constant) mass density of the material and154

(16) a =
∂2χ

∂t2

∣
∣
∣
∣
X=χ

−1
t (x)

155

is the spatial description of the acceleration.156

This manuscript is for review purposes only.



SHEARING MOTIONS 5

3. Basic equations. Our aim is to investigate what happens in the shearing157

motion of a block made of a viscoelastic material of length L, width B and height H.158

Specifically, the motion is given by159

(17) x = X + u(Z, t), y = Y, z = Z,160

where the function u is as yet unknown. Straightforward computations give161

B = I + u2Zi⊗ i+ uZ(i⊗ k + k ⊗ i),(18a)162

B−1 = I + u2Zk ⊗ k − uZ(i⊗ k + k ⊗ i),(18b)163

D =
uZt

2
(i⊗ k + k ⊗ i),(18c)164

I1 = I2 = 3 + u2Z ,(18d)165166

where the subscript notation for differentiation is adopted. From (14) and (18) the167

shear stress σ13 is found to be168

(19) σ13 = 2(W1 +W2)uZ
︸ ︷︷ ︸

σE
13

+ νuZt
︸ ︷︷ ︸

σD
13

.169

Next, in view of (6), (14), (17) and (18), the equations of motion (15) read170

(20)







ρutt = −px + [2(W1 +W2)uZ ]Z + νuZZt,

0 = −py,

0 = [p− 2W1 + 2W2(1 + u2Z)]Z .

171

We now assume that the normal stress vanishes on the boundary Z = H. Thus,172

with the aid of (14) and (18), we derive the boundary condition173

(21) 0 = σ(x, y,H, t)k · k = [−p+ 2W1 − 2W2(1 + u2Z)]|Z=H .174

Then, from (20) and (21) we deduce that the Lagrange multiplier p is given by175

(22) p = p(Z, t) = 2W1 − 2W2(1 + u2Z).176

In this way, the equations of motion (20) reduce to the single partial differential177

equation178

(23) ρutt = [2(W1 +W2)uZ ]Z + νuZZt.179

Since our main goal is to justify the SAOS procedure, for most part of this paper180

we shall be interested in a shearing regime such that, setting181

(24) U = sup
(Z,t)∈[0,H]×[0,+∞[

|u(Z, t)|,182

183

(25) U2 ≪ H2.184

As a consequence of this assumption and the consistency condition (6),185

W1(I1, I2) +W2(I1, I2) =W1(3, 3) +W2(3, 3) +O

(
U2

H2

)

=
µ

2
+O

(
U2

H2

)

,(26)186
187
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6 G. SACCOMANDI AND L. VERGORI

whence, to a first approximation, the elastic response of the material is linear and188

equation (23) reduces to the following linear partial differential equation189

(27) ρutt = µuZZ + νuZZt.190

Equation (27) represents the exact equation of balance of linear momentum when the191

strain-energy function W is given by the Mooney-Rivlin model (7).192

Obviously, equation (27) can be solved provided that both initial and boundary193

conditions are prescribed. To this end, since the solid occupies the reference configu-194

ration Br = [0, L]× [0, B]× [0, H] at the initial time t = 0 we require that195

(28) u(Z, 0) = 0 ∀Z ∈ [0, H],196

while we prescribe the initial velocity profile by197

(29) ut(Z, 0) = f(Z) ∀Z ∈ [0, H],198

where f is a given function of the height Z. We further assume that the only nonzero199

component of the displacement field x−X satisfies the boundary conditions200

(30) u(0, t) = g0(t), u(H, t) = gH(t) ∀t ≥ 0,201

g0 and gH being given functions of time. The initial and boundary conditions are202

compatible providing that203

(31) g0(0) = gH(0) = 0, f(0) = ġ0(0), f(H) = ġH(0).204

In SAOS and LAOS tests between parallel plates g0(t) ≡ 0 and gH(t) ≡ A sin(ωt),205

A and ω being constants (see Section 6).206

We conclude this section by pointing out that very few analytical results for the207

IBVP (27)–(30) are reported in the literature. To the best of our knowledge, the only208

solution to (27)–(30) that has been studied in details is the one corresponding to the209

Stokes first problem [17, 21].210

4. Basic properties of the solutions. We shall first establish some qualitative211

features of the solutions to the IBVP (27)–(30). We start with the uniqueness of the212

solution to the IBVP (27)–(30).213

Proposition 1. Let u1 and u2 be generalized solutions to the IBVP (27)–(30).214

Then215

(32) u1(Z, t) = u2(Z, t) for a.e. Z ∈ [0, H], ∀t ∈ [0,+∞[.216

Proof. The hypothesis implies that w ≡ u1 − u2 satisfies the following IBVP217

(33)







ρwtt = µwZZ + νwZZt,

w(Z, 0) = 0, wt(Z, 0) = 0,

w(0, t) = w(H, t) = 0.

218

Multiplying (33)1 by wt, integrating over [0, H] and taking into account the boundary219

conditions (33)3 yield220

(34)
d

dt

∫ H

0

(
ρw2

t + µw2
Z

)
dZ = −2ν

∫ H

0

w2
ZtdZ ≤ 0.221
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SHEARING MOTIONS 7

Therefore, denoting ‖ · ‖2 the L2[0, H]-norm, ρ‖wt(·, t)‖22 + µ‖wZ(·, t)‖22 is a non-222

negative non-increasing function of time that, by virtue of the initial conditions (33)2,223

vanishes at t = 0. Then, in virtue of the boundary conditions (33)3, w vanishes for224

a.e. Z ∈ [0, H] for all t ∈ [0,+∞[.225

Proposition 2. Assume that f ≡ 0, g0 and gH are bounded, and226

(35) Λm = min

{

inf
t≥0

g0(t), inf
t≥0

gH(t)

}

≤ 0227

and228

(36) ΛM = max

{

sup
t≥0

g0(t), sup
t≥0

gH(t)

}

≥ 0.229

Let u be the generalized solution to (27)–(30). Then230

(37) u(Z, t) ∈ [Λm,ΛM ] for a.e. Z ∈ [0, H], ∀t ∈ [0,+∞[.231

Moreover, if g0 and gH are continuously differentiable with bounded first deriva-232

tives such that233

(38) Λ̃m = min

{

inf
t≥0

ġ0(t), inf
t≥0

ġH(t)

}

≤ 0234

and235

(39) Λ̃M = max

{

sup
t≥0

ġ0(t), sup
t≥0

ġH(t)

}

≥ 0,236

then the only non-zero component of the velocity field v = ut satisisfies the inequalities237

(40) Λ̃m ≤ v(Z, t) ≤ Λ̃M for a.e. Z ∈ [0, H], ∀t ∈ [0,+∞[.238

Proof. Given φ : [0, H]× [0,+∞[→ R, we define239

(41) φ−(Z, t) ≡ min{φ(Z, t), 0}, φ+(Z, t) ≡ max{φ(Z, t), 0}.240

From (35) and (36) it follows that both (u− Λm)− and (u− ΛM )+ satisfy the IBVP241

(33). Therefore, by virtue of Proposition 1 we deduce that242

(42) (u− Λm)− = (u− ΛM )+ = 0 for a.e. Z ∈ [0, H], ∀t ∈ [0,+∞[,243

whence (37) is proved.244

Next, the only nonzero component of the velocity v = ut satisfies the IBVP245

(43)







ρvtt = µvZZ + νvZZt,

v(Z, 0) = 0, vt(Z, 0) = 0,

v(0, t) = ġ0(t), v(H, t) = ġH(t).

246

Then, by following the same arguments as in the proof of Proposition 1 one proves247

the uniqueness of the solution to the IBVP (43) and, by following similar arguments248

as in the proof of (37), one can prove inequalities (40).249
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8 G. SACCOMANDI AND L. VERGORI

The next result shows that, on a long time scale, the solution to the IBVP (27)–250

(30) is not affected by the velocity field at the initial time.251

Proposition 3. Let u and ū be generalized solutions to the partial differential252

equation (27) satisfying the initial condition (28) and the boundary conditions (30).253

Assume that ūt(Z, 0) = [(H − Z)ġ0(0) + ZġH(0)]/H for all Z ∈ [0, H]. Then, irre-254

spective of the initial condition that ut satisfies, ‖u− ū‖2 → 0 as t→ +∞.255

Proof. Assume that u(Z, 0) = f(Z), with f ∈ L2[0, d]. Then, w ≡ u − ū is the256

solution to the following IBVP:257

(44)







ρwtt = µwZZ + νwZZt,

w(Z, 0) = 0, wt(Z, 0) = f(Z)− (H − Z)ġ0(0) + ZġH(0)

H
,

w(0, t) = w(H, t) = 0.

258

Solving the IBVP (44) by means of the method of separation of variables gives259

(45) w(Z, t) =
+∞∑

n=1

[

anNn(t) sin

(
nπZ

H

)]

,260

where261

(46) an =

√

2

H

∫ H

0

[

f(Z)− (H − Z)ġ0(0) + ZġH(0)

H

]

sin

(
nπZ

H

)

dZ262

are the Fourier coefficients of f(Z) − [(H − Z)ġ0(0) + ZġH(0)]/H with respect to263

the Hilbert basis B =

{√

2

H
sin

(
nπZ

H

)}

n∈N

of the functional space X = {h ∈264

L2[0, H] : h(0) = h(H) = 0},265

(47) Nn(t) =

√

2

H
exp

(

−νn
2π2

2ρH2
t

)

×







sinh(λnt)

λn
if µ <

ν2n2π2

4ρH2
,

t if µ =
ν2n2π2

4ρH2
,

sin(λnt)

λn
if µ >

ν2n2π2

4ρH2
,

266

and267

(48) λn =
nπ

2ρH

√
∣
∣
∣
∣

ν2n2π2

H2
− 4ρµ

∣
∣
∣
∣
.268

Next, from (45)–(48) we deduce that269

(49) ‖w(·, t)‖22 =
H

2

+∞∑

n=1

a2nN
2
n(t) → 0 as t→ +∞270

which completes the proof.271
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SHEARING MOTIONS 9

Let ‖ · ‖ be the C0[0, H]-norm. The following Proposition shows how the previous272

result can be improved by making assumptions on the initial velocity profile.273

Proposition 4. Let u and ū be generalized solutions to the partial differential274

equation (27) satisfying the initial condition (28) and the boundary conditions (30).275

Assume that ūt(Z, 0) = [(H −Z)ġ0(0) +ZġH(0)]/H for all Z ∈ [0, H] and ut(Z, 0) =276

f(Z), where f ∈ C0[0, H] satisfies the compatibility conditions (31)2 and (31)3. Then,277

‖u− ū‖ → 0 as t→ +∞.278

Proof. Under the new hypotheses on the initial datum f , the solution (45)–(48)279

to the IBVP (44) is classical. Thus, it follows that280

(50) ‖w(·, t)‖ = max
Z∈[0,H]

|w(Z, t)| ≤
+∞∑

n=1

|anNn(t)| → 0 as t→ +∞.281

5. Solving the IBVP. Due to the linearity of equation (27), the solution to the282

IBVP (27)–(30) can be written as283

(51) u(Z, t) =
(H − Z)g0(t) + ZgH(t)

H
+ u0(Z, t) + ψ(Z, t),284

where u0 and ψ are the solutions to the following IBVPs285

(52)







ρu0tt = µu0ZZ + νu0ZZt,

u0(Z, 0) = 0, u0t(Z, 0) = f(Z)− (H − Z)ġ0(0) + ZġH(0)

H
,

u0(0, t) = 0, u0(H, t) = 0,

286

and287

(53)







ρψtt = µψZZ + νψZZt −
ρ

H
[(H − Z)g̈0(t) + Zg̈H(t)],

ψ(Z, 0) = ψt(Z, 0) = 0,

ψ(0, t) = ψ(H, t) = 0,

288

respectively.289

Solving the IBVP (52) by means of the method of separation of variables gives290

(54) u0(Z, t) =

+∞∑

n=1

[

anNn(t) sin

(
nπZ

H

)]

,291

with an, Nn(t) and λn as in (46), (47) and (48), respectively292

As the IBVP (53) is concerned, in virtue of the completeness of the Hilbert basis293

B in the space X and since ψ meets homogeneous boundary conditions for all t ≥ 0,294

we may expand ψ as follows295

(55) ψ(Z, t) =

+∞∑

n=1

√

2

H
Φn(t) sin

(
nπZ

H

)

,296

where Φn(t) =

√

2

H

∫ H

0

ψ(Z, t) sin

(
nπZ

H

)

dZ (n ∈ N) are the finite Fourier trans-297

forms of ψ.298
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To proceed, we multiply (53)1 by

√

2

H
sin

(
nπZ

H

)

and integrate over the interval299

[0, H]. Then, by taking into account the initial and boundary conditions satisfied by300

ψ, we obtain a hierarchy of Cauchy problems for Φn:301

(56)







Φ̈n(t) +
n2π2

ρH2

[

νΦ̇n(t) + µΦn(t)
]

=

√
2H

nπ
[(−1)n g̈H(t)− g̈0(t)] ,

Φn(0) = Φ̇n(0) = 0.

302

Therefore, solving (56) yields303

(57) ψ(Z, t) =
+∞∑

n=1

Ñn(t) sin

(
nπZ

H

)

,304

where305

(58) Ñn(t) =

√
2H

nπ

∫ t

0

[(−1)n g̈H(τ)− g̈0(τ)]Nn(t− τ)dτ.306

Obviously, this approach makes sense if and only if ψ(·, t) ∈ X for any t ≥ 0, i.e.,307

if and only if308

(59)

+∞∑

n=1

2H

n2π2

{∫ t

0

[(−1)n g̈H(τ)− g̈0(τ)]Nn(t− τ)dτ

}2

< +∞ ∀t ≥ 0.309

Condition (59) is satisfied if g0 and gH are continuously differentiable functions with310

piecewise continuous second derivatives.311

Finally, if f is continuous, g0 and gH are continuously differentiable functions with312

piecewise continuous second derivatives, and f , g0 and gH satisfy the compatibility313

conditions (31), then the series in (54) and (57) and their term-by-term derivatives314

∂2

∂t2
,
∂2

∂Z2
and

∂3

∂Z2∂t
converge uniformly. Thus, in such a case315

u(Z, t) =
+∞∑

n=1

[

anNn(t) sin

(
nπZ

H

)]

+
(H − Z)g0(t) + ZgH(t)

H
(60)316

+
+∞∑

n=1

Ñn(t) sin

(
nπZ

H

)

,317

318

with an, Nn(t) and Ñn(t) as in (46), (47) and (58), is a classical solution to the IBVP319

(27)–(30). If the initial datum f is not continuous but of class L2[0, H], then (60)320

represents a generalized solution to the IBVP (27)–(30).321

6. Oscillating boundaries. We now assume that the boundary Z = 0 is at322

rest (i.e., g0 ≡ 0) whereas the upper boundary oscillates with period 2π/ω (ω > 0)323

according to the law324

(61) gH(t) = A sin(ωt).325

Now, it is convenient to non-dimensionalize equations (27)–(30) by introducing326

the following dimensionless quantities327

(62) Z∗ =
Z

H
, t∗ = ωt, u∗ =

u

A
.328
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By dropping the asterisks for simplicity of notation, the IBVP (27)–(30) reduces to329

the dimensionless form330

(63)







εutt = δuZZ + uZZt ∀(Z, t) ∈ [0, 1]×]0,+∞[,

u(Z, 0) = 0, ut(Z, 0) = F (Z) ∀Z ∈ [0, 1]

u(0, t) = 0, u(1, t) = sin t ∀t ≥ 0,

331

where332

(64) ε =
ρωH2

ν
=

ReH

A
, δ =

µ

νω
= Wi−1, F =

f

Aω
,333

and Re = ρωAH/ν and Wi = νω/µ are the Reynolds and Weissenberg numbers,334

respectively. In the present case the compatibility conditions (31) read335

(65) F (0) = 0, F (1) = 1.336

Solving the IBVP (63) as indicated in the previous section gives337

(66) u(Z, t) = Z sin t+
+∞∑

n=1

[bnMn(t) sin(nπZ)] +
+∞∑

n=1

M̃n(t) sin(nπZ),338

where339

(67) bn =
√
2

∫ 1

0

[F (Z)− Z] sin(nπZ)dZ,340

341

(68) Mn(t) =







√
2 exp

(

−n
2π2

2ε
t

)
sinh(λ̂nt)

λ̂n
if εδ <

n2π2

4
,

√
2t exp (−2δt) if εδ =

n2π2

4
,

√
2 exp

(

−n
2π2

2ε
t

)
sin(λ̂nt)

λ̂n
if εδ >

n2π2

4
,

342

343

(69) λ̂n =
nπ

2ε

√

|n2π2 − 4εδ|,344

345

M̃n(t) =
2(−1)nε2

nπ[ε2 − 2εδn2π2 + (1 + δ2)n4π4]
(70)346

×
[(

1− δn2π2

ε

)

sin t+
n2π2

ε
cos t− exp

(

− n2π2

2ε
t
)

ϕn(t)

]

347

348

and349

(71)

ϕn(t) =







(
n4π4

2ε2
− δn2π2

ε
+ 1

)
sinh(λ̂nt)

λ̂n
+
n2π2

ε
cosh(λ̂nt) if εδ <

n2π2

4
,

(
4δ2 + 1

)
t+ 4δ if εδ =

n2π2

4
,

(
n4π4

2ε2
− δn2π2

ε
+ 1

)
sin(λ̂nt)

λ̂n
+
n2π2

ε
cos(λ̂nt) if εδ >

n2π2

4
.

350
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12 G. SACCOMANDI AND L. VERGORI

If F is a continuous function satisfying the compatibility conditions (65), then351

(66)–(71) yield the classical solution to the IBVP (63). If the initial datum F is only352

of class L2[0, 1] or it does not satisfy the compatibility conditions (65), then (66)–(71)353

yield instead the generalized solution to the IBVP (63).354

6.1. Short-time approximation. For short times, from (66)–(71) we deduce355

that if the initial datum F is a function of class C2[0, 1] satisfying (65) and F ′′(0) =356

F ′′(1) = 0 (where the prime denotes differentiation with respect to Z), then357

(72) u(Z, t) = F (Z)t+
δ

2ε
F ′′(Z)t2 +O(t3) as t→ 0358

for all Z ∈ [0, 1]. Proceeding with the approximation as t→ 0, if F is of class C4[0, 1],359

satisfies (65) and is such that F ′′(0) = F ′′(1) = F IV (0) = F IV (1) = 0, then360

(73) u(Z, t) = F (Z)t+
δ

2ε
F ′′(Z)t2 +

δ2F IV (Z) + εF ′′(Z)

6ε2
t3 +O(t4) as t→ 0361

for all Z ∈ [0, 1].362

6.2. Large-time approximation. If F is a continuous function satisfying the363

compatibility conditions (65), from (66)–(71) we deduce that ‖u − u∞‖ → 0 as t →364

+∞, where365

(74) u∞(Z, t) = α(Z) sin t+
α′′(Z)

ε
(δ sin t− cos t),366

367

α(Z) = Z +

+∞∑

n=1

2(−1)nε2

nπ[ε2 − 2εδn2π2 + (δ2 + 1)n4π4]
sin(nπZ)(75)368

=
δ sinhλ cos̟ + coshλ sin̟

cosh2 λ− cos2̟
cosh(λZ) sin(̟Z)369

− δ coshλ sin̟ − sinhλ cos̟

cosh2 λ− cos2̟
sinh(λZ) cos(̟Z),370

371
372

(76) λ =

√

ε
(√
δ2 + 1− δ

)

2(δ2 + 1)
, ̟ =

√

ε
(√
δ2 + 1 + δ

)

2(δ2 + 1)
.373

If F satisfies the milder conditions stated at the end of Section 6, then the generalized374

solution given by (66)–(71) tends in the mean to u∞ as t→ +∞. In both cases, one375

can readily check that u∞ is a solution of (63)1 and satisfies the boundary conditions376

(63)3.377

Figure 1 shows the non-zero component of displacement u, the strain γ = uZ and378

the (dimensionless) shear stress379

(77) σ ≡ Hσ13
νAω

= δγ
︸︷︷︸

σE

+ γt
︸︷︷︸

σD

380

at large times. The strain and shear stress fields at large times (denoted γ∞ and σ∞,381

respectively) are382

(78) γ∞ =

[

α′(Z) +
δ

ε
α′′′(Z)

]

sin t− α′′′(Z)

ε
cos t383
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and384

(79) σ∞ = σE
∞ + σD

∞ =

[

δα′(Z) +
δ2 + 1

ε
α′′′(Z)

]

sin t+ α′(Z) cos t,385

with α as in (75). The fields u∞, γ∞ and σ∞ are periodic in time with the same386

period as the oscillating upper boundary and for this reason in Figure 1 they are387

plotted for t∗ = t− 2nπ ∈ [0, 2π] (n ∈ N, n≫ 1).
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Fig. 1. Dimensionless displacement, strain and shear stress fields at large times t∗ = t − 2nπ
(n ∈ N, n ≫ 1) for ε = 10 and δ = 1. For this value of δ the phase lag between σ∞ and γ∞ is
Θ = π/4.

388
Clearly, σE

∞ is in phase with the strain γ∞, whereas σD
∞ is 90◦ out of phase with389

it. Furthermore, from (78) and (79) the phase lag Θ between the shear stress and the390

strain, also known as the mechanical loss angle [10], is391

Θ = arctan δ−1 = arctan(Wi).(80)392393

Integrating the in-phase and out-of-phase components separately, the mechanical394

work W∞ done per loading cycle is395

W∞ =

∫ 1

0

dZ

∫ 2π

0

(σE
∞ + σD

∞)γ∞t
dt∗(81)396

=
δ

2

∫ 1

0

[
γ2∞

]t∗=2π

t∗=0
dZ +

∫ 1

0

dZ

∫ 2π

0

γ2∞t
dt∗ = 0 + πα′(1)(> 0).397

398

Hence, the in-phase components produce no net work when integrated over a cycle,399

whereas the out-of-phase components result in a net dissipation per cycle equal to400

πα′(1). It is worth noting that the work done per loading cycle tends to π as δ → +∞401

like in the case of slowly oscillating upper boundary (Section 6.3), while402

(82) W∞ =

√
ε

2

sinh(
√
2ε) + sin(

√
2ε)

cosh(
√
2ε)− cos(

√
2ε)

,403

for δ = 0, that is for a Newtonian fluid.404

6.3. Slowly oscillating upper boundary. We now assume that the upper405

boundary oscillates so slowly that the Reynolds number is very small compared to406

the ratio of the amplitude of oscillations of the upper boundary and the thickness of407

the block, i.e.,408

(83) Re ≪ A

H
.409

This manuscript is for review purposes only.



14 G. SACCOMANDI AND L. VERGORI

Under such an assumption ε≪ 1 and the asymptotic solution (74)-(75) approxi-410

mates to411

(84) u∞ = Z sin t
︸ ︷︷ ︸

u
(0)
∞

+O(ε),412

that is to the quasi-static solution widely used by experimentalists to study the ma-413

terial response at long times. At order O(ε0) the strain and the shear stress depend414

sinusoidally on time according to415

(85) γ(0)∞ (Z, t) = sin t, σ(0)
∞ (Z, t) =

√

δ2 + 1 sin(t+Θ),416

with the phase lag Θ between them as in (80). Proceeding with the power series417

expansion of u∞ in terms of the small parameter ε, at order O(ε) we find that the418

time dependence of the strain γ
(1)
∞ and the shear stress σ

(1)
∞ is still sinusoidal but their419

amplitudes are not constant like at order O(1) but vary with the height Z. More420

precisely,421

u(1)∞ (Z, t) =
Z(1− Z2)

6
√
δ2 + 1

sin(t−Θ),(86a)422

γ(1)∞ (Z, t) =
1− 3Z2

6
√
δ2 + 1

sin(t−Θ),(86b)423

σ(1)
∞ (Z, t) =

1− 3Z2

6
sin t,(86c)424

425

by which it is evident that the phase lag between σ
(1)
∞ and γ

(1)
∞ is Θ.426

We finally observe that when the upper boundary oscillates slowly, from (81) the427

mechanical work done per loading cycle approximates to428

(87) W∞ = π +
π

45(δ2 + 1)
ε2 +O(ε3).429

7. Nonlinear case. We now consider regimes which do not satisfy the restriction430

(25).431

In a fully nonlinear (differential) theory the (dimensionless) equation governing432

shearing motions is of the form433

(88) utt =
[
σE(uZ) + σD(uZ , uZt)

]

Z
.434

A satisfactory qualitative study of equation (88) is still missing. Few results on the435

existence and uniqueness of the solution to (88) are thus far available in the literature.436

However, there is evidence that a global solution does not exists for a large class of437

analytic constitutive functions σD. Therefore, it makes no sense to consider large-438

time approximations for a general fully nonlinear differential model for σD. If the439

viscous part of the Cauchy stress is constitutively given by the Kelvin-Voigt model,440

viz σD = uZt, it has been shown by several authors (see, for instance, [1, 2, 5] and441

references therein) that the IBVPs for equation (88) admit global (weak) solutions442

under mild hypotheses on σE . For this reason we restrict our attention to the Kelvin-443

Voigt model for σD.444
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In this framework the IBVP governing the motion of a block whose upper plate445

oscillates sinusoidally is given by446

(89)







εutt = δ[Q(u2Z)uZ ]Z + uZZt,

u(Z, 0) = 0, ut(Z, 0) = F (Z),

u(0, t) = 0, u(1, t) = sin t,

447

where448

(90) Q(u2Z) =
2(W1 +W2)

µ
449

is the dimensionless generalized shear modulus. When ε is small, that is the Reynolds450

number satisfies the inequality (83), the inertial term can be neglected at large enough451

times and thus the quasi-static solution u(Z, t) = Z sin t approximates the solution to452

(89) provided that the generalized shear modulus Q satisfies appropriate conditions.453

However, the inertial term cannot be neglected at small times. In fact, if one neglects454

the inertial term the initial conditions (89)2 cannot be satisfied unless the initial455

velocity profile is F (Z) = Z. Therefore, a singular perturbation analysis in the time456

variable needs to be performed. We will distinguish two distinct approximations of the457

solution to the equation of motion (89)1. One holds in the initial time interval (0, ε)458

during which the inertial effects must be taken into account (initial layer solution),459

and the other is valid at large times and corresponds to the quasi-static regime (outer460

solution).461

7.1. Initial layer solution. At short times t = εt̃ (t̃ ∈ [0, 1]) the IBVP (89)462

becomes463

(91)







ut̃t̃ = εδ[Q(u2Z)uZ ]Z + uZZt̃,

u(Z, 0) = 0, ut̃(Z, 0) = εF (Z),

u(0, εt̃) = 0, u(1, εt̃) = sin(εt̃).

464

Expanding u as465

(92) u(Z, εt̃) =
+∞∑

n=0

εnu(n)(Z, t̃),466

and collecting terms of the same order in ε give the following hierarchy of approxima-467

tions:468

(93)







u
(0)

t̃t̃
= u

(0)

ZZt̃
,

u(0)(Z, 0) = 0, u
(0)

t̃
(Z, 0) = 0,

u(0)(0, t̃) = 0, u(0)(1, t̃) = 0

469

at order O(ε0), and470

(94)







u
(i)

t̃t̃
= δ

[

Q
(

u
(i−1)
Z

2)

u
(i−1)
Z

]

Z
+ u

(i)

ZZt̃
,

u(i)(Z, 0) = 0, u
(i)

t̃
(Z, 0) = Fi(Z),

u(i)(0, t̃) = 0, u(i)(1, t̃) = gi(t̃)

471
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at order O(εi) (i ∈ N), where472

(95) Fi(Z) =







F (Z) if i = 1,

0 if i ≥ 2,
gi(t̃) =







(−1)(i−1)/2

i!
t̃i if i is odd,

0 if i is even.

473

By solving (93) and (94) we deduce that the effects due to the nonlinear general-474

ized shear modulus do not manifest at orders O(1) and O(ε) and the solution to (89)475

approximates to476

(96) u(Z, εt̃) = ε

[

Zt̃+

+∞∑

n=1

√
2bn

n2π2

(

1− e−n2π2 t̃
)

sin(nπZ)

]

+O(ε2) as t→ 0,477

with bn as in (67) irrespective of the model for the strain energy function W . If478

the initial condition F is a continuous function satisfying the compatibility conditions479

(65), then the function between square brackets in (96) is the classical solution to (94)480

with i = 1. In the special case in which the initial velocity profile is F (Z) = Z, then481

the effects due to the nonlinearity of the model for the elastic strain energy become482

evident only at the fourth order because one can readily check that483

u(Z,εt̃) = εZt̃

(97)

484

+ ε3

[
+∞∑

n=1

(−1)n+1

n7π7

(

1− n2π2t̃+
n4π4

2
t̃2 − e−n2π2 t̃

)

sin(nπZ)− Z

6
t̃

]

+O(ε4).485

486

7.2. Outer solution. At large times t = t̂/ε (t̂ ≥ 1) the IBVP (89) reduces to487

the following boundary-value problem488

(98)

{
ε3ut̂t̂ = δ[Q(u2Z)uZ ]Z + εuZZt̂,

u(0, t̂) = 0, u(H, t̂) = sin t̂.
489

As before, expanding u as490

(99) u(Z, t̂) =

+∞∑

n=0

εnu(n)(Z, t̂)491

and collecting terms of the same order in ε yield the following hierarchy of approxi-492

mations:493

(100)







[

Q
(

u
(0)2

Z

)

u
(0)
Z

]

Z
= 0,

u(0)(0, t̂) = 0, u(0)(1, t̂) = sin t̂
494

at order O(1),495

(101)







[

Q
(

u
(i)2

Z

)

u
(i)
Z

]

Z
+ u

(i−1)

ZZt̂
= 0,

u(i)(0, t̂) = 0, u(i)(1, t̂) = 0
496
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at order O(εi) (i = 1, 2) and497

(102)







u
(i−3)

t̂t̂
=

[

Q
(

u
(i)2

Z

)

u
(i)
Z

]

Z
+ u

(i−1)

ZZt̂
,

u(i)(0, t̂) = 0, u(i)(1, t̂) = 0
498

at order O(εi) (i ≥ 3).499

In solving (100) and (102), we observe that since the strain energy function W500

satisfies the strong ellipticity condition, F(ξ) ≡ Q(ξ2)ξ is invertible (see Appendix A501

for details). Thus, if the domain of F contains the interval [−1, 1], then the outer502

solution to (89) approximates to503

(103) u(Z, t̂) = Z sin t̂+O(ε3).504

(If domF + [−1, 1] equation (98)1 does not admit a solution that satisfies the bound-505

ary conditions (98)2, while if F is not invertible (98)1 may not admit a unique solution506

satisfying (98)2.) As a consequence of (103), up to terms of order O(ε3) the strain507

γ(Z, t̂) is the same as in the linear regime, whereas the nonlinear stress response is508

not a perfect sinusoid (see Figures 2(a), 2(d) and 2(g)) as509

(104) σ(Z, t̂) = δQ(sin2 t̂) sin t̂
︸ ︷︷ ︸

σE

+cos t̂
︸︷︷︸
σD

.510

However, like in the linear case, the elastic part σE is in phase with the strain γ = sin t̂,511

whereas the viscous part σD is 90◦ out of phase with it. Unlike the linear case, the512

mechanical loss angle Θ is not constant but it is a continuous π-periodic function of513

time1 (see Figures 2(c), 2(f) and 2(i)):514

(105) Θ(t̂) = arctan
Wi

Q(sin2 t̂)
.515

Like in the linear regime, at large times the mechanical work done per loading516

cycle is W∞ = π irrespective of the model for W as the component of stress in phase517

with the strain does not produce work. Then, since the mechanical work done per518

loading cycle equals the area enclosed by the Lissajous curve - the curve in the γσ-519

plane with parametric equations (γ(t̂), σ(t̂)) - the area enclosed by each Lissajous curve520

in Figures 2(b), 2(e) and 2(h) is equal to π. On the contrary, the relative dissipation -521

defined as the ratio between the net dissipation per loading cycle W dis
∞ =

∫ 2π

0

σDγt̂dt̂522

and the maximum energy stored per loading cycle W st
∞ =

∫ π
2

0

σEγt̂dt̂ [22] - depends523

on the nonlinear constitutive model for the elastic part of the Cauchy stress. More524

precisely, from (64)2 and (90) we deduce that the relative dissipation is related to the525

strain energy function through526

(106)
W dis

∞

W st
∞

=
πµ

δW (4, 4)
=

πνω

W (4, 4)
.527

1Since the strain energy function W satisfies the strong ellipticity condition the dimensionless
generalized shear modulus Q is positive (see Appendix A).
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Fig. 2. Shear stress, Lissajous curves and mechanical loss angle for Varga (V), Fung-Demiray
(FD) and Gent (G) models. The shear stresses and the mechanical loss angles are plotted against
t̂∗ = t̂ − 1. The results predicted by the linear theory (SAOS) coincide with those for the Mooney-
Rivlin model.

8. Concluding Remarks. In this paper we have derived the usual quasi-static528

approximation that is widely used in dynamic oscillatory tests. In a parallel plate529

geometry and assuming that the lower plate is at rest while the upper one oscillates530

sinusoidally in time, we have derived the quasi-static approximation from the large-531

time behaviour of the exact solution to the equations governing shearing motions.532

We have shown that the quasi-static approximation is valid whenever the Reynolds533

number is much smaller than the ratio between the amplitude of the oscillation and the534

thickness of the sample. If the Reynolds number does not satisfy the aforementioned535

inequality, we have proved that the strain and the stress vary sinusoidally in time but536

their amplitudes vary with the height Z. The strain and stress are not in phase and the537

phase lag is constant and equal to that predicted by the quasi-static approximation.538

In the nonlinear case we have shown that for strong elliptic strain-energies the539

same assumption on the Reynolds number guarantees the validity of the quasi-static540

approximation. Interestingly, the displacement and strain fields have the same expres-541

sions as in the linear case (up to terms of a certain order in the small parameter ε and542

under appropriate conditions on the generalized shear modulus). However, the stress543

is completely different as its elastic part is proportional to the generalized shear mod-544

ulus which, at this order of approximation, is a nonlinear function of time. Finally, in545
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the nonlinear regime the mechanical loss angle (that in the linear case is a constant546

depending on the Weissenberg number Wi) depends on the generalized shear modulus547

as well as on Wi. This is an important difference between the two regimes that can548

be used to investigate time dependent properties of soft materials using LAOS tests.549

Appendix A. Invertibility of F . We now show that if the strain energy550

function (4) satisfies the strong ellipticity condition then F is invertible. We start by551

noticing that the principal stretches in the motion (17) are552

(107) λ1 =

√

u2Z + 2 +
√

u2Z(u
2
Z + 4)

2
≡ λ > 1, λ2 = λ−1, λ3 = 1,553

whence the principal invariants I1 and I2 in terms of the principal stretches read554

(108) I1 = λ21 + λ22 + λ23 = λ2 + λ−2 + 1 = λ21λ
2
2 + λ21λ

2
3 + λ22λ

2
3 = I2.555

In view of (108), we introduce the function Ŵ (λ) = W (I1(λ), I2(λ)). As proved556

by Ogden [18], the strain energy function (4) satisfies the strong ellipticity condition557

if and only if558

(109)
λŴ ′(λ)

λ2 − 1
> 0, λ2Ŵ ′′(λ) +

2λŴ ′(λ)

λ2 + 1
> 0.559

With the aid of (107) and (108), these inequalities can be rewritten as560

(110) W1 +W2 > 0 and W1 +W2 + 2(W11 + 2W12 +W22)u
2
Z > 0.561

Inequality (110)1 implies the positivity of the generalized shear modulus, while (110)2562

yields the positivity of the first derivative (and hence the invertibility) of F .563
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[2] J. M. Ball and Y. Şengül, Quasistatic nonlinear viscoelasticity and gradient flows, Journal of569
Dynamics and Differential Equations 27 (2015), pp. 405–442.570

[3] R. Brown, Physical testing of rubber, Springer Science & Business Media, New York, 2006.571
[4] J.L. Davis and E.L. Reiss, An asymptotic analysis of the damped wave equation, Transactions572

of The Society of Rheology 14 (1970), pp. 239–251.573
[5] C.M. Dafermos, The mixed initial boundary value problem for the equations of nonlinear one574

dimensional viscoelasticity, Journal of Differential Equations 6 (1969), 71–86.575
[6] H. Demiray, A note on the elasticity of soft biological tissues, J. Biomech. 5 (1972), 309–311.576
[7] M. Destrade, J.G. Murphy and G. Saccomandi, Simple shear is not so simple, International577

Journal of Non-Linear Mechanics 47 (2012), pp. 210–214.578
[8] J. D. Ferry, Viscoelastic properties of polymers. John Wiley & Sons, New York, 1980.579
[9] A.N. Gent, A new constitutive relation for rubber, Rubber Chem. Technol. 69 (1996), 59–61.580

[10] A.J. Giacomin and J.M. Dealy, Large-Amplitude Oscillatory Shear, in Techniques in Rheological581
Measurement edited by A.A. Collyer, Springer Science+Business Media, Dordrecht, 1993.582

[11] M.D. Gilchrist, J.G. Murphy, B. Rashid and G. Saccomandi, Quasi-static deformations of583
biological soft tissue, Mathematics and Mechanics of Solids 18 (2013), pp. 622–633.584

[12] J.M. Hill and D.J. Arrigo, New Families of Exact Solutions for Finitely Deformed Incompress-585
ible Elastic Materials, IMA J. Appl. Math. 54 1995, 109–123.586

This manuscript is for review purposes only.



20 G. SACCOMANDI AND L. VERGORI

[13] K. Hyun, M. Wilhelmb, C.O. Klein, K.S. Cho, J.G. Nam, K.H. Ahn, S.J. Lee, R.H. Ewoldt and587
G.H. McKinley, A review of nonlinear oscillatory shear tests: Analysis and application588
of large amplitude oscillatory shear (LAOS), Progress in Polymer Science 36 (2011), pp589
1697–1753.590

[14] R. Mangan, M. Destrade and G. Saccomandi, Strain energy function for isotropic non-linear591
elastic incompressible solids with linear finite strain response in shear and torsion, Extreme592
Mechanics Letters (2016), http://dx.doi.org/10.1016/j.eml.2016.07.004.593

[15] B.J. Matkowsky and E.L. Reiss, On the asymptotic theory of dissipative wave motion, Archive594
for Rational Mechanics and Analysis 42 (1971), pp. 194–212.595

[16] M. Mooney, A theory of large elastic deformation, Journal of Applied Physics 11 (1940), pp.596
582–592.597

[17] J.A. Morrison, Wave propagation in rods of Voigt material and visco-elastic materials with598
three-parameter models, Quart. Appl. Math 14 (1956), pp 153–169.599

[18] R.W. Ogden, Non-Linear Elastic Deformations, Dover Publications, New York, 1984.600
[19] E. Pucci and G. Saccomandi, On a special class of nonlinear viscoelastic solids, Mathematics601

and Mechanics of Solids 15 (2009), pp. 803–811.602
[20] E.L. Reiss, On the quasi-static theory of viscoelasticity, Archive for Rational Mechanics and603

Analysis 7 (1961), pp. 402–411.604
[21] M. Renardy, W. J. Hrusa and J. A. Nohel. Mathematical Problems in Viscoelasticity, Pitman605

Monographs and Surveys in Pure and Applied Mathematics 35, Longman Scientific and606
Technical, Essex, and John Wiley and Sons, New York, 1987.607

[22] D. Roylance, Engineering Viscoelasticity, available at http://ocw.mit.edu/courses/608
materials-science-and-engineering/3-11-mechanics-of-materials-fall-1999/modules/609
visco.pdf, 2001.610

[23] G. Saccomandi, Universal results in finite elasticity, in Non-Linear Elasticity: Theory and611
Applications, London Mathematical Society lecture notes, 283 (2001) 97–134.612

[24] C. Truesdell, The Elements of Continuum Mechanics: Lectures given in August-September613
1965 for the Department of Mechanical and Aerospace Engineering Syracuse University614
Syracuse, Springer-Verlag, New York, 1966.615

[25] O.H. Varga, Stress-Strain Behaviour of Elastic Materials, Interscience, New York, 1966.616

This manuscript is for review purposes only.

http://ocw.mit.edu/courses/materials-science-and-engineering/3-11-mechanics-of-materials-fall-1999/modules/visco.pdf
http://ocw.mit.edu/courses/materials-science-and-engineering/3-11-mechanics-of-materials-fall-1999/modules/visco.pdf
http://ocw.mit.edu/courses/materials-science-and-engineering/3-11-mechanics-of-materials-fall-1999/modules/visco.pdf

	Introduction
	Constitutive equations
	Basic equations
	Basic properties of the solutions
	Solving the IBVP
	Oscillating boundaries
	Short-time approximation
	Large-time approximation
	Slowly oscillating upper boundary

	Nonlinear case
	Initial layer solution
	Outer solution

	Concluding Remarks
	Appendix A. Invertibility of F
	Acknowledgments
	References

