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Quantum algorithm for systems of linear equations
with exponentially improved dependence on precision

Andrew M. Childs* Robin Kotharif Rolando D. Sommat

Abstract

Harrow, Hassidim, and Lloyd showed that for a suitably specified N x N matrix A and N-
dimensional vector l;, there is a quantum algorithm that outputs a quantum state proportional
to the solution of the linear system of equations AZX = b. If Ais sparse and well-conditioned,
their algorithm runs in time poly(log N, 1/¢), where € is the desired precision in the output state.
We improve this to an algorithm whose running time is polynomial in log(1/¢€), exponentially
improving the dependence on precision while keeping essentially the same dependence on other
parameters. Our algorithm is based on a general technique for implementing any operator with
a suitable Fourier or Chebyshev series representation. This allows us to bypass the quantum
phase estimation algorithm, whose dependence on ¢ is prohibitive.

1 Introduction

Recently, Harrow, Hassidim, and Lloyd [HHL09] gave an efficient quantum algorithm for the Quan-
tum Linear Systems Problem (QLSP). Here the goal is to prepare a quantum state |x) proportional
to the solution 7 of a linear system of equations Ax = 5, given procedures for computing the entries
of A and for preparing a quantum state |b) proportional to b. If the N x N matrix A is d-sparse
and has condition number x, and if the procedures for computing entries of A and for preparing |b)
are efficient, then the Harrow—Hassidim—Lloyd (HHL) algorithm produces an e-approximation to
the desired quantum state using poly(log N, 1/e,d, 1/k) resources (where the notation poly denotes
a function upper bounded by a polynomial in its arguments). Note that the QLSP is not the same
as the traditional problem of solving a linear system of equations [Chi09, Aarl15].

The core of the HHL algorithm is an efficient procedure for simulating the dynamics of quantum
systems. Whereas straightforward approaches to quantum simulation using product formulas have
complexity polynomial in 1/e, recent work has given an algorithm with complexity poly(log(1/¢))
[BCCT14], an exponential improvement in the dependence on e. However, the performance of
the HHL algorithm is limited by its use of phase estimation, which requires (1/€¢) uses of a
unitary operation to estimate its eigenvalues to precision e. Thus, simply replacing the Hamiltonian
simulation subroutine of the HHL algorithm with the best known method gives only a modest
improvement, and in particular, still gives complexity poly(1/e).

In this work, we show how to circumvent the limitations of phase estimation, giving an algorithm
for the QLSP that uses ideas from recent quantum simulation algorithms to apply the inverse of
a matrix directly. Under the same assumptions as for the HHL algorithm, our algorithm uses
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poly(log N,log(1/e€),d,1/k) resources, exponentially improving the dependence on the precision
parameter.

To obtain this improvement, it is essential to consider QLSP as an inherently quantum problem,
where the goal is to output a quantum state |z). Originally, the HHL algorithm was described as
a method for sampling expectation values of |z), providing a classical output [HHL09]. For the
expectation value version of the problem, sampling error alone rules out the possibility of an
algorithm with complexity poly(log(1/¢)), unless BQP = PP [HHL09, Theorem 6]. However, the
HHL algorithm actually solves the more general problem of outputting |z) (and the algorithm is
commonly described in those terms [Harl5]).

The improved performance of our approach may be especially useful when the quantum linear
systems algorithm is used as a subroutine polynomially many times, so that its output must have
inverse polynomial precision to guarantee that the final algorithm succeeds with high probability.
An algorithm with poly(1/e) scaling incurs a polynomial overhead in running time due to error
reduction, whereas an algorithm with poly(log(1/€)) scaling incurs only logarithmic overhead.

In fact, the results of this paper have already found applications. A recent work on speeding
up the finite element method using quantum algorithms [MP15] finds that quantum algorithms
outperform classical algorithms only when the spatial dimension (of the partial differential equation
to be solved) is larger than some threshold value. Their quantum algorithm uses our algorithm as
a subroutine and would be worse by a polynomial factor if they used the previous best algorithm,
which likely reduces the threshold value at which the quantum algorithm is superior.

Another recent algorithm to estimate hitting times of Markov chains [CS16] uses the framework
laid out in this paper (in Section 2) and closely follows our first approach, which we call the Fourier
approach (Section 3).

The improved scaling with € may also find complexity-theoretic applications. A recent result
on the power of QMA with exponentially small soundness—completeness gap [FL16] crucially relies
on the fact that the best Hamiltonian simulation algorithms have error dependence poly(log(1/e)).

1.1 Problem statement

The QLSP can be stated more precisely as follows. We are given an N x N Hermitian matrix A
and a vector b = (b, bs,...,by).} The problem is to create the quantum state |z) := Zf\il x;|i)/
1>, @ili)||, where the vector & = (x1,x2,...,2n) is defined by the equation AZ = b. To obtain
an algorithm running in time poly(log N ) we require succinct representations of A and b. As in
[HHLO09], we assume that access to A and b is provided by black-box subroutines. For the vector b,
we assume there is a procedure Pp that produces the quantum state |b) := >, b;|i)/||>_, bs|9)||. For
the matrix A, we assume there is a procedure P4 that computes the locations and values of the
nonzero entries. Specifically, as in the best known algorithm for Hamiltonian simulation [BCK15],
we assume P4 allows us to perform the map

13, €) = 13, v (5, £)) (1)

for any j € [N] :={1,...,N} and ¢ € [d], where d is the maximum number of nonzero entries in
any row or column, and v: [N] x [d] — [N] computes the row index of the /' nonzero entry of the

!The assumption that A is Hermitian can be dropped without loss of generality [HHLO09], since we can instead
solve the linear system of equations given by (,ST ’3) y = (8)7 which has the unique solution §¥ = (%) when A is
invertible. This transformation does not change the condition number of A. However, we need oracle access to the

nonzero entries of the rows and columns of A when A is not Hermitian.



4 column. The procedure P4 also allows us to perform the map
’j,k,Z> = ‘],k,Z@A]k> (2)

for any j, k € [N], where the third register holds a bit string representing an entry of A. We assume
the entries of A can be represented exactly (or to sufficiently high precision that any error can be
neglected).

Note that for the map (1), we assume that the locations of the nonzero entries of A can be
computed in place, as in previous work on Hamiltonian simulation [BC12, BCK15]. This is possible
if we can efficiently compute both (j,¢) — v(j,¢) and the reverse map (j,v(j,¢)) — ¢, which is
possible for typical implicitly specified matrices A. Alternatively, if v provides the nonzero entries
in ascending order, we can compute the reverse map with only a logd overhead by binary search.
In the worst case, if the entries are unordered, there may be an additional factor of O(\/E) using
Grover’s algorithm [Gro96] to compute the reverse map.

While the HHL algorithm solves the QLSP for all such matrices A, it is efficient only when A is
sparse and well-conditioned. (We discuss later how the sparsity assumption can be slightly relaxed.)
An N x N matrix is called d-sparse if it has at most d nonzero entries in any row or column. We
call it simply sparse if d = poly(log N). We call a matrix well-conditioned if its condition number is
poly(log N), where the condition number of a matrix is the ratio of the largest to smallest singular
value, and undefined when the smallest singular value of A is 0 (i.e., when A is not invertible).
Since A is Hermitian, its singular values and eigenvalues are equal in magnitude. (Note that “well-
conditioned” is a very strong requirement on the condition number, since it requires the condition
number to be exponentially smaller than the dimension of the matrix.)

It will be convenient to quantify the resource requirements of algorithms solving the QLSP
using two measures. First, by query complexity we mean the number of uses of the procedure
P4 (treating this procedure as a black box). By gate complexity, we mean the total number of
2-qubit gates used in the algorithm. We say an algorithm is gate-efficient if its gate complexity is
larger than its query complexity only by logarithmic factors. Formally, an algorithm with query
complexity @ is gate-efficient if its gate complexity is O(Q poly(log Q,log N)). We will also use
expected query or gate complexity to refer to an algorithm’s query or gate cost in expectation (in
the sense of a Las Vegas algorithm).

Formally, we define the Quantum Linear Systems Problem as follows:

Problem 1 (QLSP). Let A be an N x N Hermitian matrix with known condition number x,
||A|| = 1, and at most d nonzero entries in any row or column. Let b be an N-dimensional vector,
and let & := A~'b. We define the quantum states |b) and |x) as

b) = 2 bili) Zm and |z) = 2 ili) xzm . (3)

1223 0l | 122 2l

Given access to a procedure P4 that computes entries of A as described in equations (1) and (2)
and a procedure Pp that prepares the state |b) in time O(poly(log N)), the goal is to output a
state |Z) such that |||Z) — |z)|| < €, succeeding with probability (1) (say, at least 1/2), with a flag
indicating success.

We assume the condition number is known since our algorithm depends on it explicitly. More
generally, we can replace k by an upper bound on the condition number at the expense of a
corresponding increase in the running time.

While we only demand success with bounded error, repeating the procedure until it is successful
gives an algorithm that is always correct and whose expected running time is asymptotically the



same. Alternatively, by repeating the procedure O(log(1/¢)) times, we can give an algorithm that
always outputs a state e-close to the desired one. To achieve this, the running time is simply
multiplied by a factor of O(log(1/¢)).

1.2 Results

Harrow, Hassidim, and Lloyd [HHL09] present an algorithm for the QLSP that is efficient when A
is sparse and well-conditioned (i.e., when d and k are both poly(log N)).

Theorem 2 (HHL algorithm). The QLSP can be solved by a gate-efficient algorithm that makes
O(d—’:2 poly(log(dk/e))) queries to the oracle P4 and O(dk poly(log(dk/e))) uses of Pp.

The stated complexity uses the best known results on Hamiltonian simulation [BCK15], im-
proving the d-dependence compared to [HHL09]. More generally, the HHL algorithm also works
assuming only the ability to efficiently solve the Hamiltonian simulation problem for A, i.e., to ef-
ficiently implement the unitary operation exp(—iAt), without having direct access to P4. In other
words, the HHL algorithm uses Hamiltonian simulation for A as a black box.

We improve the e-dependence of the HHL algorithm from poly(1/¢€) to poly(log(1/e¢)), keeping
essentially the same dependence on the other parameters. We provide two algorithms for the QLSP,
one based on decomposing an operator using its Fourier series and another based on a decomposition
into Chebyshev polynomials. The Fourier approach has slightly worse dependence on log(1/¢), but
uses Hamiltonian simulation as a black box only and is therefore more generally applicable.

Theorem 3 (Fourier approach). The QLSP can be solved with O(ky/log(k/€)) uses of a Hamil-
tonian simulation algorithm that approximates exp(—iAt) for t = O(klog(k/e€)) with precision
O(e/(k\/log(k/€))). Using the best known algorithm for Hamiltonian simulation [BCK15], this
makes O(dr?log®®(k/€)) queries to Pa, makes O(k+\/log(k/€)) uses of Pg, and has gate complea-
ity O(dr?1og?®(r/€)(log N + log®(k/e€))).

The second approach uses the oracle for the entries of A directly without using Hamiltonian
simulation as a subroutine, achieving better dependence on e.

Theorem 4 (Chebyshev approach). The QLSP can be solved using O(drk?log?(dk/€)) queries to
Pa and O(klog(dr/€)) uses of Py, with gate complexity O(dk?log?(dr/€)(log N + log®®(dk/e€))).

Both our algorithms achieve poly(log(1/¢)) dependence on error and have similar complexity
up to logarithmic terms, but are incomparable. The Fourier approach is more general, applying
whenever the Hamiltonian A can be efficiently simulated (even if it is not necessarily sparse), and
has slightly better dependence on d. The Chebyshev approach is more efficient in its dependence
on k and €, but applies only to sparse Hamiltonians.

Ambainis later improved the x-dependence of the HHL algorithm from quadratic to nearly
linear [Amb12], which is essentially optimal since the dependence on x cannot be made sublinear
[HHLO09]. Since Ambainis’s approach crucially uses phase estimation, applying it to our algorithms
would increase their e-dependence back to poly(1/e). By carefully modifying the technique, we
simultaneously achieve nearly linear scaling in x and logarithmic dependence on e.

Theorem 5 (Linear scaling in k). The QLSP can be solved by a gate-efficient algorithm that makes
O(dr poly(log(dr/e))) queries to the oracles P4 and Pp.

Additionally, if b is known to lie in an invariant subspace of A of condition number s’ < x, then
k can be replaced by £’ in any of our upper bounds (as in the HHL algorithm). In particular, this



means our algorithm works even when A is not invertible as long as b is known to lie outside the
null space of A, i.e., when & = A™'b is well defined. This property is useful when the matrix A is
rectangular, as the reduction in [HHL09] from rectangular to square matrices produces noninvertible
matrices.

1.3 High-level overview

We now provide a high-level overview of our approach. The QLSP is equivalent to applying the
(non-unitary) operator A~! to the state |[b). Our general strategy is to represent A~!, the operator
we would like to perform, as a linear combination of unitaries we know how to perform. We then
show how such a representation allows us to implement A~1.

Our technique for implementing linear combinations of unitary operations arises from previous
work on Hamiltonian simulation [BCC*14, Kot14, BCCT15, BCK15] (see also [SOGT02, CW12]
for previous related approaches). As an example, consider implementing the operator M = Uy+ Uy,
where Uy and Uy are unitaries with known quantum circuits. To implement M on a state |¢)), we
start with the state |+)|t), where |£) := %(\@ +|1)). We then perform the unitary |0)(0] ® Uy +
|1)(1|® Uy, giving the state %(|0>UO|¢> + 1)Uy |v)). If we measure the first qubit in the {|+),|—)}
basis and obtain the |+) outcome, then we prepare a state proportional to M|¢). If we have the
ability to create multiple copies of |¢)) or reflect about [¢), then we can create the output state
with high probability by repeating this process until we get the desired measurement outcome or
by using amplitude amplification. As we describe in Section 2, this strategy for implementing a
linear combination of unitaries works more generally.

However, it is unclear how to decompose A~! as a linear combination of easy-to-implement
unitaries. Such a decomposition depends on what unitaries are used as elementary building blocks.
Our first choice is to use the unitaries exp(—iAt), which can be implemented using any Hamiltonian
simulation algorithm. We then have to represent A~! as e exp(—iAt;) for some coefficients
a; and evolution times ¢;. Since both sides of the equation are diagonal in the same basis, this
is equivalent to representing z~! as a linear combination of > 0y exp(—iztj). The representation
only needs to be correct for z € Dy := [—1,—1/k] U [1/k, 1] since we know the eigenvalues of A
fall in that range. For this range of z, we show how to approximate z~! as a linear combination
of these unitaries in Section 3. Our strategy for doing this broadly comprises the following steps.
Since 27! is unbounded at the origin, we first “tame” the function by multiplying it with a function
that is close to 1 in the domain we care about but 0 near the origin, so that the overall function
is bounded. We then perform the Fourier transform to obtain an integral over various exp(—ixzt).
After making some approximations, we discretize the integral to obtain a finite sum over exp(—ixt).

Instead of using the unitaries e *4*, our second approach uses the operators To(A/d) as its
building blocks, where d is the sparsity of A and 7,, is the n'® Chebyshev polynomial of the first
kind. These operators can be efficiently implemented using quantum walks [Chil0, BC12]. Now
the problem is to represent ! as a linear combination Y «,T,(z/d). Our strategy for obtaining
this representation is similar to the previous case. We first tame the function by making it bounded
near the origin. We thereby obtain a function that is exactly representable as a linear combination
of Chebyshev polynomials, and we approximate this function by dropping low-weight terms, as
described in Section 4. Combining these decompositions with the linear combination of unitaries
strategy outlined above yields our main results, Theorem 3 and Theorem 4.

Lastly, we show how to decrease the k-dependence of our algorithms to nearly linear while
retaining the desired poly(log(1/e)) dependence on e. This improvement uses the observation that
the complexity of our algorithms (and the HHL algorithm) is a product of two terms that depend on
the eigenvalue A of A. Whereas the product of the maximum values of these two terms is quadratic



in k, the maximum of the product is only linear in . By introducing a technique called variable-
time amplitude amplification, Ambainis exploited this observation to improve the x-dependence of
the HHL algorithm [Amb12]. Since our approach deliberately avoids phase estimation, it is not
immediately clear how to invoke a strategy based on resolving the eigenvalues of A. Nevertheless, we
show that a careful application of low-precision phase estimation suffices to resolve the eigenvalues
into buckets of exponentially increasing size, which allows us to apply the appropriate approximation
of A= for a given eigenvalue range. We then apply variable-time amplitude amplification on
this algorithm, followed by additional post-processing to remove information left behind by phase
estimation. In Section 5 we establish Theorem 5 and show how the x-dependence of both algorithms
can be made nearly linear, just as Ambainis showed for the original HHL algorithm.

Note that although we use the linear combination of unitaries approach (Section 2) to implement
A~! using Fourier or Chebyshev expansions, the approach can be used generally to implement any
function of A that can be expressed as a linear combination of easy-to-implement unitaries. The
problem of decomposing a function as an approximate linear combination of other functions, such
as polynomials or trigonometric polynomials, is well studied in the field of approximation theory
[Che82, SV13], and techniques from that literature might be applied in future applications of our
techniques. However, to the best of our knowledge, our specific results on approximation of the
inverse by a Fourier or Chebyshev series are novel. The closest work we are aware of shows how to
approximate A~! as a linear combination of operators exp(—At) [SV13, Ch. 12]. That expansion
does not appear to be useful for our purposes (even taking ¢ imaginary) since it includes terms with
long evolution times and large coefficients, resulting in high complexity.

2 Implementing a linear combination of unitaries

We start by showing in Section 2.1 how to implement an operation M that can be expressed as a
linear combination of implementable unitaries. We then explain in Section 2.2 how this primitive
can be applied to solve the QLSP, given a suitable decomposition of A~

2.1 Framework

A technique for implementing linear combinations of unitaries was introduced in some recent
Hamiltonian simulation algorithms [BCC*15, BCK15]. Since quantum simulation is unitary, M is
(nearly) unitary in the simulation algorithms based on this technique. Furthermore, in Hamilto-
nian simulation we only have one copy of the input state. Under these circumstances, one can use
oblivious amplitude amplification [BCC*14] to implement M. In the QLSP, we can create multiple
copies of the input state |b), so we do not require a tool like oblivious amplitude amplification
(which would not work anyway when M is far from unitary).

More precisely, our technique for implementing a linear combination of unitary operations is
as follows. Let M = ). o;U; be a linear combination of unitary matrices U; with o; > 0. We
assume «a; > 0 without loss of generality since a phase can be subsumed into U;. We show how to
implement M probabilistically using unitary operations U and V defined as follows. The operation
U :=>",19)(i] ® U; implements U; conditioned on the value of a control register. The operation V'
maps |0™) to ﬁ > i \/aili), where o :=||@|[y = ), ;. Then, as shown in [Kot14, Lemma 2.1}, we
can implement M in the following sense.

Lemma 6. Let M = ). o;U; be a linear combination of unitaries U; with oy > 0 for all i. Let
V' be any operator that satisfies V|0™) = %ZZ Vaili), where a :== >, ;. Then W := VIUV



satisfies .
WI0™)) = —[0™) M) + &) (4)

for all states [vb), where U := 3", |i){(i| ® U; and (|J0™)(0™| @ 1)|¥+) = 0.

The lemma can be generalized to the case where M = ) . o;T;, where each operator T; is
not necessarily unitary, but is a block of a unitary, i.e., there exists a U; for which U;|0%)|¢) =
|09 T;| @) + |®@+) for all states |¢), where ¢ > 0 is an integer and |®) has no overlap on states with
|0%) in the first register. We consider this more general situation in Lemma 7 below.

In Lemma 6, the operator W can be thought of as a postselected or probabilistic implementation
of M in the sense that, if we measure the first m qubits of W|0™)[¢)) and observe the output [0™),
the state of the second register is proportional to M|y). This successful outcome occurs with
probability (||M[y)]|/a)?.

In our application, since we have the ability to create copies of the input state, we can repeat this
process O((a/||M|1))]|)?) times until the measurement yields the desired outcome. Alternately, we
can construct the state with high probability using amplitude amplification [BHMT02]. Amplitude
amplification requires us to reflect about the starting state [¢), which in our application is |b).
With two uses of the procedure Pp for preparing |b) (one performed in reverse), we can reflect
about |b). Since amplitude amplification yields a quadratic speedup, we obtain the desired state
after O(a/||M)||) rounds in expectation. Combining amplitude amplification and a more general
Lemma 6, we get the following procedure for implementing (submatrices of) linear combinations
of unitary operations.

Lemma 7 (Non-Unitary LCU Lemma). Let M = ). o;T; with o; > 0 for some (not necessarily
unitary) operators {T;}. Let {U;} be a set of unitaries such that

U;|0%|6) = [09T3] ) + |97) (5)

for all states |¢), where t is a nonnegative integer and (|0%)(0'| ® 1)|®;) = 0. Given an algorithm
Pp for creating a state |b), there is a quantum algorithm that exactly prepares the quantum state
MIb) /|| M|b)|| with constant success probability making O(a/||M|b)||) uses of P, U, and V in
expectation, where

U - Z| | U, V|0m>:%2\/a_i|i>, and ai=Y o (6)

and that outputs a bit indicating whether it was successful.

Proof. We start by implementing the linear combination M’ =", a;U;. Using Lemma 6, we have
1
WIO™)|g) = —0™) M'|¢) + o), (7)

where W = VIUV. Now consider the action of W on [¢) = |0%)|¢):

WI0m)]g) = o) (Zaz )10)16) + ) (8)
= ~jom) 0" <Zo¢l )lg) + 0™ (Z%@l )) + o) (9)
=i|om+t>M|¢>+| b, (10)



where |Z1) satisfies (|0"+) (0™ +| @ 1)|2+) = 0.
Now since we want to create a state proportional to M|b), let us plug in |¢) = [b). For
convenience, let r = m + t, which gives

MIb)

=1
ey T E 1

WIO) ) = S0 + 124 = (M) 107)

In words, applying W on [0")|b) followed by a measurement on the first r qubits will yield the
desired state M|b)/||M|b)| with probability (||M|b)||/c)?.

Since Pp is an algorithm that creates the state |b), we can also use it to reflect about the
state |0")|b). Specifically, say Pp performs the map Pp|0°) = |b), then the operator Pp(l —
2[0r+s>(0r+s])77; reflects about the state [0")|b).

Given an algorithm that creates a desired state from an initial state with probability ¢, and
the ability to reflect about the initial state, amplitude amplification [BHMTO02, Theorem 3] is a
procedure for creating the desired state with probability (say) 1/2 that makes O(1/,/q) uses of
the algorithm and the reflection map in expectation. Note that amplitude amplification also works
when the probability ¢ is unknown when we are concerned with expected costs, and hence we do not
need an estimate of ||M|b)|| before we begin. If we want an algorithm with a worst-case guarantee
on cost, then we need to know an upper bound on the probability q.

Using amplitude amplification we get an algorithm that creates the quantum state M |b) /|| M|b) ||
and makes O(a/||M|b)|) uses of W = VIUV and Pp in expectation. O

To be completely general, we have stated our results for an arbitrary set of unitaries {U;} and
quantified costs in terms of uses of U := ) . |i)(i| ® U;. When we apply these results, we will
need to compute the complexity of implementing U in terms of the complexities of implementing
the U;. The query complexity of implementing U is precisely the maximum query complexity of
implementing any of the U;, which is optimal since U cannot be easier to implement than any
particular U;.

On the other hand, the gate complexity of U is not easy to characterize in terms of the gate
complexities of U;. In general, the different U; may be completely unrelated and the cost of
implementing U may be greater than the gate cost of the most expensive U;. However, in our
applications the matrices {U;} are related and are, in fact, powers of a single unitary Y. In this
case the gate complexity of implementing U behaves nicely, as we show below.

Lemma 8. Let U = Zﬁio i) (i| ® Y, where Y is a unitary with gate complexity G. Let the gate
complezity of Y be G; < 2/G. Then the gate complexity of U is O(Z)Ll;’% N G;) = O(NG).

Proof. Let n := |log N | and consider the unitary Y% for j € {0,...,n}, which has gate complexity
Gj, which is at most 2/G. Hence the controlled version of this unitary, c-Y?', controlled by a
single qubit, has gate complexity O(G;). The unitary U can then be implemented by a circuit that
performs, for all j € {0,...,n}, the operation c-Y? on the second register controlled by the ;"
qubit of the first register |i). If the first register is in state |i), the operation performed on the
second register is exactly Y, due to the binary encoding of the integer i. The gate complexity of

this circuit is O(ZJUE%NJ Gj) = O(ZJUE%NJ 2/G) = O(NG). O

We can implement gates of the form U = SN ijvio li,7)(i,j| ® Y% similarly. We use an
additional register to compute the product of ¢ and j and, conditional on this register, we apply
Y% as described in Lemma 8. Last, we uncompute the product in the additional register. The gate
complexity in this case is O(NMG).



2.2 Application to QLSP

We now describe how this technique can be applied to solve the QLSP. Suppose we can approxi-
mate A~! by a linear combination of operators T; that are either unitary or can be implemented
by unitaries as in (5). Then we can implement this linear combination of operators, which is ap-
proximately A~!, using Lemma 7. The following sections, Section 3 and Section 4, establish that
A~! can indeed be represented in such a way using two different choices for the operators 7; that
correspond to using a Fourier decomposition and a Chebyshev decomposition, respectively.

For our application, we need to show that implementing an operator close to A~! yields a state
close to the desired one. More precisely, we need to show that if two operators C and D are close,
then the normalized states C|¢)/||C|)|| and D) /|| D) are also close.

Proposition 9. Let C be a Hermitian operator with ||C~Y|| < 1 (i.e., the smallest eigenvalue of C
in absolute value is at least 1) and let D be an operator that satisfies ||C — D|| < e < 1/2. Then
the states |x) := Cl)/|ClY)|| and |T) := D[Y)/[| DY) satisfy |||lz) — |2)]| < 4e.

Proof. Without loss of generality we assume [||¢))|| = 1. Using the triangle inequality, we get

=190 = s ~ o = [seron ~ vl * lioan - imoml

ICloY DI [CIO) - 1D DI D)l

Again using the triangle inequality, we have ||C|)|| < || D]) ||+ ||[(C — D)|¢)|| < |[|D|¢)| +€, which
yields

(12)

DI = ICI)lI| <e  and D) > ICl)] —e>1 ¢, (13)

where we used the fact that ||C|i)|| > 1 since the smallest eigenvalue of C' in absolute value is at
least 1. Then we can upper bound the first term of the right-hand side of (12) as follows:

Cly) _ Cl¥) H D) = lIC1)]l] ; < _, y
Hucw TR D[yl S D S 1= =% (14)

Analogously, we can bound the second term on the right-hand side of (12) as follows:

|S | Mewl—iowil e e, (15)

Dip) D[l 1Dl DI T 1=

Since both terms are at most 2¢, we have |||z) — |Z)| < 4e. O

Finally, we state a corollary that captures how we apply Lemma 7 to implement A~'. This
allows us to focus on approximating 1/x by a suitable linear combination of other functions. We
say that functions f and g are e-close on a domain D C R if |f(x) — g(z)| < e for all z € D.

Corollary 10. Let A be a Hermitian operator with eigenvalues in a domain D C R. Suppose the
function f: D — R satisfies |f(xz)| > 1 for all x € D and is e-close to >, a;T; on D for some
e € (0,1/2), coefficients a; > 0, and functions T;: D — C. Let {U;} be a set of unitaries such that

U;[0%)]6) = [09)T3(A)[@) + @) (16)

for all states |¢), where t is a nonnegative integer and (|0%)(0'| ® 1)|®;) = 0. Given an algorithm
Pp for creating a state |b), there is a quantum algorithm that prepares a quantum state 4e-close to



FAND) /| f(A)D)|, succeeding with constant probability, that makes an expected O(a/||f(A)|b)]) =
O(«) uses of P, U, and V', where

U= Y il @ U, v\om>:=%zx/a_i!i>, and =) a, (17)

and outputs a bit indicating whether it was successful. Furthermore, this algorithm can be modified
to make O(«) uses of Pg, U, and V in the worst case.

Proof. By Lemma 7, we can exactly prepare the state >, o;T;(A)|b)/||>_,; ciTi(A)|b)|| with constant
success probability and with the stated resource requirements. Since the functions f and ), o;T;
are e-close on a domain that includes the spectrum of A, we have || f(A) — >, a;T;(A)|| < e. Since
|f(z)| > 1 for all x € D, the smallest eigenvalue of f(A) in absolute value is at least 1 and hence by
Proposition 9, the output state is 4e-close to f(A)|b)/||f(A)|b)||, as claimed. Furthermore, |f(x)| >
1 implies ||f(A)[b)]] > 1, so o/||f(A)|b)|| = O(«). Since « is known, by running the algorithm
(say) ten times longer than its expected running time, we obtain a bounded-error algorithm that
makes O(«) uses of Pg, U, and V in the worst case. O

In the following two sections, we apply this lemma to the function f(z) = 1/x on the domain
D, := [-1,-1/k] U [1/K,1], on which f(z) satisfies | f(z)| > 1. Then we have | f(A)|b)|~* <1, so
the number of uses of Pp, U, and V' is O(«).

3 Fourier approach

We now describe the Fourier approach, which is based on an approximation of 1/A as a linear
combination of unitaries e~*4% t; € R. These unitaries can be implemented using any Hamiltonian
simulation method. For sparse A, we use the method of [BCK15]. Our quantum algorithm for
the QLSP then uses Corollary 10 to prepare a quantum state that is e-close to |z). To that end,
we establish the following Fourier expansion of the function 1/z on the domain D, (proved in
Section 3.2, where we give the explicit algorithm).

Lemma 11. Let the function h(x) be defined as

J

.J-1 K

Z 2 .

h(z) = g Ay E A, zpe Pk 2T (18)
V2m = '

J

where y; = jA,, z, = kA, for some fired J = O(£log(k/e)), K = O(klog(k/e)), A, =
O(e/\/log(k/e)), and A, = O((k+/log(k/€))~1). Then h(x) is e-close to 1/x on the domain D,.

We start by showing how to represent 1/x as a weighted double integral of e~** and then
approximate the integrals by finite sums. Given any odd function f: R — R satisfying fooo dy f(y) =
1, we have 1/x = fooo dy f(xy) for = # 0. To achieve good performance, we would like both f and
its Fourier transform to decay rapidly. Here we choose f(y) = ye‘yQ/ 2 (although other choices are
possible). As can be established using the Gaussian integral f_oooo dz e~ (@0 = Jm for all ¢ € C
(which we use throughout this section), this function satisfies

fly) = m /_OO ds ze™* /e (19)
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(i.e., it is an eigenfunction of the Fourier transform of eigenvalue —i, where the Fourier transform
of a function F': R — C is the function F': R — C given by F'(k) := \/12_7T [ dz F(x)e™™**), so

1o /OO dy /OO dz ze= % /2 i0y2 (20)
x V21 Jo —00
While this integral representation suffices to determine the query complexity, we must give an ap-
proximation as a finite sum (as in Lemma 11) to provide an explicit algorithm. We can approximate
(20) by a finite sum by restricting to a finite range of integration (as established in Lemma 12) and
discretizing the integral.

In the remainder of this section, we analyze this approximation and thereby establish Theorem 3.
We consider query complexity in Section 3.1 and then analyze gate complexity in Section 3.2.

3.1 Query complexity

The query complexity of this approach is determined by the query complexity of U in Corollary 10
(since the operation V' requires no queries to implement). In turn, the query complexity of
U depends on the simulation precision and evolution times that are required to obtain an e-
approximation of 1/A. To determine this, it suffices to understand the error introduced by trun-
cating (20) to a finite range of integration.

Lemma 12. The function

g(x) = ! /y(] dy o dz ze™ " /2e~ iy (21)
V21 Jo —2K

is e-close to 1/x on the domain D,; for some y; = O(ky/log(k/€)) and zx = O(y/log(k/€)).

Proof. Performing the integral over y first, which does not change the value by Fubini’s theorem,
we have

2K )
g(z) = ! / dze 2 /2(1 — e~iwvs7), (22)

2z J 2

where we used the identity f;’ dye® = L(e®® — e?). Therefore

1 1 g 2
o)~ 3| = o) - o [T @z (23)
T 21x J -0
1 e 9 ) —ZK o 5 .
= - dze?/2e~imysz 4 </ —I—/ )dz Rl G 2L | 24
vV 27T|l‘| /—oo —00 2K ( ) ( )
1 > 2 . 4 & 2
< dz e # 2e~imysz| 4 / dze /2 25
= V2| /_oo ver|z] Sz )
1 2 4 o 2
_ = —(xyy)?/2 —2%/2
= _—e¢ + dze 26
o vrih 20)
< Lo@rr g 2 s (27)
|| ||
where in the last step we used the bound
1 o 1
E/ dz 6_22/2 S 56_2%(/2, (28)
2K

which follows from the upper bound [ dt et < 46_902 [AS64, 7.1.13]. Since |z| > 1/k, there
exist y; = O(ky/log(k/€)) and zx = O(y/log(k/€)) such that (27) is at most e. O

11



To apply Corollary 10, we discretize this integral, approximating g(x) by the function h(zx)
defined in Lemma 11. In particular, y; and zx are as in the definition of g(z) in Lemma 12.
By taking A, and A, sufficiently small, h(z) can approximate g(x) arbitrarily closely. Since the
query complexity resulting from Corollary 10 does not depend on the number of terms in the linear
combination, we can make the discretization error arbitrarily small and neglect its contribution.
This shows the query complexity part of Theorem 3, as follows.

Proof of Theorem 3 (query complezity). We implement h(A) using Corollary 10. The L; norm of
the coefficients of this linear combination is

o= \/_ZA Z A, |zple /2 = O(y,), (29)
7=0

where we used the fact that, for A, < 1,

Z A, |zkle” /2 / dz]z\e_zz/z < 2/ dzze /2 =2 (30)
— —ZK 0

(here the error in the approximation is negligible since we can take A, arbitrarily small without
affecting the query complexity). By Lemma 12, we have a = O(ky/log(k/¢)). The evolution
times of the Hamiltonian simulations that appear in the linear combination are t = O(yjzx) =
O(rlog(r/e€)). Since we invoke Hamiltonian simulation ©(«) times, the overall error is at most €
provided each simulation has error ¢ = O(e/a) = O(e/(k+/log(k/€))).

The overall query complexity is the number of uses of Hamiltonian simulation times the query
complexity of each simulation. Using the Hamiltonian simulation algorithm in [BCK15, Lemma
9], the query complexity of simulating a d-sparse Hamiltonian for time ¢ with error at most
€ is O(d||A||lmaxt log(||A||t/€")/loglog(||Allt/€')) = O(dtlog(t/€')), since for the QLSP, we have
|Allmax < ||A]| < 1. Thus the total query complexity is

O(adtlog(t/€")) < Vd1og(k/e)drlog(k/€) 10g<— logh (m/e))) O(dk?1og®®(k/€)).  (31)
Finally, by Corollary 10, the number of uses of Pp is O(«) = O(k+/log(k/€)). O

3.2 Gate complexity

The gate complexity of this approach is given by the gate complexity of the unitaries in Corollary 10,
namely quantum simulation and the state preparation map V, times the number of amplitude
amplification steps. The cutoffs J and K (which determine A, and A,) affect the gate complexity
as they determine the number of coefficients appearing in the approximation of 1/A by h(A).

Our analysis uses the following identity.

Lemma 13. Let w € R and A, > 0. Then

oo oo

Z —(w+27rk/A _ Z z£/2e—iwzk (32)

k=—o00 k=—o00

where z, ‘= kA,.



Proof. Equation (32) is a case of the Poisson summation formula (see for example [HNO1, Section
11.11]), which states that if f: R — C is a Schwartz function with Fourier transform f: R — C,
then

Y. fk)y=var ) f(2rk). (33)

k=—o0 k=—00

Here f is called a Schwartz function if, for all nonnegative integers m and n, sup,cg ]wm% f(z)]
is at most some constant (that can depend on m and n).

In our case, f(z) = e~ (wt2mz/A2)?/2 with the Fourier transform fly) = %e‘“’AZ)Z/%Z e~ WAzw/2m
Then the left-hand side of (33) coincides with the left-hand side of (32), and it is easy to check
that the right-hand side of (33) coincides with the right-hand side of (32). It is well known that a
Gaussian is a Schwartz function, so the identity follows. O

Now we quantify how well h(z) in (18) approximates 1/x.
Proof of Lemma 11. We have Ay = y;/J = O(e//log(k/e)) and A, = 2z /K = O(1/k/log(k/e)).

Performing the geometric sum over j, we have

_ oY 2K
—z,%/2 1 €

1— e—ixAyzk . (34)
Using the triangle inequality, we have the bound
1 |in, & 25 1 — =975 2121 _ iy
P I —Z _ —z —1TY J 2k
(@) - =] < ‘\/ﬂ Z Ao M - Z A, e 21 — ey (35)
+ A e—zk/2 e—ixyjzk - A 6_Zk/2 e—imszk 36
2rx Z 2rx Z )| 36)
I A, —zk/2 e—ZIyJZk A, e /2 37
2rx Z 2rx Z (87)
+ A, _Zk/2 38
2rx Z (38)
We show that each term on the right-hand side is O(e).
Since ’1—5%” — L] < 1forall z € [-1,1] (as is easily verified by plotting the left-hand side) and
since |zAyzx| = O(€) < 1 for sufficiently small €, the term on the right-hand side of (35) is upper

bounded by

\f Z A, |zple %2 < \f Z A, e %/ (39)
<2\/7 / dze ™ (40)

=2V2A, = O(e (41)

Here in (39) we used the fact that |z < /4 for all 2z € R.
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The term in (36) is

1 > , 22 = )

A, emR2(1 = emiowm)| < J2Z ST A e 42
T D a2 g 2 ”

2 2 &
<\ 2 [Caen (43)

7 lz] Sy

2

< e =0 (44)

where we upper bounded the sum of a decreasing sequence by the corresponding integral and
applied (28).
Using Lemma 13 with w = xy;, the term in (37) is

[e o]

1 > 2 , 1 2
A, e—zk/2e—zmszk - e—(wy1+27rk/Az) /2. (45)
V2m|x| kz || kz

For k # 0, we have |xys + 27k/A,| > |k|(27/A, — ys). By choosing K sufficiently large, we can
ensure that 2r/A, > y;. Thus we see that (37) is at most

1 2 2 1 2 2
—(zys)?/2 —k2m/Az—yy) _ —(zys)?/2 _
o <e +2 ;:1 e ) T <e MSCEr 1) O(e).  (46)

=—00

Finally, by Lemma 13 with w = 0, we have

o0 oo

1 2 2
- Z AZ e_zk/2 — Z e_(27rk/AZ) /2 (47)
2m k=—00 k=—o00
<142 Z e~ 2mk/AZ (48)
k=1
=1 2 4
=1t ey (49)
=1+ O(ce " lo8m), (50)
so (38) is also O(e), completing the proof. O

We can now determine the gate complexity of the Fourier approach to the QLSP.

Proof of Theorem 3 (gate complexity). To apply Corollary 10, we must implement a unitary V' that
maps the m-qubit state |0™), where m = O(log(JK)), to

—_

J-1 K J—1 K
_— A A |zge /2 j, k :@< )@( zZ e‘zgﬂk’).
= \/_]Z:O\/_yk;Kv |2k 1 k) i va ;m k;K\/l—k )
(51)

a T

From the query complexity part of the proof of Theorem 3, we have o = O(k+/log(k/€)). The opera-
tion V' can be implemented in two steps, preparing the superpositions over |j) and |k) independently
since this is a product state. First we use O(log(J)) Hadamard gates to prepare Zj:_(} 17) /T (as-
suming for simplicity that J is a power of 2). Then we use O(K) gates to prepare the corresponding

=
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superposition over |k) [SBM06, Sec IV]. Using the values of J and K from Lemma 11, the gate
complexity of V' is O(log(J) + K) = O(log(klog(r/€)/€) + rlog(k/€)) = O(klog(k/¢€)).
Corollary 10 also requires the unitary

J-1 K
U=i3" 3 1i.k)(G,kl @ sen(k)e i, (52)
j=0 k=—K

We now use the approach of Lemma 8 (specifically, in the form discussed immediately follow-
ing the proof of the lemma) and the Hamiltonian simulation algorithm of [BCK15, Lemma 10]
to implement U within precision €. We can implement U if we can implement the unitary
Z;-]:_Ol Zsz_K 17, k) (j, k| ® Y7*_ where Y = e~*4%2v2=_ In the notation of Lemma 8, the gate cost
of implementing this unitary is at most the sum of the costs of implementing Y2 for r = 0 to
r =log JK = O(log(k/e€)). Since we would like to approximate U to error €, it suffices to imple-
ment the unitaries Y2 to error € = O(¢’/log JK) = O(¢'/log(r/e)).

From [BCK15, Lemma 10], we know that the gate complexity of simulating a d-sparse Hamil-
tonian A for time ¢ with error € is

O ((d]| Allmaxt) (log N+ log™°(||Al|t/€)) (log (]| Allt/€))) , (53)

where we have dropped a loglog(||Al|t/€) term that appeared in the denominator. Lemma 10 of
[BCK15] does not explicitly handle the case where the evolution time ¢ is so short that some of
these expressions are smaller than 1. In our application, we would like to simulate powers of the
unitary Y = e~ 422 where A,A, = O(¢/k), which is indeed a very short evolution time. For
such short times, the expression in (53) should have the first term replaced by (d||A|maxt + 1),
and all logarithms should be prevented from dropping below 1, i.e., we treat every logarithm as a
maximum of its original expression and 1.

Now we want to compute the gate cost of implementing Y and higher powers of Y. The largest
power involved is Y& where JK = ’%2 log?(x/€). Hence the longest time for which Hamiltonian
simulation is performed is 7 := yyyx = O(klog(k/€)). Since we can always use T as an upper
bound for ¢, we see that the cost of simulating A for any time ¢ < 7 to error € is at most O((dt +
1)(log N + log?®(7/€)) log(7/€)), since for the QLSP, we have ||Al|lmax < |4 < 1.

Hence the sum of costs of implementing Y2 for » = 0 to r = log JK = O(log(k/¢€)) can be
computed by first computing the sum of (dt+1) over the range, i.e., the sum ZLOEOJK(dAyAZT’ +1).
This sum is O(dyjzx +log JK) = O(drlog(k/¢)).

Thus the sum of gate complexities of Y2 is O(dr log(r/€)(log N 4log*® (1 /€))log(r/€)). Substi-
tuting the values of 7, € and using € < ¢, the operation U has gate complexity O(dx log?(x/€')(log N+
log?3 (1/¢').

Note that the gate complexity of V' is dominated by that of U. Since we invoke Hamiltonian
simulation O(«) times, with o = O(ky/log(k/€)) (see the proof of the query complexity part of
Theorem 3), we can choose € = O(e/a) for overall error at most e. Thus the overall gate complexity
of the method is

O(drk?1og?(r/€)(log N 4 log?®(k/e))) (54)
as claimed. O
4 Chebyshev approach

We now describe our second approach to the QLSP. This approach uses a Chebyshev expansion
to implement A~! without appealing directly to Hamiltonian simulation. Instead of building the
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function 1/z as a linear combination of terms of the form e~ (as in Section 3), we approximate
it by a linear combination of terms of the form 7, (z), where 7, is the n'® Chebyshev polynomial of
the first kind. We implement such terms using a quantum walk that has previously been applied
to Hamiltonian simulation [Chil0, BC12, BCK15]. With that goal, we establish the following

decomposition of 1/x as a linear combination of Chebyshev polynomials.

Lemma 14. Let g(z) be defined as

b 2b
Ei:j-i-l (b+i

o )] Tosn(a), (55)

where jo = /blog(4b/e) and b = r%log(k/e). Then g(x) is 2¢-close to 1/x on D,.

The Chebyshev polynomials of the first kind are defined as follows: Tp(z) = 1, T1(z) = z, and
Tn+1(x) = 22T, (x) — Th—1(x). They are also the unique polynomials satisfying 7, (cos 6) = cosnf.

This section is organized as follows. In Section 4.1 we define a quantum walk for any given
Hamiltonian and express this walk (and its powers) in terms of Chebyshev polynomials. In
Section 4.2, we present an expansion of 1/x in terms of Chebyshev polynomials and use this to
establish the query complexity of the Chebyshev approach to the QLSP. In Section 4.3, we upper
bound the gate complexity of this approach.

4.1 A quantum walk for any Hamiltonian

Let A be a d-sparse N x N Hamiltonian with ||A|max < 1. We now define a quantum walk
corresponding to A and express its action in terms of Chebyshev polynomials.
The quantum walk is defined using a set of states {|1;) € C*Y ® C?V : j € [N]} defined as

EES D SR (VZATERVE MR ) (56)

k€E[N]:A ;50

Note that the square root in (56) is potentially ambiguous when A;j is complex. Our results hold
for any consistent choice of square root that ensures \/A—;‘k (\/A—jk)* = A;k. For more detail, see the
discussion preceding [BC12, eq. 14]. We assume in (56) that the oracle returns exactly d nonzero
entries for a given j. This is without loss of generality as we can modify the oracle to treat some
zero entries as nonzero entries to make up the difference. On these additional values of k, the oracle
will return the value of A to be 0, but these entries will contribute to the state in (56) due to the
term /1 — |Aji| [k + N).

The quantum walk now occurs in the Hilbert space C*V @ C?VN. We define an isometry T from
C" to the walk space by

Ti= > |- (57)

JE[N]

We define a swap operator on the walk space by S|j, k) = |k,j) for all j,k € [2N]. Finally, the
walk operator is W := S(2TTT — 1). As discussed in [BC12, BCK15], the walk operator W can be
implemented using O(1) queries to P4, and this implementation is gate-efficient as we discuss in
Section 4.3. (For the details of the implementation, see Lemma 10 of [BCK15]. In that treatment,
the states are defined using an ancilla qubit instead of N additional basis states, but the convention
in (56) is easily recovered by the efficient—and efficiently invertible—mapping from C¥ @C? — C2V
defined by |k,0) — |k) and |k, 1) — |k + N) for all k € [N].)
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We now analyze the structure of this walk. It will be convenient to consider the matrix H := A/d
in the following. Note that since ||Al|max < 1 and A is d-sparse, we have that | H|| < 1.

Lemma 15. Let |\) be an eigenvector of H := A/d with eigenvalue X\ € (—1,1). Within the
invariant subspace span{T'|\), ST|\)}, the walk operator W has the block form

(e )

where the first row/column corresponds to the state T|\). For an eigenvector |\) with eigenvalue
|A| =1, we have WT|X) = AT'|\).

Proof. Observe that TTT = 1 and TTST = H. Let | L)) denote a state orthogonal to T|)\) in
span{T'|\), ST|\)}, satisfying

STIN) = AT|A) + V1 — A2 Ly), (58)
which is well defined since |A| < 1. Then we have
WTIN\ = SQTTT — 1)T|\) (59)
= ST|)) (60)
— AT|A) + V1 — A2|Ly). (61)

Furthermore,

V1= X2W|Ly) = WST|\) — A\WT)|\) (
= SQ2TTT — 1)ST|\) — AS(2TTT — 1)T|\) (
= AST|\) — T|\) (64
= (A2 = DTN + A1 = A2 L), (

so dividing by v/1 — A2, which is nonzero, we have

WILy) = —=vV1—= X T|\) + A Ly). (66)
Combining (61) and (66), we see that W has the stated form. When |\| = 1, (58) simplifies to
ST|A) = AT|\), so (60) gives WT|\) = AT'|\), as desired. O

Lemma 16. For any A € [—1,1], let

W:< A —ﬂ)_

V1— )2 A
Then for any positive integer n,

W = ( 7;L()\) —Vv1- )\2un—1()‘)>
= Wi u, 0 Ta(N)

where T, is the n' Chebyshev polynomial of the first kind and U, is the n'" Chebyshev polynomial
of the second kind.
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Proof. This follows by straightforward induction. The base case (n = 1) follows from the identities
Ti(A) = X and Up(A) = 1. Assuming the claim holds for a given value of n, we have

niy [ ATaA) = (1= M) U1 (X)) —V1 = X2 (To(A) + AlUn-1(N))
W = (R s T >> —<1—A2>u o anToy) (67
V1= N2U, (V) Tnt1(A
where we used the identities
Tor1(N) = ATa(A) — (1= A Un1 (V) (69)
Un(N) = To(A) + AlUn-1(N) (70)

relating Chebyshev polynomials of the first and second kinds. This lemma can alternately be proved
using the substitution A = cos 6 and the trignometric relations between Chebyshev polynomials. [

From Lemma 15 and Lemma 16, we get that for any eigenvector |\) of H with || < 1,

WITIA) = Tn(WTIA) + V1 — X2 U,y (V)] L)), (71)

where |Ly) is defined through (58). This equation can also be extended to eigenvectors |\) with
|A| = 1 by observing that 7,(A) = A™ when A € {—1,+1} and by defining | L)) = 0.

Since the eigenvectors |\) of H span all of CV, and the pairs {T|)\),|L,)} form an invariant
subspace of W, we have that for any |¢) € CV,

WIT ) = TTo(H)|9) + | Ly), (72)

where | L) is an unnormalized state that is orthogonal to span{T|j) : j € [N]}.

Now consider a unitary circuit implementation of the isometry 7. Since T' maps CV to C?V x
€2V, a unitary implementation would map [0™)|¢) to T'|¢) for any [¢)) € CV, with m = [log 2N ]+1.
By applying this unitary, followed by W™, followed by the inverse of this unitary, we can implement

07) [9) = [07™) T (H) ) + @), (73)

where |®1) is an unnormalized state satisfying I1|®+) = 0, where IT := [0™)(0™| ® 1.

Finally, we note that since the walk operator W (and T") can be implemented using O(1) queries
to the oracle P4, as described in [BC12, BCK15], the operation in (73) can be performed using
O(n) queries.

4.2 Query complexity

The Hamiltonian simulation algorithm of [BCK15] approximates e~*!! by a linear combination
of the matrices W™, where W is the quantum walk defined above. From the form of W™ in
terms of Chebyshev polynomials, we can interpret the algorithm as decomposing e~** as a linear
combination of the Chebyshev polynomials 7, (H).

Applying a similar approach to linear systems, we aim to approximate H ', where H = A/d,
by a linear combination of 7, (H). Since H is Hermitian, it suffices to find a good approximation
of f(z) = 1/z by a linear combination of 7,(z) over a domain containing the spectrum of H. Since
the eigenvalues of A lie in D,, := [—1,—1/k] U [1/k, 1], the eigenvalues of H lie in D,,4. (Although
the eigenvalues of H actually lie in [—1/d,—1/(rd)] U [1/(kd),1/d], we do not use this fact.) Once

18



we express f(x) = 1/x as a linear combination of 7, (z) over the domain D4, the same linear
combination yields an approximation for !, according to Corollary 10.

We now analyze the approximation of 1/x by a Chebyshev series. We start by approximating
the function 1/x with a function that is bounded at the origin. We accomplish this by multiplying
1/ with a function that is close to identity on D4 and very small near the origin. The function
1 — (1 — 2%)" has this property for large enough b.

Lemma 17. The function
1-(1-2%
N T

flx):

is e-close to 1/x on the domain D,q for any integer b > (kd)? log(kd/e).

(74)

Proof. For b > 0, on the domain D,y the numerator 1 — (1 — 22)® increases monotonically toward

1 as |z| increases. Thus, over D4, the numerator differs most from the constant function 1 at
x = 1/(kd), where the difference is

1 b b 2 €
_ < o V/(kd)* o =
(1 (/{d)2> <e <= (75)

‘1—(1—:52)6

Therefore we have

<e. O (76)

We now express the function f(z) as a linear combination of Chebyshev polynomials. Since
f(x) is a polynomial of degree 2b — 1, it can be exactly represented as a linear combination of
Chebyshev polynomials of order at most 2b — 1.

Lemma 18. Ouer the domain [—1,1], the function f(x) defined in (74) can be exactly represented
by a linear combination of Chebyshev polynomials of order at most 2b — 1:

. . xz b b—1 - l'?_. 21).
flz) = 1(1% _ 42(_1)3 [21—42%16(“2)] Taji (). (77)
j=0

Proof. First note that f(z) is well-defined as x — 0 because its numerator is a polynomial with no
constant term.
Since z € [—1,1], we can make the substitution & = cos(f). Thus we aim to prove

f(cos(0)) =

~ (] — cos b b—1 [y (2

1 (1 2(9)) —4 (_1)] Zz—j—l—;b(b-l-z) 75j+1(COS(0)). (78)
cos(6) = 2

Using 7, (cos #) = cos(n#), this is equivalent to showing

. 2 = j Zli):j—l—l (b%fi) ,

1 — (sin(0))*” = 42(—1)] [T] cos((25 4+ 1)) cos(8). (79)
=0

J
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By the identity

2b

07" = g 3= () e (%0)

(=P 2 (20 1)k gi(2k—20)6
-y (F)e (81)

b—1
- o <2bb> +om > @b) (—1)* cos((2b — 2k)6), (2)
we have
b—1

| — (sin(6))2t = 1 — (% <2bb> + % kzzo(—nb—k <2kb> cos((2b — 2k:)9)> . (83)

Using the product-to-sum formula for cosines (2 cos 0 cos ¢ = cos(6+ @) +cos(f — ¢)), the right-hand
side of (79) simplifies to

b—1 ' zb ) (2b')
22(—1)] [%] (cos((2j + 2)8) + cos(2j0)) . (84)
=0

It remains to check that the coefficients of cos(2rf) are equal on both sides for all » € {0,1,...,b}.
(Note that both sides are linear combinations of such terms.)
First, the coefficient of the » = 0 term on the left-hand side is 1 — 2—%b (2bb). The same coefficient

on the right-hand side is 2172 320, (%) =272 (22, (1) = (1)) = 1- (D).

When r € [b], the coefficient of cos(2rf) on the left-hand side is

(o)

When r € [b— 1], the coefficient of cos(2r8) on the right-hand side is

2(_1)r—1 [Z?zr (b%fz)] o 2(_1)7" [Z?:T-f‘l (lffz)] _ 2(_1)r—1 [(b?fr)] ’ (86)

226 226 22b

which is the same as the left-hand side.
Finally, when r = b, the coefficient of cos(2rf) on the right-hand side is

b 2b
2(_1)(,_1 [Zi:b (b—l—i)] _ 2(_1)(,_1 |: 1 :| 7 (87)

22b ﬁ

which is also the same as the left-hand side. O

Although f(z) is exactly representable as a linear combination of Chebyshev polynomials of
order at most 2b — 1, observe that the coefficients corresponding to the higher order terms are very
small. Thus we can truncate the series expansion for f(z) while still remaining e-close to f(z).
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Lemma 19. The function f(x) in (74) can be e-approximated by a linear combination of Chebyshev
polynomials of order O(y/blog(b/€)) by truncating the series in (77) at jo = /blog(4b/€). In other
words,

i e
g(x) =43 (1) [Z:J;fg(“)] T (@) (88)

is e-close to f(x) on [—1,1].

Proof. The expression in square brackets in (77) is the probability of seeing more than b+ j heads
on flipping 2b fair coins, which is negligible for large j. In particular, the Chernoff bound gives

- > (bﬂ) eI, (89)

i=7+1

Thus we have

b—1 zb . ( 2b )
; i=j+1 \b+i
[f(x) —g(@)| = 4| > (=1) [’27*] Taj1(x) (90)
Jj=Jjo+1
b—1 ; ;
<4 > e T ()] < dbe /b = ¢, (91)
Jj=Jjo+1
where we used the fact that |7, (z)| <1 for z € [-1,1]. O

We now establish the query complexity part of Theorem 4.

Proof of Theorem / (query complexity). We implement A~1 using Corollary 10 by expressing it in
terms of g(H). Since |[H™! —g(H)|| < e [|[A™1 = 1g(H)|| < e/d < e. Corollary 10 makes O(«)
uses of U, V, and Pg. The value of « for the linear combination %¢(H) is

2b .
dZ[ i= J;;b(b—l—l)] S% (92)

because the term in square brackets is a probability and hence is at most 1. Since V' costs no
queries to implement, it suffices to understand the cost of implementing U.

The highest order of a Chebyshev polynomial used in (88) is O(jo) = O(dklog(dk/e)). Since
the cost of implementing the map (73) is proportional to n as discussed in Section 4.1, the cost of
implementing the unitary U in Lemma 7 is O(jo). Thus the total query complexity is O(ajgy) =
O(dr?log?(dr/€)) Finally, the total number of applications of Pp is O(a) = O(klog(kd/€)). O

4.3 Gate complexity

To upper bound the gate complexity of this approach, we must consider the implementation of the
operator U (which consists of steps of the walk W) and the operator V' in Corollary 10.

Proof of Theorem /4 (gate complezity). We begin with the gate cost of W. As discussed in the proof
of [BCK15, Lemma 10], a step of the quantum walk can be performed up to error at most € with
gate complexity O(log N + log?®(kd/€')). Thus the gate cost of implementing the map U, which

21



involves a power of W as large as jo, is O(jo(log N +log*®(kdjo/€))) = O(jo(log N + log*° (kd/e)))
using Lemma 8.

Implementing the map V involves creating a quantum state in a space of dimension jj. As
shown in [SBMO06, Sec IV], any such state can be created with O(jg) two-qubit gates. Since the
gate cost of V is less than the gate cost of U, we can neglect this in our calculations.

Thus we see that the gate complexity exceeds the query complexity by a multiplicative factor

of O(log N + log®®(kd/e)), as claimed. O

5 Improved dependence on condition number

In this section we reduce the xk-dependence of both our algorithms from quadratic to nearly linear,
establishing Theorem 5. We use a tool called variable-time amplitude amplification, a low-precision
version of phase estimation, and results from Section 3 or Section 4 (either approach can be used
to obtain the results of this section).

To see why this improvement might even be possible, observe that the quadratic dependence on
K has two contributions. First, the complexity of performing the linear combination corresponding
to A™! (even with very low probability) depends linearly on x. More precisely, this refers to
the cost of implementing the controlled unitary U in Corollary 10: in the Fourier approach this
cost depends on the length of time for which we simulate a Hamiltonian, and in the Chebyshev
approach it depends on the highest-order Chebyshev polynomial used. In both approaches, this
cost is close to linear in . The second contribution comes from amplifying the probability of A~!
being successfully applied. As described in Corollary 10, this contribution is proportional to the
quantity a, whose dependence on k is also approximately linear in both approaches.

Observe that if we were promised that the state |b) were only a superposition of eigenvectors
of A with singular values that are all close to 1, the problem would be much easier. As noted in
Section 1.2, if we know that |b) lives in a subspace of A with low condition number x’', we can
replace £ with " in our upper bounds. If |b) lives in the subspace of eigenvectors of A with singular
values close to 1, then ' = O(1). This suggests that the difficult case is when the state |b) is a
superposition of eigenvectors with singular values close to 1/k. However, if we were promised that
this holds, then we could again improve the complexity of our algorithms. This is because the
second contribution in Corollary 10, proportional to «, only arises because we need to amplify the
success probability of our implementation of A~L. If |b) were simply a superposition of eigenvectors
with singular value close to 1/k, then this step would be considerably less expensive. Quantitatively,
observe that when we apply Corollary 10, the expected complexity is O(a/||A71[b)]|), which would
be O(a/k) = poly(log(dr/e€)) in this case, bringing down the cost by a factor of k. Thus at both
extremes we can improve the x-dependence of our algorithm. The reason our algorithm has nearly
quadratic dependence on k is that we need to handle both cases simultaneously.

In the HHL algorithm, a similar situation also arises. Ambainis exploited this to reduce the
complexity of the HHL algorithm using a technique called variable-time amplitude amplification
(VTAA) [Amb12], a generalization of amplitude amplification. VTAA amplifies the success prob-
ability of a quantum algorithm A4 with variable stopping times using a sequence of concatenated
amplitude amplification steps. If some branches of the computation performed by A run longer
than others, VTAA can perform significantly better than standard amplitude amplification.

5.1 Tools

We now describe the tools required to construct our algorithm: variable-time amplitude am-
plification (Theorem 21), a low-precision variant of phase estimation we call gapped phase es-
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timation (Lemma 22), and procedures for implementing approximations of A~! that are accu-
rate for different ranges of eigenvalues (Lemma 23). In this section we use the notation O(-)
to ignore factors of log(dr/e), i.e., we write f(d,k,e¢) = O(g(d,r,€)) to indicate f(d,r,e) =
O(g(d, k, €) poly (log(dr/e))))-

Variable-time amplitude amplification We start by formalizing the notion of a quantum
algorithm with variable stopping times. We want to capture the intuitive idea that an algorithm A
has m potential stopping times t1,%2,...,t,. At time ¢;, the algorithm can indicate that it wants
to stop by setting the j™ qubit of a special clock register to 1, where the algorithm starts with all
clock qubits set to 0. To enforce that the algorithm actually halts when it indicates that it has, we
require that subsequent operations do not affect branches of the computation that have halted in
previous steps. We formalize this in the following definition.

Definition 20 (Variable-time quantum algorithm; cf. Section 3.3 of [Amb12]). Let A be a quantum
algorithm on a space H that starts in the state |0)3, the all zeros state in H. We say A is a variable-
time quantum algorithm if the following conditions hold:

1. A can be written as the product of m algorithms, A= A Am—_1--+A1.

2. H can be written as a product H = Ho®H 4, where Heo is a product of m single qubit registers
denoted Hc,, Hey, - He,, -

m

3. Each A;j is a controlled unitary that acts on the registers Ho; ® Ha controlled on the first
j — 1 qubits of Hc being set to 0.

In this definition the m potential stopping times of A correspond to when the segments A; end.
The last condition enforces that the algorithm in step j does not perform any operation in branches
of the computation that have halted in previous steps.

Now consider a variable-time quantum algorithm that prepares a state |)suec) probabilistically.
More precisely, the algorithm has a single-qubit flag register that is measured at the end of the
algorithm: if we observe the outcome 1 on measuring this register, we have successfully prepared the
state |suee). Let psuce denote the probability of obtaining the desired outcome. If the algorithm’s
complexity is t,,, then simply repeating the algorithm O(1/psycc) times will yield an algorithm that
creates the state [1)sycc) with high probability and that has complexity O(t,,/psucc). Using standard
amplitude amplification, we can do the same with complexity only O(t;,//Psucc). Variable-time
amplitude amplification now allows us to achieve the same with even lower cost if the average
stopping time of the algorithm is smaller than its maximum running time, as shown by Ambainis
[Amb12, Theorem 1]. We now specialize the result to use our definition of a variable-time quantum
algorithm.

Theorem 21 (Variable-time amplitude amplification). Let A = A, Ap—1 -+ - A1 be a variable-time
quantum algorithm on the space H = Ho @ Hp @ Hw. If |0)y denotes the all zeros state in H and
tj denotes the query complexity of the algorithm A;A;_1--- Ay, we define

pj = He, Aj - A0y > and  tayg = (93)

to be the probability of halting at step j and the root-mean-square average query complexity of the
algorithm, respectively, where Ilc; denotes the projector onto 1) in He;. Additionally, let the
success probability of the algorithm and the corresponding output state be denoted

OpApy, - Ai]0)y

succ — II -Am-A 0 2 and succ/ — )

(94)
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where IIp projects onto |1) in Hp. Then there exists a quantum algorithm with query complexity

O<<tm + \;L_g) poly(log tm)> (95)

psucc

that produces the state |tgucc) with high probability, and outputs a bit indicating whether it was
successful. (Here we assume tayg is known; alternatively, we can use any known upper bound on
tavg.) The resulting algorithm is gate-efficient if the algorithm A is gate-efficient.

Gapped phase estimation Our algorithm also requires the following simple variant of phase
estimation, where the goal is to determine whether an eigenphase 6 € [—1, 1] of a unitary U satisfies
0<|0] <@ or2p<|0 <1. The proof is straightforward, but we include it for completeness.

Lemma 22 (Gapped phase estimation). Let U be a unitary operation with eigenvectors |0) satis-
fying U |0) = € |0), and assume that 6§ € [—1,1]. Let ¢ € (0,1/4] and let ¢ > 0. Then there is a
unitary procedure GPE(p, €) making O(% log%) queries to U that, on input |0)~|0)p |6), prepares

a state (Bo |0) |v0) p + B1 11 |1) p) |6), where |Bol* + |B1|*> = 1, such that
e if 0 <1|0] < then |/1]| < € and

o if 2p < 10| <1 then |Bp| < e.
Here C and P are registers of 1 and ¢ qubits, respectively, where £ = O(log(1/¢)log(1/€)).

Proof. Standard phase estimation can give an estimate of 6 with precision /2 (which suffices
to distinguish between the two cases), succeeding with probability greater than 1/2 [CEMM9S,
Appendix C], using O(1/¢) queries to U and O(log(1/¢)) ancillary qubits for the estimate of the
phase. To boost the success probability, we simply repeat the procedure O(log(1/¢)) times. We
construct GPE(¢, €) by taking a majority vote and encoding the result in the register C. By a
standard Chernoff bound, this suffices to ensure error probability at most e. O

Approximating A~! Our algorithm A also requires a procedure to implement various approxi-
mations of A~! that are accurate for different ranges of eigenvectors. If we are promised that the
input state |1) is a superposition of eigenstates of A with eigenvalues in the range [1, —A] U [A, 1]
for some given A € (0, 1], we can use the results of Section 3 or Section 4 to implement a version of
A~1 accurate for this range of eigenvalues more efficiently than in the general case.

Lemma 23. For any § > 0 and A > 0, there exists a unitary W(\, ) with query complexity
O(41og?(%)) satisfying

1

max

W(A0)10)p[0)q [¥); = ——— 1) p[0)q h(A) [¥); +10) p 95 or (96)

where omax = 5(%) is a constant independent of A, ]\I/L>Q 7 45 an unnormalized quantum state on
registers Q and I orthogonal to |0)q, and ||h(A)[p) — A7L|[Y)|| < 6 for any |¢) that is a superposition
of eigenstates of A with eigenvalues in the range [—1,—A| U [\, 1]. Here F and I are registers of 1
and logy N qubits, respectively.

Proof. Using either the Fourier or Chebyshev approach, by choosing an appropriately accurate
series expansion of A~! we can perform the map

00 00 191 = — 1) 10)g h(A) [0}, + [0 [94) (o7)
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Using the Fourier approach, the query complexity of the map in (97) is O((d/)\)log?(1/A6)).
Using the Chebyshev approach, the query complexity is O((d/A)log(d/Ad)). In either case, the
complexity of the operation in (97) is O(4 log?(4£)).

However, the value of o in (97) will depend on A. The constant « can be determined from the
L1 norm in the approximation of A~! by a sum of unitaries. Under the promise that the input
state is a superposition of eigenvectors with eigenvalues in [—1, —A] U [\, 1], the value of « depends
on A and J, so we denote it a = a(\,9).

Since we require transformations for which the factor 1/a appearing in (97) is the same indepen-
dent of A, we choose the largest value of « for our range of eigenvalues, which is apayx := a(1/k,9).
This value is amax = O(k\/log(k/d)) or amax = O(klog(dr/d)) for the Fourier or Chebyshev

approaches, respectively, which is O(k) in either case.

Since a(A,0) < amax, and a(A,d) can be computed efficiently, if we implement (97) with a
smaller value of o than needed, it is always possible to make the implementation worse and increase
the value of a.. In particular, the algorithm for preparing (97) with « replaced by the fixed value
Qmax 18 the algorithm described in Section 3 or Section 4 (which implements (97)) followed by an
additional step that transforms

a(N, o a(N, )2
I (99)

conditional on [0),. This gives us a map W(A,d) that performs the transformation in (97) with
the same value . in the denominator independent of A, as described in the lemma. O

5.2 Algorithm

We now describe a variable-time quantum algorithm A built as a sequence of steps Ai,..., An
with m := [logy k] + 1, so the algorithm is A = A,,---.A;. The algorithm A uses the following
registers:

e an m-qubit clock register C, labeled C1,...,C,,, used to determine a region the eigenvalue
belongs to (i.e., to store the result of GPE);

a single-qubit flag register F to indicate whether the approximation of A~ was successfully
implemented;

a (logy N)-qubit input register I, initialized to |b), that finally contains the output state;

a register P, divided into registers Py, P, ..., Py, to be used as ancilla for GPE; and

a register Q to be used as ancilla in the implementation of A~

The corresponding Hilbert spaces are denoted He, Hr, Hr, Hp, and Hg, respectively. All registers
are initialized in |0) except for register I, which is initialized in |b). When we write |0) y we mean
that all qubits of register X are in |0).

Algorithm A; We now describe the algorithm A;, which forms a part of the variable-time
algorithm A. In the algorithm below, each call to GPE (Lemma 22) uses the unitary operation
U := 4. Note that this unitary satisfies the assumption of Lemma 22 as the norm of A is at most
1. For all j € [m], let ¢; := 277, and let § = €/(Mamax)-
Finally, we define 4; as the product of the following two unitary operations:
1. Conditional on first j — 1 qubits of H¢ being |0), apply GPE(y;,0) on the input state in I
using C; as the output qubit and additional fresh qubits from P as ancilla (denoted P;).
2. Conditional on Cj (the outcome of the previous step) being |1>Cj, apply W (g, md) on the
input state in I using F' as the flag register and register @) as ancilla.
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Final algorithm Before describing the final algorithm, we define another sequence of algorithms
A’ = A}, - A}, similar to A. The only difference between A; and A’ is that instead of applying
the operator W in step 2 of A;, algorithm A;- applies the following trivial operation W'

w’ 10) |0>Q W) =11)p |0>Q ) - (99)

The final algorithm of this section is as follows. First, apply VTAA to A to produce a normalized
version of the state output by A that has register F' in [1) .. Then apply the unitary (A’) to this
~1[b)

state. The resulting state in register I is @W up to error O(€), as we prove in the next section.

5.3 Correctness

To prove that the algorithm works correctly, it is useful to first analyze its behavior on an eigenstate
[A) of A, which satisfies A|\) = A|A) for some A € [—1,1]. Then the action of A on a general state
|b) follows from linearity.

Let j € [m] be such that p; < |A| < 2¢p; (recall that ¢; := 277). Such a j must exist
because the largest value of |A| is 1 = 2¢p;, and the smallest value of |\| is 1/k, which satisfies
Om = 1/2M08 1+ < 7/,

In this section, we will use the notation [1)) = |¢) + O(J) to mean |||1p) — |p)|| = O(9).

State after 4 to A;_; We first observe that the algorithms Ay, ..., .4;_; essentially do nothing
to the state except modify the ancilla register P. To see this, observe that we start with the state
|0)c|0) #|A)7]0) p|0). Upon applying step 1 of A;, because |A| < ¢1, the clock register C remains
|0) with high probability, and only the register P; has been modified to hold the ancillary state of
GPE. Thus, we have the state

10)c[0)£[A)1176) £, 10) Py P 0) (100)

up to error O(§), where |y}) is the ancillary state produced by GPE. Step 2 of A; does nothing
because register C is set to |0). Similarly, after j — 1 steps we are left with the state

0)c10) £\ 1)y -+ 17 P2 10) £y 00 (101)
up to error O(jd) = O(md), where |4}) is the ancillary state produced by the it? call to GPE.

State after A; Now when we apply step 1 of A;, because |A| lies in between ¢; and 2¢;, GPE
will return a superposition of |0)c; and [1)c;. We will then have the state

Bol0)c 0)F [N 1178 Py - - [y 1) 2,10V Py [0) (102)
+B1) 10 pIN L) Py 19 ey ) P10V Py P |00, (103)

up to error O(md), where {; := 07~110™~7 denotes the integer j represented in unary. Now when
step 2 of A; is applied, the part of the state in (102) remains unchanged, since the register C; is
set to |0). However, the part in (103) will have operator W (y;, md) applied to it and the state in
(103) will become

ﬁl\ﬂj>cll>F<Z(A)

max

- .
WI) o)e - 10 e ) B [0) Py yyoPa 00 + Biltt)el0) Flgj) rpgs  (104)
where |gj)rpg is some state on register I, P, Q. Since A falls in the required range of Lemma 23,

i.e., it is between [—1, —p;]U[p;, 1], we can replace h(A) in the equation above with A~!, incurring
error at most O(md).
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State after .4;,1 We can now apply the algorithm 4,1 to our state. This will only affect the
part of the state in (102), because the computation in (104) has ended and has a nonzero value in
register C. On applying step 1 of A; 1, the state (102) is mapped to

Bolthi1)cl0) FIN ) Py - 198) 1 ) Pyt 10) Py 10D (105)

up to error O(md), since |A| > 2¢;41, and hence GPE outputs |1) with high probability. We can
now apply step 2 of A, to this state to obtain

50|uj+1>c|1>F<Z(A)

. .
|>\>1) o)y 1) P T Pt [0) Py [0) @ + Bolfly1)c]0) Flgj+1) 1PQ
(106)

max

up to error O(md), where |g;+1)7pq is some state on register I, P, Q. Since X falls in the required
range of Lemma 23, i.e., it is between [—1, —¢; 1] U [@j41,1], we can replace h(A) in the equation
above with A~!, incurring error at most O(md).

State after A Now since the state has no overlap with |0)¢, up to error O(md), the remaining
operations of A do nothing. Thus the final state at the end of algorithm A, A|0)cr|\)7|0)pg, is

B1

max

Bo

) PAT N )P 1 e )P 0) by [0)

_|_

B . -
) D r AT N ) Py ) 1T Pyaa 10V Py P 0D

max

+61145)cl0)Flgj) 1 + Bolthj+1)cl0) plgj+1)rpq (107)
up to error O(md). On projecting this state to the |1)r subspace, we obtain

TR A0)crlN) 0)pg =

Bo

max

B . .
)1 FAT N o) 1 ) o ) B 10) Py P 0D

max

B - . -
+ ) el r A N ) e ) e ) P 1 T Py [0) Py P 0) @ 4+ O(md),  (108)

where IIr denotes the projector onto |1)r. Now let |¥)) denote a normalized quantum state on
registers C', F', P, and @, such that this equation can be rewritten as

A—l
HpA[0)cr|N)10)pg = -

IN11¥A)crpg + O(md). (109)
max

Algorithm A’ Now observe that if we had run algorithm A’ instead of algorithm A, the ancil-
lary state |W)) created would be identical since this state depends only on GPE and not on the
implementation of A~!'. In A/, since the operation W is replaced by the operation in (99) that
simply flips the bit in register F, we have

A'10)cr|N)110)pg = [N 11¥x)crpg 4 O(md). (110)

Note that there is no need to project onto |1)p, since the final state here has no overlap on |0)p,
and hence there is no need to apply VTAA either. Thus the inverse of algorithm A’ can be used
to erase the state |¥)) given state |A) in another register, even in superposition.
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Final algorithm We can now analyze the general case where the input state is |b) = >, cx [ M),
where |\i) are eigenvectors of A of eigenvalue Ay € [—1,1] and >, |ex|? = 1.
Using linearity and (109), we obtain

A—l
rA|0)cr|b)1]0)pg =

max

ch‘)\k>]‘\y>\k>cpp@+0(m5). (111)
k

We can now apply VTAA (Theorem 21) to A to produce a normalized version of this state
with constant probability. The approximation error is O(amaxmd) = O(€) since, in the worst case,
the norm of this state is O(1/amay). Now applying (A') allows us to erase the ancillary states
|Wy, )cFpg to obtain

A7b)r|0)crpg
[A=1b)110)crrqll

(112)

up to error O(e), as desired.

5.4 Complexity

The complexity of our algorithm is dominated by the cost of applying VTAA to algorithm A. The
next step, which is to apply (A')f, can only cost as much as A, and hence can be ignored.

To obtain the query complexity of applying VTAA to A, we need to compute the quantities in
Theorem 21, which are t,,, Psuce, and tayg.

Computing ¢; Let us begin with ¢;, the query complexity of applying A;---A;. The cost
of any A;j is the cost of applying GPE(yp;,d) using Lemma 22 and W (y;,md) using Lemma 23.
The number of uses of U = ¢ in GPE(pj,d) follows from Lemma 22 and is O(27 log(1/4)).
Then, each U must be implemented using a Hamiltonian simulation algorithm within precision
O(6/(27 1og(1/4))). By the results of [BCK15], the query complexity of GPE(yp;,d) is therefore

O(d?2’ poly(log(d27 /8))) = O(d2%). (113)

The query complexity of W (¢p;,md) is O((p% log%%)) — O(d27). Since the cost of Aj is O(d2%),
t; = 0(d27) and t,,, = O(dk).
Computing pg,c The probability pgcc is the probability of measuring the register F' in [1) in

the state output by algorithm A. This is simply the squared norm of the state on the left hand
side of (111), i.e., Psuce = |ILF.A|0)cr[b)1]0) pg|*. Hence from (111) we have

A—l
V Psuce = Ha ch|/\k>l|\PA>CFPQ +O(m5) (114)
max "
1 Ck
= > SR erpg | + O(md) (115)
Qmax L )\k

1 e\ ?
= - Z v + O(m$). (116)
max I Lk

To be precise, this is only an approximation of ,/psucc up to error O(md) = O(€/amax). However,
since this error is much smaller than the calculated value of |/pgucc, which is at least 1/aupax, this
error only affects the value by a constant factor for sufficiently small e.
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Computing t,,s Let p; denote the probability that algorithm A stops exactly at the 5 step,
which is ||[IIg; A; - - - A1[b)1|0)crpgl|?, where I, is the projector onto |1)¢;. We can now compute

ij Z 1T, A; - Aufb)1[0)crrall*t] (117)
= Z IHes Ay - - A ch‘)‘k>I‘O>CFPQ”2t? (118)
= ZZ lex[Tey A - - A M) 110)crpoll*t] (119)
= Z e <Z My Aj - Al’)‘k>1’0>CFPQH2t?>, (120)
k J

where the expression in parentheses is the average squared stopping time of the algorithm for the
special case where |b) = |\;). For the state |\;), we know that the algorithm stops after step j or
j+1, where j satisfies ¢; < |A\x| < 2¢;. Hence the average squared stopping time for |\;) is at most
tiv1 = O(d27) = O(d/\). More precisely, the algorithm stops after step j or j+ 1 with probability
at least 1 — 4. With probability at most § it may stop at step j + 2, and with probability at most
82 it may stop at step j + 3, etc. Since tj+r grows only exponentially with r, i.e., t; 1, = exp(r)t;,
for small enough 4, the sum ¢" exp(r) converges to a constant and hence this does not change the
average squared stopping time for |\;) by more than a constant factor.
Substituting this into (120), we have

c 2
tove Z\ck\0d2/)\2) ( Z%) (121)

k

Total complexity We are now ready to compute the total cost of VTAA and prove Theorem 5.
Theorem 21 states that the query complexity of VTAA applied to A is

@) ((tm + \j}%) poly(log tm)> ) (122)

Using the values we computed, this is

O(dk + damay) = O(dk), (123)

where we used the fact that aa = 5(/{), as stated in Lemma 23.
Finally, since A and A’ are gate-efficient and VTAA preserves this property, the overall algo-
rithm is gate-efficient.
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