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Abstract

We consider, for complete bipartite graphs, the convex hulls of characteristic vectors of
all matchings, extended by a binary entry indicating whether the matching contains two
specific edges. These polytopes are associated to the quadratic matching problems with a
single linearized quadratic term. We provide a complete irredundant inequality description,
which settles a conjecture by Klein (Ph.D. thesis, TU Dortmund, 2015). In addition, we also
derive facetness and separation results for the polytopes. The completeness proof is based
on a geometric relationship to a matching polytope of a nonbipartite graph. Using standard
techniques, we finally extend the result to capacitated b-matchings.

1 Introduction

Let Km,n “ pV,Eq be the complete bipartite graph with the node partition V “ U 9YW , |U | “ m

and |W | “ n for m,n ě 2. The maximum weight matching problem is to maximize the sum
cpMq :“

ř

ePM ce over all matchings M (i.e., M Ď E and no two edges of M share a node) in Km,n

for given edge weights c P QE . Note that we generally abbreviate
ř

jPJ vj as vpJ) for vectors v

and subsets J of their index sets.
Following the usual approach in polyhedral combinatorics, we identify the matchings M with their
characteristic vectors χpMq P t0, 1u

E
, which satisfy χpMqe “ 1 if and only if e P M . The maximum

weight matching problem is then equivalent to the problem of maximizing the linear objective c

over the matching polytope, i.e., the convex hull of all characteristic vectors of matchings. In order
to use linear programming techniques, one requires a description of that polytope in terms of linear
inequalities. Such a description is well-known [1] and consists of the constraints

xe ě 0 for all e P E (1)

xpδpvqq ď 1 for all v P U 9YW, (2)

where δpvq denotes the set of edges incident to v. For general (nonbipartite) graphs, Edmonds [4,
5] proved that adding the following Blossom Inequalities is sufficient to describe the matching
polytope:

xpErSsq ď
1

2
p|S| ´ 1q for all S Ď V , |S| odd,

where ErSs :“ ttu, vu P E : u, v P Su. His result is based on a primal-dual optimization algorithm,
which also proved that the weighted matching problem can be solved in polynomial time. Later,
Schrijver [23] gave a direct (and more geometric) proof of the polyhedral result. Note that one
also often considers the special case of perfect matchings, which are those matchings covering every
node of the graph. The associated perfect matching polytope is the face of the matching polytope
obtained by requiring that all Inequalities (2) are satisfied with equality:

xpδpvqq “ 1 for all v P U 9YW. (3)

For more background on matchings and the matching polytopes we refer to Parts II and III of
Schrijver’s book [25]. For a basic introduction on polytopes and linear programming we recommend
to read [24].
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In this paper, we consider the more general quadratic matching problem for which we have, in
addition to c, a set Q Ď

`

E
2

˘

and weights p : Q Ñ Q for the edge-pairs in Q. The objective is now
to maximize cpMq `

ř

qPQ,qĎM pq, again over all matchings M . Before we discuss the case |Q| “ 1
in detail, we focus on the more general case. By requiring the matchings to be perfect, we obtain
as a special case the quadratic assignment problem, a problem that is not just NP-hard [22], but
also hard to solve in practice (see [18] for a survey).

A common strategy is then to linearize this quadratic objective function by introducing additional
variables ye,f “ xe ¨xf for all te, fu P Q. Usually, the straight-forward linearization of this product
equation is very weak, and one seeks to find (strong) inequalities that are valid for the associ-
ated polytope. There were several polyhedral studies, in particular for the quadratic assignment
problem, e.g., by Padberg and Rijal [21] and Jünger and Kaibel [13, 14, 15].
One way of finding such inequalities, recently suggested by Buchheim and Klein [2], is the so-
called one term linearization technique. The idea is to consider the special case of |Q| “ 1 in
which the optimization problem is still polynomially solvable. By the polynomial-time equivalence
of separation and optimization [11, 16, 19], one can thus hope to characterize all (irredundant)
valid inequalities and develop separation algorithms. These inequalities remain valid when more
than one monomial is present, and hence one can use the results of this special case in the more
general setting. Buchheim and Klein suggested this for the quadratic spanning-tree problem and
conjectured a complete description of the associated polytope. This conjecture was later confirmed
by Fischer and Fischer [7] and Buchheim and Klein [3]. Fischer et al. [9] recently generalized
this result to matroids and multiple monomials, which must be nested in a certain way. In her
dissertation [17], Klein considered several other combinatorial polytopes, in particular the quadratic
assignment polytope. Hupp et al. [12] generalized these results, in particular proofs for certain
inequality classes to be facet-defining, to nonbipartite matchings. They carried out a computational
study on the practical strength of this approach, using these inequalities during branch-and-cut.

The main goal of this paper is to prove that the description for bipartite graphs conjectured by
Klein [17] is indeed complete. Moreover, we extend the theoretical work of Klein to non-perfect
matchings. Our setup is as follows: Consider two disjoint edges e1 “ tu1, w1u and e2 “ tu2, w2u
(with ui P U and wi P W for i “ 1, 2) in Km,n and denote by V ˚ :“ tu1, u2, w1, w2u the union of
their node sets. Our polytopes of interest are the convex hulls of all vectors pχpMq, yq for which
M is a matching in Km,n, y P t0, 1u and one of the relationships between M and y holds:

• P
1QÓ
match :“ P

1QÓ
matchpKm,n, e1, e2q: y “ 1 implies e1, e2 P M .

• P
1QÒ
match :“ P

1QÒ
matchpKm,n, e1, e2q: y “ 0 implies e1 R M or e2 R M .

• P
1Q
match :“ P

1Q
matchpKm,n, e1, e2q: y “ 1 if and only if e1, e2 P M .

Note that P
1QÓ
match (resp. P 1QÒ

match) is the downward (resp. upward) monotonization of P 1Q
match with

respect to the y-variable, and that

P
1Q
match “ convpP 1QÓ

match X P
1QÒ
match X pZE ˆ Zqq.

Clearly, Constraints (1) and (2) as well as the bound constraints

0 ď y ď 1 (4)

are valid for all three polytopes. Additionally, the two inequalities

y ď xei i “ 1, 2 (5)

are also valid for P
1Q
match and P

1QÓ
match (and belong to the standard linearization of y “ xe1 ¨ xe2 ).

Klein [17] introduced two more inequality classes, and proved them to be facet-defining (see The-
orems 6.2.2 and 6.2.3 in [17]). They are indexed by subsets SÓ and SÒ of nodes (see Figure 1),
defined via

SÓ :“ tS Ď U 9YW : |S| odd and either

S X V ˚ “ tu1, u2u and |S X U | “ |S X W | ` 1 or

S X V ˚ “ tw1, w2u and |S X W | “ |S X U | ` 1u, and

SÒ :“ tS Ď U 9YW : |S X U | “ |S X W | and either S X V ˚ “ tu1, w2u or S X V ˚ “ tu2, w1uu,
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and read

xpErSsq ` y ď
1

2
p|S| ´ 1q for all S P SÓ and (6)

xpErSsq ` xe1 ` xe2 ´ y ď
1

2
|S| for all S P SÒ. (7)

u1

u2

u3

u4

u5

w1

w2

w3

w4

w5

e1

e2

(A) A set S P S
Ó indexing Inequality (6).

u1

u2

u3

u4

u5

w1

w2

w3

w4

w5

e1

e2

(B) A set S P S
Ò indexing Inequality (7).

Figure 1: Node sets indexing additional facets.

Klein [17] even conjectured, that Constraints (1) and (3)–(7) completely describe the mentioned

face of P 1Q
match. We will confirm this conjecture in Corollary 2.8.

In contrast to the two proofs for the one-quadratic-term spanning-tree polytopes [7, 3], our proof
technique is not based on linear programming duality. In fact, the two additional inequality families
presented above introduce two sets of dual multipliers, which seem to make this proof strategy hard,
or at least quite technical. Instead, we were heavily inspired by Schrijver’s direct proof [23] for the
matching polytope.

Outline. The paper is structured as follows: In Section 2 we present our main results together
with their proofs, which are based on two key lemmas, one for P 1QÓ

match and one for P 1QÒ
match. At the end

of the section, we establish the corresponding results for the special case of perfect matchings. The
proofs for the two key lemmas are similar with respect to the general strategy, but are still quite
different due to the specific constructions they depend on. Hence, we present the general technique
and then each lemma in its own dedicated section. Although Klein already proved that the new
inequalities are facet-defining, she only did so for the case of perfect matchings. Hence, for the
sake of completeness, we do the same for the general case in Section 4. The algorithmic parts are
covered in Section 5 where we present separation algorithms for the two classes of exponentially
many facets. The polyhedral result on the matching polytope is used as a black-box result in
Section 6 in order to prove a generalization for capacitated b-matchings (which are defined in that
section). We conclude this paper with a short discussion on our proof strategy and on a property

of P 1Q
match.

2 Main results

We will prove our result using two key lemmas, each of which is proved within its own section.

Lemma 2.1. Let px̂, ŷq P QE ˆ Q satisfy Constraints (1), (2), (4), (5) and (6). Let furthermore
px̂, ŷq satisfy at least one of the Inequalities (5) for i˚ P t1, 2u or (6) for a set S˚ P SÓ with equality.

Then px̂, ŷq is a convex combination of vertices of P 1Q
match.

Lemma 2.1 will be proved in Section 3.1.
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Lemma 2.2. Let px̂, ŷq P QE ˆ Q satisfy Constraints (1), (2), (4), and Inequalities (7) for all
S P SÒ. Let furthermore px̂, ŷq satisfy at least one of the Inequalities (7) for a set S˚ P SÒ with

equality. Then px̂, ŷq is a convex combination of vertices of P 1Q
match.

Lemma 2.2 will be proved in Section 3.2. We continue with the consequences of the two lemmas.

Theorem 2.3. P
1QÓ
match is equal to the set of px, yq P RE ˆ R that satisfy Constraints (1), (2), (4),

(5) and (6).

Proof. Let P be the polytope defined by Constraints (1), (2), (4), (5) and (6). We first show

P
1QÓ
match Ď P by showing pχpMq, yq P P for all feasible integer pairs pχpMq, yq, i.e., matchings M in

Km,n and y P t0, 1u satisfying e1, e2 P M if y “ 1. Clearly, χpMq satisfies Constraints (1) and (2),
and y satisfies (4).
Let S P SÓ, define S̄ :“ Sz tu1, u2, w1, w2u, and observe that |S̄| is odd. If y “ 1, then e1, e2 P M ,
i.e., Constraint (5) is satisfied. Hence, only nodes in S̄ can be matched to other nodes in S, and
there are at most t|S̄|{2u “ p|S| ´ 3q{2 of them. If y “ 0, then the validity follows from the fact
that S has odd cardinality. This shows that Constraint (6) is always satisfied.

To show P Ď P
1QÓ
match, we consider a vertex px̂, ŷq of P . Note that since P is rational we have

px̂, ŷq P QE ˆ Q. If it satisfies at least one of the Inequalities (5) for some i˚ P t1, 2u or (6) for
some S˚ P SÓ with equality, Lemma 2.1 yields that px̂, ŷq is a convex combination of vertices of

P
1Q
match, which are vertices of P 1QÓ

match.
Hence, px̂, ŷq is even a vertex of the polytope defined only by the Constraints (1), (2) and (4).
Thus, ŷ P t0, 1u and x̂ “ χpMq for some matching M in Km,n. Since Inequalities (5) are strictly
satisfied, we must have ŷ “ 0, which concludes the proof.

Theorem 2.4. P
1QÒ
match is equal to the set of px, yq P RE ˆ R that satisfy Constraints (1), (2), (4)

and (7).

Proof. Let P be the polytope defined by Constraints (1), (2), (4) and (7). We first show P
1QÒ
match Ď P

by showing pχpMq, yq P P for all feasible integer pairs pχpMq, yq, i.e., matchings M in Km,n and
y P t0, 1u satisfying (e1 R M or e2 R M) if y “ 0. Clearly, χpMq satisfies Constraints (1) and (2),
and y satisfies (4).
For S P SÒ, M contains at most 1

2 p|S Ye1 Ye2|q “ 1
2 |S| `1 edges in ErSs Y te1, e2u. Thus, if y “ 1,

Constraint (7) is satisfied. If y “ 0 and e1, e2 R M , then it is trivially satisfied. Otherwise, i.e., if
y “ 0 and M contains exactly one of the two edges, we can assume w.l.o.g. e1 P M and e2 R M .
Since Sze1 has odd cardinality, at most |S|{2 ´ 1 edges of M can have both endnodes in S, the
constraint is also satisfied in this case.

To show P Ď P
1QÒ
match, we consider a vertex px̂, ŷq of P . Note that since P is rational we have

px̂, ŷq P QE ˆ Q. If it satisfies at least one of the Inequalities (7) for some S˚ P SÒ with equality,

Lemma 2.2 yields that px̂, ŷq is a convex combination of vertices of P 1Q
match, which are vertices of

P
1QÒ
match.

Hence, px̂, ŷq is even a vertex of the polytope defined only by the Constraints (1), (2) and (4).
Thus, ŷ P t0, 1u and x̂ “ χpMq for some matching M in Km,n. If ŷ “ 0, then Inequality (7) for
S “ tu1, w2u reads xu1,w2

`xe1 `xe2 ´0 ď 1, and thus implies e1 R M or e2 R M , which concludes
the proof.

Theorem 2.5. P
1Q
match is equal to the set of px, yq P RE ˆ R that satisfy Constraints (1), (2), (4),

(5), (6) and (7), i.e., P 1Q
match “ P

1QÓ
match X P

1QÒ
match.

Proof. Let P be the polytope defined by Constraints (1), (2), (4), (5), (6) and (7). By Theo-

rems (2.3) and (2.4) we have P
1Q
match Ď P

1QÓ
match X P

1QÒ
match “ P .

To show P Ď P
1Q
match, we consider a vertex px̂, ŷq of P . Note that since P is rational we have

px̂, ŷq P QE ˆQ. If it satisfies at least one of the Inequalities (5) for some i˚ P t1, 2u or (6) for some

S˚ P SÓ with equality, Lemma 2.1 yields that px̂, ŷq is a convex combination of vertices of P 1Q
match.

The same result holds by Lemma 2.2 if the point satisfies at least one of the Inequalities (7) for
some S˚ P SÒ with equality.
Hence, px̂, ŷq is even a vertex of the polytope defined only by the Constraints (1), (2) and (4).
Thus, ŷ P t0, 1u and x̂ “ χpMq for some matching M in Km,n. Inequalities (5) and Inequality (7)
for S “ tu1, w2u imply that y “ 1 if and only if e1, e2 P M , which concludes the proof.
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Perfect matchings. We now assume m “ n, since otherwise, Km,n does not contain perfect
matchings. Since the formulations for perfect matchings are obtained by replacing Inequalities (2)
by Equations (3), the corresponding polytopes are faces of the ones defined in the Section 1, and
we immediately obtain the following results from the corresponding theorems in Section 2:

Corollary 2.6. The convex hull of all pχpMq, yq P t0, 1uE ˆ t0, 1u, for which M is a perfect
matching M in Kn,n and y “ 1 implies e1, e2 P M , is equal to the set of px, yq P RE ˆ R that
satisfy Constraints (1), (4), (5), (6) and (3).

Corollary 2.7. The convex hull of all pχpMq, yq P t0, 1u
E

ˆ t0, 1u, for which M is a perfect
matching M in Kn,n and y “ 0 implies e1 R M or e2 R M , is equal to the set of px, yq P RE ˆ R

that satisfy Constraints (1), (4), (7) and (3).

Corollary 2.8. The convex hull of all pχpMq, yq P t0, 1u
E

ˆ t0, 1u, for which M is a perfect
matching M in Kn,n and y “ 1 if and only if e1, e2 P M , is equal to the set of px, yq P RE ˆR that
satisfy Constraints (1), (4), (5), (6), (7) and (3).

3 Proofs of main lemmas

The technique we will use to proof Lemmas 2.1 and 2.2 is quite technical. Hence, we present it in
this section in a more abstract fashion (see Figure 2). To make the proofs more accessible, we also
list the required steps that have to be done. Consider, a description of a polytope P in terms of
linear inequalities for which we want to show P “ convpXq for some (implicitly known) X .

1. Consider an initial fractional point of P that satisfies a certain inequality with equality.

2. Modify the point such that the resulting point lies in a face F of a polytope Q that we have
under control. Prove that the modified point lies in F (and hence in Q).

3. Write the modified point as a (special) convex combination of vertices of F . Derive structural
properties that are implied by the fact that the combination uses only points from F .

4. Revert the modifications by replacing some of the vertices in the convex combination by
others. Prove that the new vertices are contained in X. Prove that the modifications revert
those of Step 2, i.e., that their convex combination equals the initial point.

Graph Km,n

px̂, ŷq satisfies a certain
inequality with equality.

Related graph Ḡ

Vector x̄ in certain face (˛)
of Ḡ’s matching polytope.

construct

Matchings M̄1, . . . , M̄k

in Ḡ.

ex
is
ts

Convex
combination
with special
property (‹)

M̄j have structure
due to (˛) and (‹).

Matchings M̂1, . . . , M̂k

in Km,n.

construct

ŷk of them contain
the edges e1 and e2.

p
ro
v
e Barycenter

of all χpM̂jq
is equal to x̂.

Figure 2: Proof technique for Lemmas 2.1 and 2.2.
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3.1 Downward monotonization

This section contains the proof of Lemma 2.1. We first introduce relevant objects which are fixed
for the rest of this section, and then present the main proof. To improve readability, the proofs of
several claims are deferred to the end of this section.
Let px̂, ŷq P QE ˆQ be as stated in the lemma, i.e., it satisfies Constraints (1), (2), (4), (5) and (6),
and it satisfies at least one of the Inequalities (5) for i˚ P t1, 2u or (6) for a set S˚ P SÓ with
equality.
Let Ḡ “ pU 9YW, Ēq be the graphKm,n with the additional edges eu :“ tu1, u2u and ew :“ tw1, w2u,

i.e., Ē :“ E Y teu, ewu. Define the vector x̄ P QĒ as follows (see Figure 3):

• x̄e :“ x̂e for all e P Ez te1, e2u.

• x̄ei :“ x̂ei ´ ŷ for i “ 1, 2.

• x̄eu :“ x̄ew :“ ŷ.

u1

u2

u3

w1

w2

w3

x̂e1 ´ ŷ

x̂e2 ´ ŷ

ŷ ŷ

Figure 3: Graph Ḡ and vector x̄ in the proof of Lemma 2.1.

Claim 3.1. x̄ is in the matching polytope of Ḡ.

By Claim 3.1, and since x̄ is rational, it can be written as a convex combination of characteristic
vectors of matchings using only rational multipliers. Multiplying with a sufficiently large inte-
ger k, we obtain that kx̄ “

řk

j“1 χpM̄jq for matchings M̄1, . . . , M̄k in Ḡ, where matchings may

occur multiple times. Let Ju :“
 

j P rks : eu P M̄j

(

and Jw :“
 

j P rks : ew P M̄j

(

(using the no-
tation rks :“ t1, 2, . . . , ku), and observe that |Ju| “ ŷk “ |Jw|. We may assume that the convex
combination is chosen such that |JuzJw| is minimum.

Claim 3.2. The convex combination satisfies Ju “ Jw.

By Claim 3.2 we can write J :“ Ju “ Jw. We construct matchings M̂j for j P rks that are related

to the corresponding M̄j. To this end, let C :“ te1, e2, eu, ewu and define M̂j :“ M̄j∆C for all j P J

and M̂j :“ M̄j for all j P rkszJ . All M̂j are matchings in Ḡ since for all j P J , the matchings M̄j

contain both edges eu and ew. In fact, none of the matchings M̂j contains these edges, and hence
they are even matchings in Km,n. In the following claim we exploit this property and consider the

vectors χpM̂jq with entries indexed by edges in E.

Claim 3.3. We have x̂ “ 1
k

řk

j“1 χpM̂jq.

Together with ŷk “ |J |, Claim 3.3 yields

px̂, ŷq “
1

k

¨

˝

ÿ

jPJ

pχpM̂jq, 1q `
ÿ

jPrkszJ

pχpM̂jq, 0q

˛

‚,

and it remains to prove that all participating vectors are actually feasible for P 1Q
match. For the first

sum, this is easy to see, since for all j P J , the matchings M̂j contain both edges e1 and e2 by
construction. The matchings in the second sum are considered in two claims, depending on px̂, ŷq.
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Claim 3.4. Let px̂, ŷq satisfy Inequality (5) for some i˚ P t1, 2u with equality. Then M̂j contains
at most one of the two edges e1, e2 for all j P rkszJ .

Claim 3.5. Let px̂, ŷq satisfy Inequality (6) for some S˚ P SÓ with equality. Then M̂j contains at
most one of the two edges e1, e2 for all j P rkszJ .

Since, by the assumptions of Lemma 2.1, the premise of at least one of the Claims 3.4 or 3.5 is
satisfied, px̂, ŷq is indeed a convex combination of vertices of P 1Q

match, which concludes the proof of
Lemma 2.1.

Before actually proving the claims of this section, we list some implied valid inequalities that will
turn out to be useful.

Proposition 3.6. Let px̂, ŷq satisfy Constraints (1), (2),(4), (5) and (6), and define

SÓ
ext :“ tS Ď U 9YW : |S| is odd and S X V ˚ P ttu1, u2u , tw1, w2uuu.

Then px̂, ŷq satisfies xpErSsq ` y ď 1
2 p|S| ´ 1q (i.e., Inequality (6)) for all S P SÓ

ext Ě SÓ.

Proof of Proposition 3.6. We only have to prove the statement for S P SÓ
extzS

Ó. W.l.o.g. we assume
that S X V ˚ “ tu1, u2u, since the other case is similar. Let U 1 :“ S X U and W 1 :“ S X W , and
remember that we assume |U 1| ‰ |W 1| ` 1.
If |U 1| ă |W 1|`1, we have |U 1| ď |W 1|´1 since |S| is odd. Then the sum of x̂pδpuqq ď 1 for all u P U 1

plus the sum of ´x̂e ď 0 for all e P δpU 1qzpErSs Y te1uq reads x̂pErSsq ` x̂e1 ď |U 1| ď 1
2 p|S| ´ 1q.

Adding ŷ ď x̂e1 yields the desired inequality.
If |U 1| ą |W 1| ` 1, we have |U 1| ě |W 1| ` 3 since |S| is odd. Then the sum of x̂pδpwqq ď 1 for
all w P W 1 plus the sum of ´x̂e ď 0 for all e P δpW 1qzErSs reads x̂pErSsq ď |W 1| ď 1

2 p|S| ´ 1q.
Adding ŷ ď 1 yields the desired inequality, which concludes the proof.

Proof of Claim 3.1. From x̂ ě O and (5) we obtain that also x̄ ě O. By construction and since x̂

satisfies (2), x̄pδpvqq ď 1 for every node v P U 9YW .
Suppose, for the sake of contradiction, that x̄pErSsq ą 1

2 p|S| ´ 1q for some odd-cardinality set
S Ď U 9YW . From x̂pErSsq ď 1

2 p|S| ´ 1q we deduce x̄pErSsq ą x̂pErSsq, i.e., ErSs contains at
least one of the edges teu, ewu, since only for these edges the x̄-value is strictly greater than
the corresponding x̂-value. Observe that ErSs also must contain at most one of these edges, since
otherwise it would also contain the two edges e1, e2, which yielded x̄pErSsq “ x̂pErSsq ď 1

2 p|S|´1q.

Hence, we have S P SÓ
ext, and thus x̄pErSsq “ x̂pErSsq ` ŷ ď 1

2 p|S| ´ 1q by Proposition 3.6. This
proves that x̄ is in the matching polytope of Ḡ.

Proof of Claim 3.2. Suppose, for the sake of contradiction, that Ju ‰ Jw. Let ju P JuzJw and let
jw P JwzJu, which exist due to |Ju| “ |Jw|. Consider the matchings M̄ju and M̄jw and note that
M̄ju∆M̄jw contains both edges eu and ew. Let Cu and Cw be (the edge sets of) the connected
components of M̄ju∆M̄jw that contain eu and ew, respectively.
We claim that Cu and Cw are not the same component. Assume, for the sake of contradiction,
that C :“ Cu “ Cw is a connected component (i.e., an alternating cycle or path) of Mju∆Mjw

that contains eu and ew. Consider a path P Ď Cz teu, ewu that connects an endnode of eu with an
endnode of ew (if C is an alternating cycle, there exist two such paths and we pick one arbitrarily).
On the one hand, pU 9YW, Ēz teu, ewuq is bipartite and thus P must have odd length. On the other
hand, eu P M̄ju and ew P M̄jw , and hence P must have even length, yielding a contradiction.
Define two new matchings M̄ 1

ju
:“ M̄ju∆Cu and M̄ 1

jw
:“ M̄jw∆Cu, and note that χpM̄juq `

χpM̄jwq “ χpM̄ 1
ju

q ` χpM̄ 1
jw

q, i.e., we can replace M̄ju and M̄jw by M̄ 1
ju

and M̄ 1
jw

in the convex

combination. The fact that M̄ 1
ju

contains none of the two edges eu and ew, while M̄ 1
jw

contains
both, yields a contradiction to the assumption that |JuzJw| is minimum.

Proof of Claim 3.3. Consider the vector d :“
řk

j“1pχpM̂jq ´ χpM̄jqq. By construction of the M̂j ,
we have de “ 0 for all e R C and de1 “ de2 “ ´deu “ ´dew “ |J | “ kŷ. A simple comparison with
the construction of x̄ from x̂ concludes the proof.

Proof of Claim 3.4. From x̂ei˚ “ ŷ we obtain that x̄ei˚ “ 0, and thus ei˚ R M̄j . Since j R J , we

have M̂j “ M̄j , which concludes the proof.
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Proof of Claim 3.5. From x̂pErS˚sq`ŷ “ 1
2 p|S˚|´1q and the construction of x̄ we obtain x̄pErS˚sq “

1
2 p|S˚| ´ 1q. But since xpErS˚sq ď 1

2 p|S˚| ´ 1q is valid for all χpM̄jq, equality must hold for all
j P rks. Thus, |M̄j X te1, e2u | ď |M̄j X δpS˚q| ď 1 for all j, which concludes the proof.

3.2 Upward monotonization

This section contains the proof of Lemma 2.2. The setup is similar to that of the previous section,
starting with the relevant objects.
Let px̂, ŷq P QE ˆ Q be as stated in the lemma, i.e., it satisfies Constraints (1), (2), (4), and (7),
and it satisfies at least one of the Inequalities (7) for a set S˚ P SÒ with equality.
Let Ḡ “ pV̄ , Ēq be the graph Km,n with two additional nodes a and b, i.e., V̄ “ U 9YW 9Y ta, bu,

and edge set Ē :“ E Y tta, bu , tu1, au , tu2, bu , tw1, bu , tw2, auu. Define two vectors x̃, x̄ P RĒ as
follows (see Figure 4):

• x̃e :“ x̂e and x̄e :“ x̂e for all e P Ez te1, e2u.

• x̃ei :“ x̂ei and x̄ei :“
1
2 ŷ for i “ 1, 2.

• x̃ta,bu :“ 1 and x̄ta,bu :“ 1 ´ x̂e1 ´ x̂e2 ` ŷ.

• x̃tu1,au :“ x̃tw1,bu :“ 0 and x̄tu1,au :“ x̄tw1,bu :“ x̂e1 ´ 1
2 ŷ.

• x̃tu2,bu :“ x̃tw2,au :“ 0 and x̄tu2,bu :“ x̄tw2,au :“ x̂e2 ´ 1
2 ŷ.

The vector x̃ is essentially a trivial lifting of x̂ into RĒ by setting the value for edge ta, bu to 1 and
the values for the other new edges to 0. It is easy to see that x̃ is in the matching polytope of Ḡ.
The vector x̄ is a modification of x̃ on the edges of the following two cycles:

C1 :“ ttu1, au , ta, bu , tb, w1u , tw1, u1uu ,

C2 :“ ttu2, bu , tb, au , ta, w2u , tw2, u2uu .

The values on the two opposite (in C1) edges tu1, w1u and ta, bu are decreased by x̂e1 ´ 1
2 ŷ, and

increased by the same value on the other two edges. Similarly, the values on the edges tu2, w2u
and ta, bu are decreased by x̂e2 ´ 1

2 ŷ, while they are increased by the same value on the other two
edges of C2.

u1

u2

u3

w1

w2

w3

a

b

1
2 ŷ

1
2 ŷ

1 ´ x̂e1 ´ x̂e2 ` ŷ

x̂e1 ´ 1
2 ŷ

x̂e2 ´ 1
2 ŷ

x̂e1 ´ 1
2 ŷ

x̂e2 ´ 1
2 ŷ

C1

C2

Figure 4: Graph Ḡ, vector x̄ and cycles C1 and C2 in the proof of Lemma 2.2.

Claim 3.7. x̄ is in the matching polytope of Ḡ.

By Claim 3.7, and since x̄ is rational, it can be written as a convex combination of characteristic
vectors of matchings using only rational multipliers. Multiplying with a sufficiently large integer k,
we obtain kx̄ “

řk

j“1 χpM̄jq for matchings M̄1, . . . , M̄k in Ḡ, where matchings may occur multiple
times. We define the index sets

Ju :“
 

j P rks : tu1, au , tu2, bu P M̄j

(

, Jw :“
 

j P rks : tw1, bu , tw2, au P M̄j

(

,

J1 :“
 

j P rks : tu1, au , tw1, bu P M̄j

(

, J2 :“
 

j P rks : tu2, bu , tw2, au P M̄j

(

,

J 1
1 :“

 

j P rks : tu2, w2u P M̄j

(

, J 1
2 :“

 

j P rks : tu1, w1u P M̄j

(

and

N :“
 

j P rks : ta, bu P M̄j

(

.
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We assume that the convex combination is chosen such that |Ju| ` |Jw| is minimum.
Using the assumption from the lemma, that px̂, ŷq satisfies Inequality (7) for some set S˚ P SÒ

with equality, we can derive the following statement.

Claim 3.8. For every j P rks, the matching M̄j contains at most one of the edges e1, e2, or ta, bu.
It furthermore matches a and b (not necessarily to each other).

Claim 3.9. The convex combination satisfies Ju “ Jw “ H, and J1 9YJ2 9YN is a partitioning of
rks.

Claim 3.10. We have J 1
i Ď Ji for i “ 1, 2 and thus J 1

1 and J 1
2 are disjoint.

Claim 3.11. We have |J 1
1 9YJ 1

2| “ ŷk.

We construct matchings M̃j and M̂j for j P rks that are related to the corresponding M̄j. Define

M̃j :“ M̄j∆C1 for all j P J1, M̃j :“ M̄j∆C2 for all j P J2. By Claim 3.9, all remaining indices

are the j P N , and for those we define M̃j :“ M̄j. All M̃j are matchings in Ḡ since for all j P Ji

(i “ 1, 2) the cycle Ci is an M̄j-alternating cycle. We define M̂j :“ M̃jz ta, bu for all j P rks, which

are matchings in Km,n since ta, bu P M̃j for all j P rks.

In the following claim we exploit this property and consider the vectors χpM̃jq and χpM̂jq with
entries indexed by edges in Ē and E, respectively.

Claim 3.12. We have x̃ “ 1
k

řk

j“1 χpM̃jq and x̂ “ 1
k

řk

j“1 χpM̂jq.

Claims 3.11 and 3.12 yield

px̂, ŷq “
1

k

¨

˝

ÿ

jPJ 1
1

pχpM̂jq, 1q `
ÿ

jPJ 1
2

pχpM̂jq, 1q `
ÿ

jPrkszpJ 1
1

9YJ 1
2

q

pχpM̂jq, 0q

˛

‚,

and it remains to prove that all participating vectors are actually feasible for P 1Q
match.

To this end, let j P J 1
1 and observe that tu2, w2u P M̄j and, by Claim 3.10, tu1, au , tw1, bu P

M̄j. Thus, the symmetric difference with C1 yields tu1, w1u , tu2, w2u P M̂j. Similarly, we have

tu1, w1u , tu2, w2u P M̂j for all j P J 1
2. Let j P rkszpJ 1

1 9YJ 1
2q. First, M̄j contains none of the edges

tu1, w1u, tu2, w2u. Second, the construction of M̂j from M̄j adds at most one of the two edges

tu1, w1u, tu2, w2u, which proves that M̂j does not contain both of them. This concludes the proof.

Before actually proving the claims of this section, we list further valid inequalities.

Proposition 3.13. Let px̂, ŷq satisfy Constraints (1),(2) and (4) as well as Inequality (7) for
S “ tu1, w2u. Define

SÒ
ext :“ tS Ď U 9YW : |S| is even and S X V ˚ P ttu1, w2u , tu2, w1uu u .

Then px̂, ŷq satisfies the following inequalities:

(a) xe1 ` xe2 ´ y ď 1.

(b) xpErSsq ` xei ´ 1
2y ď 1

2 |S| for i P t1, 2u, S Ď U 9YW with |S| even and ei P δpSq.

(c) xpErSsq ` xe1 ` xe2 ´ y ď 1
2 |S| (i.e., Inequality (7)) for all S P SÒ

ext Ě SÒ

If px̂, ŷq satisfies Inequality (7) for some S˚ P SÒ with equality or violates that equality, then the
following inequalities hold as well:

(d) x̂ei ´ 1
2 ŷ ě 0 for i “ 1, 2.

Proof of Proposition 3.13. We prove validity for each inequality individually:

(a) The inequality is the sum of Inequality (7) for S “ tu1, w2u and ´x̂tu1,w2u ď 0.

(b) Since |S Y ei| is odd (and since Km,n is bipartite), the Blossom Inequality x̂pErS Y eisq ď 1
2 |S|

is implied by Constraints (1) and (2). Adding ´x̂e ď 0 for all e P ErS Y e1szpErSs Y te1uq and
´ 1

2 ŷ ď 0 yields the desired inequality.
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(c) We only have to prove the statement for S P SÒ
extzS

Ò. We can furthermore assume w.l.o.g.
S X V ˚ “ tu1, w2u and |S X U | ă |S X W |, since the other cases are similar. Let U 1 :“ S X U

and W 1 :“ S X W and observe that |U 1| ď |W 1| ´ 2 because |S| is even. Then the sum of
x̂pδpuqq ď 1 for all u P U 1 plus the sum of ´x̂e ď 0 for all e P δpU 1qzpErSs Y te1uq reads
x̂pErSsq ` xe1 ď |U 1| “ 1

2 |S| ´ 1. Adding x̂e2 ď 1 and ´ŷ ď 0 yields the desired inequality.

(d) Let i P t1, 2u and j :“ 3 ´ i. Similar to the proof of (b) we have that the Blossom inequality
x̂pErS˚sq`x̂ej ď 1

2 |S˚| is implied by Constraints (1) and (2). Subtracting this from x̂pErS˚sq`
x̂e1 ` x̂e2 ´ ŷ ě 1

2 |S˚| and adding 1
2 ŷ ě 0 we derive x̂ei ´ 1

2 ŷ ě 0.

This concludes the proof.

In this section we are in the situation that Inequality (7) is satisfied for all S P SÒ (and not just for
S “ tu1, w2u) and that it is satisfied with equality for S˚. In Section 5 we will discuss separation
algorithms, for which we need the refined conditions, i.e., we will exploit that the inequality only
has to be satisfied for the single set S and that an inequality may be violated by the given point.

Proof of Claim 3.7. Since px̂, ŷq ě O, Parts (a) and (d) of Proposition 3.13 yield x̄ ě O. The
degree constraints are also satisfied, since x̄pδpwqq “ x̂pδpwqq for the nodes w P V ˚ and since
x̄pδpaqq “ x̄pδpbqq “ 1.
Suppose, for the sake of contradiction, that x̄pErS̄sq ą 1

2 pS̄| ´ 1q for some odd-cardinality set
S̄ Ď V̄ . Clearly, x̃pErS̄sq ď 1

2 p|S̄| ´ 1q, i.e., px̄ ´ x̃qpErS̄sq ą 0. This implies that ErS̄s must
intersect some Ci (i “ 1, 2) in such a way that the sum of the respective modifications (increase
or decrease by x̂ei ´ 1

2 ŷ) is positive. Similar to the proof of Claim 3.1, we conclude that S̄ must
touch one of the cycles in precisely two nodes, whose connecting edge e satisfies x̄e ą x̃e. Hence,
(at least) one of the following four conditions must be satisfied:

(1) S̄ X tu1, w1, a, bu “ tu1, au , (2) S̄ X tu1, w1, a, bu “ tw1, bu ,

(3) S̄ X tu2, w2, a, bu “ tu2, bu , (4) S̄ X tu2, w2, a, bu “ tw2, au .

We define V̄ ˚ :“ tu1, u2, w1, w2, a, bu and S :“ S̄z ta, bu. Note that we always have |S| “ |S̄| ´ 1
since each of the four conditions implies that either a or b is contained in S̄, and hence |S| is even.
We now make a case distinction, based on S̄ X V̄ ˚. All potential intersections S̄ X V̄ ˚ arise from
those above by adding a subset of the missing two elements, e.g., in (1) we have to consider adding
any subset of tu2, w2u to tu1, au. After elimination of two duplicates, this leads to 14 possible node
sets, which we take care of in three cases. The cases arise by inspecting the modifications (from x̂

to x̄) that occur within ErS̄s.

Case 1: S̄X V̄ ˚ is equal to tu1, au, tu1, a, u2u, tu1, a, u2, w2u, tw1, bu, tw1, b, w2u or tw1, b, w2, u2u.
In this case x̄pErS̄sq “ x̂pErSsq ` x̂e1 ´ 1

2 ŷ ď 1
2 |S| “ 1

2 p|S̄| ´ 1q by Proposition 3.13 (b), which
yields a contradiction.

Case 2: S̄ X V̄ ˚ is equal to tu2, bu, tu2, b, u1u, tu2, b, u1, w1u, tw2, au, tw2, a, w1u, tw2, a, w1, u1u.
In this case x̄pErS̄sq “ x̂pErSsq ` x̂e2 ´ 1

2 ŷ ď 1
2 |S| “ 1

2 pS̄| ´ 1q by Proposition 3.13 (b), which
yields a contradiction.

Case 3: S̄ X V̄ ˚ is equal to tu1, a, w2u or tu2, b, w1u and S P SÒ
ext.

In this case x̄pErS̄sq “ x̂pErSsq ` x̂e1 ` x̂e2 ´ ŷ ď 1
2 |S| “ 1

2 p|S̄| ´ 1q by Proposition 3.13 (c), which
yields a contradiction.

Proof of Claim 3.8. Let S˚ P SÒ be such that px̂, ŷq satisfies Inequality (7) with equality. If
u1, w2 P S˚, then we define S̄ :“ S˚ Ytau, and otherwise S̄ :“ S˚ Ytbu. A simple calculation shows
that x̄pErS̄sq “ x̂pErS˚sq`x̂e1 `x̂e2 ´ŷ “ 1

2 |S˚| “ 1
2 p|S̄|´1q, i.e., x̄ satisfies the Blossom Inequality

induced by S̄ with equality. Furthermore, x̄ satisfies the degree inequalities (2) for nodes a and b

with equality. This implies that, for all i P rks, the characteristic vector χpM̄jq satisfies these three
inequalities with equality, i.e., we have |M̄j XErS̄s| “ 1

2 p|S̄| ´1q and |M̄j X δpaq| “ |M̄j X δpbq| “ 1.
From the first equation we derive |M̄j X δpS̄q| ď 1. This, together with the second equation proves
the claimed properties.

Proof of Claim 3.9. First, the sets Ju, Jw, J1, J2 and N are disjoint since the indexed matchings
all match nodes a and b in different ways. Second, their union is equal to rks due to the second part
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of Claim 3.8. From this we obtain |Ju| ` |J1| “ x̄tu1,auk “
`

x̂e1 ´ 1
2y
˘

k “ x̄tw1,buk “ |Jw| ` |J1|,
and conclude that |Ju| “ |Jw|.
Now suppose, for the sake of contradiction, that Ju ‰ H (and thus |Jw| “ |Ju| ě 1). Let j P Ju
and j1 P Jw and let C be the connected component (i.e., an alternating cycle or path) of M̄j∆M̄j1

that contains tu2, bu.
We claim that tu1, au R C. Assuming the contrary, there must exist an odd-length (alternating)
path in Km,n that connects either u1 with u2 or w1 with w2 or there must exist an even-length
(alternating) path in Km,n that connects either u1 with w1 or u2 with w2. Since Km,n is bipartite,
none of these paths exist, which proves tu1, au R C.
Define two new matchings M̄ 1

j :“ M̄j∆C and M̄ 1
j1 :“ M̄j1∆C, and note that χpM̄jq ` χpM̄j1 q “

χpM̄ 1
jq ` χpM̄ 1

j1 q, i.e., we can replace M̄j and M̄j1 by M̄ 1
j and M̄ 1

j1 in the convex combination.

The fact that M̄ 1
j contains the edges tu1, au and tw1, bu and that M̄ 1

j1 contains the edges tw2, au
and tu2, bu contradicts the assumption that the convex combination was chosen with minimum
|Ju| ` |Jw|. Hence, Ju “ Jw “ H.

Proof of Claim 3.10. Let j P J 1
1. Using tu2, w2u P M̄j , Claim 3.8 shows that ta, bu R M̄j , and thus

(since u2 and w2 are already matched to each other) that M̄j contains the two edges tu1, au and
tw1, bu, i.e., j P J1. The proof of J 1

2 Ď J2 is similar.
From Claim 3.9 we have J1 X J2 “ H, and hence J 1

1 X J 1
2 “ H holds as well.

Proof of Claim 3.11. By Claim 3.10, we have J 1
1 X J 1

2 “ H. Hence, |J 1
1 9YJ 1

2| “ |J 1
1| ` |J 1

2| “
kx̄e1 ` kx̄e2 “ k ¨ 1

2 ŷ ` k ¨ 1
2 ŷ “ kŷ, which concludes the proof.

Proof of Claim 3.12. Similar to the proof of Claim 3.3, we consider the vector d :“
řk

j“1pχpM̃jq ´

χpM̄jqq. By construction of the M̃j, we have

• de “ 0 for all e R C1 Y C2,

• de1 “ ´dtu1,au “ ´dtw1,bu “ |J1| “ px̂e1 ´ 1
2 ŷqk,

• de2 “ ´dtu2,bu “ ´dtw2,au “ |J2| “ px̂e2 ´ 1
2 ŷqk, and

• dta,bu “ de1 ` de2 “ px̂e1 ` x̂e2 ´ ŷqk.

A simple comparison with the construction of x̃ and x̄ from x̂ proves the first part.
The construction of M̂j from M̃j by removing edge ta, bu corresponds to the fact that x̂ is the
orthogonal projection of x̃ onto RE , which proves the second part.

4 Facet proofs

We start by establishing the dimensions of the three polytopes and then consider all inequality
classes regarding whether they induce facets.

Proposition 4.1. The polytopes P
1Q
match, P

1QÓ
match and P

1QÒ
match are full-dimensional.

Proof. The point pχpHq, 0q, the points pχpteuq, 0q for all e P E and the point pχpte1, e2uq, 1q are
|E| ` 2 affinely independent points that are contained in all three polytopes. This proves the
statement.

Proposition 4.2. Let e˚ P E. Then Inequality (1) defines a facet for P
1QÒ
match. Furthermore, it

defines a facet for P
1Q
match (and thus for P

1QÓ
match) if and only if e˚ R te1, e2u.

Proof. If e˚ R te1, e2u, we consider the following set of |E| ` 1 points:

pχpHq, 0q, pχpte1, e2uq, 1q, pχpteuq, 0q for all e P Ez te˚u .

Since they are clearly affinely independent, satisfy xe˚ ě 0 with equality, and are contained in
all three polytopes, we obtain that Inequality (1) is facet-defining for each of them. Otherwise,

consider e˚ “ ei for some i P t1, 2u. For P
1QÒ
match we can replace pχpte1, e2uq, 1q by pχpHq, 1q to

obtain the same result. For the other two polytopes, xe˚ ě 0 is clearly implied by 0 ď y and
y ď xei , and hence not facet-defining.
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Proposition 4.3. Let v˚ P U 9YW and let k :“ |δpv˚q|. Then Inequality (2) is facet-defining for

• P
1QÒ
match in any case, for

• P
1QÓ
match if and only if k ě 3 or v˚ P V ˚, and for

• P
1Q
match if and only if k ě 3.

Proof. First note that k “ m or k “ n, since we consider the complete bipartite graph, and thus
k ě 2. Now assume k ě 3 and consider the points

pχpteuq, 0q for all e P δpv˚q.

For each e P Ezδpv˚q, let fe P δpv˚qz te1, e2u be an edge that is disjoint from e, which must exist
since v˚ has degree at least 3. Then consider the points

pχpte, feuq, 0q for all e P Ezδpv˚q.

Due to fe ‰ ei for i “ 1, 2 we have that all points are feasible. If v˚ P V ˚, then the two sets of
points can be extended with pχpte1, e2uq, 1q to a set of |E|`1 affinely independent points in P

1Q
match

that satisfy Inequality (2) for v “ v˚ with equality.
Otherwise, i.e., if v˚ R V ˚, let ē P δpv˚q be any edge disjoint from V ˚. Then the two sets of points

can be extended with pχpte1, e2, ēuq, 1q to a set of |E| ` 1 affinely independent points in P
1Q
match

that satisfy Inequality (2) for v “ v˚ with equality. This proves the theorem for k ě 3 for all three
polytopes.
Consider the case of k “ 2 and v˚ R V ˚. By symmetry, we can assume w.l.o.g. v˚ P U . Then
Inequality (2) for v “ v˚ is the sum of Inequality (6) for S “ tv˚, w1, w2u and ´y ď 0. Since

both inequalities are valid for P
1Q
match and P

1QÓ
match, Inequality (2) does not define a facet for these

polytopes. To see that it is facet-defining for P 1QÒ
match, one can easily check that the points

pχpttv˚, w1uuq, 0q, pχpttv˚, w2uuq, 0q, pχpttv˚, w1uuq, 1q, and

pχpttv˚, wiu , euq, 0q for all e P Ezδpv˚q and i P t1, 2u with wi R e

are contained in P
1QÒ
match, are affinely independent and satisfy xpδpv˚qq “ 1.

It remains to consider the case of k “ 2 and v˚ P V ˚. Again by symmetry we can assume w.l.o.g.
v˚ “ u1. Then Inequality (2) is the sum of Inequality (7) for S “ tu1, w2u and Inequality (5)

for i “ 2. Both inequalities are valid for P
1Q
match, and hence Inequality (2) for v “ v˚ cannot be

facet-defining for this polytope. To see that it is facet-defining for the other two polytopes, we
consider the points

pχpte1uq, 0q, pχpttu1, w2uuq, 0q, pχpte1, e2uq, 1q, and

pχptta1, wiu , euq, 0q for all e P Ez te1, e2, tu1, w2uu and i P t1, 2u with wi R e

in P
1Q
match. On the one hand, they can be extended with pχpte1, e2uq, 0q to a set of |E| ` 1 affinely

independent points in P
1QÓ
match that satisfy Inequality (2) for v “ v˚ with equality. On the other

hand, they can be extended with pχpte1uq, 1q to a set of |E| ` 1 affinely independent points in

P
1QÒ
match that satisfy Inequality (2) for v “ v˚ with equality. This concludes the proof.

Proposition 4.4. The inequality y ě 0 is facet-defining for P
1QÒ
match, P

1QÓ
match and P

1Q
match, while

y ď 1 is facet-defining for P
1QÒ
match, but not for P

1QÓ
match and P

1Q
match.

Proof. For fixed value k P t0, 1u, the point pχpHq, kq and the points pχpteuq, kq for all e P E are
|E|`1 affinely independent points. For k “ 0, they are contained in all three polytopes and satisfy

y ě 0 with equality, which proves the first statement. For k “ 1, they are contained in P
1QÒ
match and

satisfy y ď 1 with equality, which proves one direction of the second statement. For the reverse
direction, observe that y ď 1 is the sum of Inequality (5) for i P t1, 2u and xei ď 1, which concludes
the proof.

Proposition 4.5. For i˚ “ 1, 2, Inequalities (5) define facets for P
1Q
match and P

1QÓ
match.
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Proof. Let i˚ P t1, 2u. The points pχpHq, 0q and pχpte1, e2uq, 1q and the points pχpteuq, 0q for all
e P Ez tei˚u are |E|`1 affinely independent points that are contained in both polytopes and satisfy
xi˚ ď y with equality, which proves the statement.

For the remaining two proofs we will consider a set S˚ Ď U 9YW of nodes and denote by U˚ :“ S˚XU

and W˚ :“ S˚ X W the induced sides of the bipartition. For a matching M in Km,n we denote
by ypMq P t0, 1u its corresponding y-value, i.e., ypMq “ 1 if and only if e1, e2 P M . Note that

this implies pχpMq, ypMqq P P
1Q
match. Another concept from matching theory also turns out to be

useful: We say that a matching is near-perfect in a set of nodes if it matches all nodes but one of
this set.

Proposition 4.6. For all S˚ P SÓ, Inequalities (6) define facets for P
1Q
match and P

1QÓ
match.

Proof. Let S˚ P SÓ. We will assume w.l.o.g. that |U˚| “ |W˚| ` 1 (i.e., u1, u2 P S˚), since the
proof for |U˚| “ |W˚| ´ 1 is similar. Let M denote the set of matchings M in Km,n that induce
a near-perfect matching in ErS˚s or induce a near-perfect matching in ErS˚zV ˚s and contain
edges e1 and e2. In the first case we have |M X ErS˚s| “ 1

2 p|S˚| ´ 1q and ypMq “ 0, and in the
second case we have |M X ErS˚s| “ 1

2 p|S˚| ´ 3q and ypMq “ 1. Hence, for all M P M, the vector
pχpMq, ypMqq satisfies Inequality (6) with equality.

Let 〈c, x〉`γy ď δ dominate Inequality (6) for S “ S˚, i.e., it is valid for P 1QÓ
match and for all M P M

we have 〈c, χpMq〉 ` γypMq “ δ. We now analyze the coefficients and the right-hand side of the
inequality.

(i) Let e P EzErS˚s. If e intersects S˚, then let v P e X S˚ be its endnode in S˚, otherwise let
v P S˚ be arbitrary. If v P U˚, then let M1 be a perfect matching in ErS˚z tvus (which exists
due to |U˚z tvu | “ |W˚|). Otherwise, let M 1 be a perfect matching in ErS˚z tv, u1, u2us
(which exists due to |U˚z tu1, u2u | “ |W˚z tvu |), and extend it to the matching M1 :“
M 1 Y te1, e2u. Then e does not intersect any edge of M1 and thus M2 :“ M1 9Y teu is also a
matching that satisfies ypM1q “ ypM2q. By construction we have M1,M2 P M, and hence
〈c, χpM1q〉 ` γypM1q “ δ “ 〈c, χpM2q〉 ` γypM2q. This proves ce “ 0.

(ii) Let u P U˚ and let e “ tu, vu and f “ tu,wu be two incident edges with endnodes v, w P W˚.
Let M1 be a perfect matching in ErS˚z tvus that uses edge f . Then M2 :“ pM1z tfuq 9Y teu
is perfect in ErS˚z twus. Clearly, M1,M2 P M by construction, and we obtain 〈c, χpM1q〉 `
γypM1q “ δ “ 〈c, χpM2q〉 ` γypM2q, i.e., cf “ ce.

(iii) If |W˚| ě 2, then also |U˚| ě 3. Let v, w P W˚ be two nodes, let u P U˚z tu1, u2u, and let
e :“ tu, vu and f :“ tu,wu. Let M 1 be a perfect matching in ErS˚z tu1, u2, u, v, wus (which
exists due to |U˚z tu1, u2, uu | “ |W˚z tv, wu |). Define matchings M1 :“ M 1 9Y te, e1, e2u and
M2 :“ M 1 9Y tf, e1, e2u and observe that M1,M2 P M and ypM1q “ 1 “ ypM2q. Thus,
〈c, χpM1q〉 ` γypM1q “ δ “ 〈c, χpM2q〉 ` γypM2q, i.e., ce “ cf .

(iv) Let M1 be a perfect matching in ErS˚z tu1us and let e P M1 be the edge that matches
u2. Define matching M2 :“ pM1z teuq Y te1, e2u, and note that M1,M2 P M, ypM1q “ 0
and ypM2q “ 1. By (i), we have ce1 “ ce2 “ 0, and using 〈c, χpM1q〉 ` γypM1q “ δ “
〈c, χpM2q〉 ` γypM2q, we obtain ce “ γ.

The arguments above already fix pc, γq up to multiplication with a scalar. Hence we can assume
that γ “ 1, which proves that pc, γq is equal to the coefficient vector of Inequality (6) for S “ S˚.
Since there always exists a near-perfect matching M in ErS˚s, and since such a matching has
cardinality |M | “ 1

2 p|S˚| ´ 1q, we derive δ “ 1
2 p|S˚| ´ 1q, which concludes the proof.

Proposition 4.7. For all S˚ P SÒ, Inequalities (7) define facets for P
1Q
match and P

1QÒ
match.

Proof. Let S˚ P SÒ. We will assume w.l.o.g. that u1, w2 P S˚, since the proof for u2, w1 P S˚

is similar. Let M denote the set of matchings M in Km,n that either induce a perfect matching
in ErS˚s or contain exactly one edge e P te1, e2u and induce a near-perfect matching in ErS˚zes
or contain both, e1 and e2, and induce a perfect matching in ErS˚z tu1, w2us. In the first two
cases we have |M X pErS˚s Y te1, e2uq| “ 1

2 |S˚| and ypMq “ 0, and in the third case we have
|M X pErS˚s Y te1, e2uq| “ 1

2 p|S˚|q ` 1 and ypMq “ 1. Hence, for all M P M, the vector
pχpMq, ypMqq satisfies Inequality (7) with equality. Let 〈c, x〉 ` γy ď δ dominate Inequality (7)

for S “ S˚, i.e., it is valid for P 1QÒ
match and for all M P M we have 〈c, χpMq〉 ` γypMq “ δ. We now

analyze the coefficients and the right-hand side of the inequality.
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• Let e P EzpErS˚s Y te1, e2uq. If e intersects S˚, then let v P e X S˚ be its endnode in
S˚, otherwise let v P S˚ be arbitrary. If v P U˚, then let M 1 be a perfect matching in
ErS˚z tv, w2us (which exists due to |U˚z tvu | “ |W˚z tw2u |), and extend it to the matching
M1 :“ M 1 Y te2u. Otherwise, let M 1 be a perfect matching in ErS˚z tv, u1us (which exists
due to |U˚z tu1u | “ |W˚z tvu |), and extend it to the matching M1 :“ M 1 Y te1u. Then e

does not intersect any edge of M1 and thus M2 :“ M1 9Y teu is also a matching that satisfies
ypM1q “ 0 “ ypM2q. By construction we haveM1,M2 P M, and hence 〈c, χpM1q〉`γypM1q “
δ “ 〈c, χpM2q〉 ` γypM2q. This proves ce “ 0.

• Let u P S˚z tu1, w2u and let e “ tu, vu and f “ tu,wu be two incident edges with endnodes
v, w P S˚. W.l.o.g. we can assume u P U˚, since the case of u P W˚ is similar. Let M 1 be a
perfect matching in ErS˚z tu1, u, v, wus (which exists due to |U˚z tu1, uu | “ |W˚z tv, wu |).
Define the two matchings M1 :“ M 1 9Y te1, eu and M2 :“ M 1 9Y te1, fu, and observe that
M1,M2 P M and ypM1q “ 0 “ ypM2q. From 〈c, χpM1q〉`γypM1q “ δ “ 〈c, χpM2q〉`γypM2q
we obtain that ce “ cf .

• LetM 1 be a perfect matching inErS˚z tu1, w2us. Define the matchingsM1 :“ M 1 9Y ttu1, w2uu,
M2 :“ M 1 9Y te1u, M3 :“ M 1 9Y te2u and M4 :“ M 1 9Y te1, e2u. By construction we have
M1,M2,M3,M4 P M, ypM1q “ ypM2q “ ypM3q “ 0 and ypM4q “ 1. Thus, 〈c, χpMiq〉 `
γypMiq “ δ for i “ 1, 2, 3, 4, which proves ctu1,w2u “ ce1 “ ce2 “ ce1 ` ce2 ´ γ.

The arguments above already fix pc, γq up to multiplication with a scalar. Hence we can assume
γ “ 1, which proves that pc, γq is equal to the coefficient vector of Inequality (7) for S “ S˚. Since
there always exists a perfect matching M in ErS˚s, and since such a matching has cardinality
|M | “ 1

2 |S˚|, we derive δ “ 1
2 |S˚|. This concludes the proof.

5 Separation problems

By the polynomial-time equivalence of separation and optimization [11, 16, 19], using the fact that
we can optimize over the polytopes in polynomial time, it is evident that the separation problems
for the three polytope families can be solved in polynomial time. Furthermore, Klein [17] presents
separation algorithms for Constraints (6) and (7) in the context of perfect matchings. A closer
look into the proofs reveals that the correctness of these algorithms only requires the “ď”-part
of Equations (3), i.e., the algorithms work for arbitrary matchings as well. In fact, they require
that, for each of the inequality classes, a separation algorithm (such as the famous Padberg-Rao
algorithm [20]) for the Blossom Inequalities has to be run in two (symmetric) auxiliary graphs.
In view of this fact it is desirable to find separation algorithms that require only a single execution of
such a separation routine per inequality class. Fortunately, it turns out that the constructions from
Sections 3.1 and 3.2 are in fact reductions of the respective separation problems to the separation
problem for Blossom Inequalities in the respective auxiliary graphs, and hence have this desirable
property. In the remainder of this section we present the details of this observation.

Proposition 5.1. The separation problem for P
1QÓ
match can be solved in polynomial time.

Proof. Let px̂, ŷq P RE ˆ R. We first check directly whether one of the Constraints (1), (2), (4)
or (5) is violated and return a violated inequality if one exists. It remains to find a violated
Inequality (6) if possible.
To this end, construct Ḡ and x̄ as in Section 3.1. On the one hand, if px̂, ŷq violates Inequality (6)
for some S P SÓ, then x̄ violates the corresponding Blossom Inequality in the auxiliary graph Ḡ

(defined in Section 3.1). On the other hand, if px̂, ŷq P P
1QÓ
match, then x̄ is in Ḡ’s matching polytope,

as proved in Claim 3.1. Hence, in order to find a set S P SÓ that induces a violated Inequality (6)
(if such a set exists) we just have to run the separation algorithm for the Blossom Inequalities in
the graph Ḡ from Section 3.1 with respect to x̄.

Note that the proof above implies that the matching polytope for Ḡ, intersected with the hyperplane
defined by xea “ xeb , is an extended formulation for P 1QÓ

match. In fact, the two polytopes must even
be affinely isomorphic for dimension reasons. This is also justified by the fact that for the proof of
Lemma 2.1 we only used the tightness of an Inequality (6) to control our matchings, but not for
the proof that x̄ is in Ḡ’s matching polytope.
This is different for the upward monotonization, for which we were not able to identify a direct
relation between P

1QÒ
match and the matching polytope of the auxiliary graph.
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Proposition 5.2. The separation problem for P
1QÒ
match can be solved in polynomial time.

Proof. Let px̂, ŷq P RE ˆ R. We first check directly whether one of the Constraints (1), (2), (4) or
(7) for S “ ta1, b2u is violated and return a violated inequality if one exists. It remains to find a
violated Inequality (7) (for S ‰ ta1, b2u) if possible.
To this end, construct x̄ as in Section 3.2. Since we checked the single Inequality (7) beforehand, the
requirements for Proposition 3.13 are satisfied. If x̄ contains a negative entry, the contrapositive
of Proposition 3.13 (d) implies that all Inequalities (7) must be satisfied. Otherwise, the proof
of Claim 3.7 immediately shows that x̄ is in the matching polytope of Ḡ if and only if px̂, ŷq is

in P
1QÒ
match. Furthermore, Case 3 in the proof shows a one-to-one correspondence Inequalities (7)

for P 1QÒ
match and the Blossom Inequalities for Ḡ’s matching polytope. Hence, in order to find a set

S P SÒ that induces a violated Inequality (7) (if such a set exists) we just have to run the separation
algorithm for the Blossom Inequalities in the graph Ḡ from Section 3.2 with respect to x̄.

6 Generalization to capacitated b-matchings

Consider again the complete bipartite graph Km,n with node sets U and W , and edge set E.
For a vector b P ZU 9YW

` , a vector x P ZE
` that satisfies xpδpvqq ď bv for each v P U 9YW is called

a b-matching. The goal of this section is to extend the polyhedral results of Section 2, first to
uncapacitated b-matchings and then to capacitated b-matchings, i.e., b-matchings that satisfy a
capacity constraint xe ď ce for some vector c P ZE

` for every edge.
A special case of this problem is the one with c “ 1E and b “ 2 ¨ 1V , where 1 denotes the all-ones
vector. Here, feasible solutions correspond to sets of node-disjoint cycles. Thus, our results will
yield a polyhedral description for the cycle cover problem with one linearized quadratic term for
bipartite graphs. This may be used to model the quadratic cycle cover problem in which costs also
depend on two subsequent edges (see [10]). In fact, since Hamiltonian paths are cycles as well, it
may also be used for the quadratic TSP problem [6, 8], although bipartite graphs play no major
role for this problem.
The overall proof strategy is common to both extensions, and hence we summarize it here. We will
start by proving that a certain set of inequalities is valid. Then we will write the (integral) polytope
P in question as a projection of another (integral) polytope Q of which we know the description
in terms of inequalities. We then consider an arbitrary point x that satisfies the inequalities, and
prove that there exists a pre-image (with respect to the projection map) x̄ P Q. This suffices
since then x̄ is a convex combination of vertices of Q, and thus x is a convex combination of the
projected vertices, i.e., x P P .

6.1 Uncapacitated b-matchings

We start by generalizing the polyhedral results of Section 2 to b-matchings. In order to linearize a
product of two binary variables, we assume that bv “ 1 holds for all nodes v P V ˚. Note that the
variables are already binary if one endnode of every edge has this property, but we will be able to
handle this more general case as soon as we introduce capacities. We consider the polytope

P
1Q
b-match :“ convtpx, yq P ZE

` ˆ t0, 1u : xpδpvqq ď bv for all v P U 9YW

and y “ 1 if and only if xe1 “ xe2 “ 1 u.

Clearly, the variable bounds (1) and (4) as well as the inequalities

y ď xei for i “ 1, 2, (5)

and the generalized degree constraints

xpδpvqq ď bv for all v P U 9YW (8)

are valid for P
1Q
b-match. Using the notation S :“ tS Ď U 9YW : e1, e2 P δpSqu, we can state the

generalizations of Constraints (6) and (7) as

xpErSsq ` y ď
X

1
2bpSq

\

for all S P S with bpSq odd, and (9)

xpErSsq ` xe1 ` xe2 ´ y ď
X

1
2 pbpSq ` 1q

\

for all S P S with bpSq even. (10)
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Note that due to the parity conditions on bpSq we could make the right-hand sides more explicitly,
e.g., by replacing t 12 pbpSq ` 1qu by 1

2bpSq. We still prefer the slightly more complicated form since
we will soon observe that the inequalities (the way they are stated) remain valid if the parity of
bpSq is different.
Our main result for b-matchings is then the following:

Theorem 6.1. For b P ZV
` with bv “ 1 for all v P V ˚, P 1Q

b-match is equal to the set of px, yq P RE ˆR

that satisfy Constraints (1), (4), (5), (8), (9), and (10).

Our completeness proof is a modification of a completeness proof for the b-matching polytope on
non-bipartite graphs, as presented in Schrijver’s book (see Theorem 31.2 in [25]), which in turn is
based on a construction by Tutte [26].

Proof. The proof is structured as follows. We first show validity of the inequalities and describe the
construction of an extended formulation based on an auxiliary graph. To establish the completeness
of our proposed inequality description of P 1Q

b-match we will then show that any point that satisfies
the proposed inequalities can be lifted to a point in the extended formulation.

Claim 6.2. Inequalities (9) and (10) are valid for P
1Q
b-match for arbitrary sets S Ď U 9YW with

e1, e2 P δpSq, regardless of the parity of bpSq.

Proof of Claim 6.2. Consider an integer vector px, yq P P
1Q
b-match. We have

xpErSsq ` y ď
(5)

1
2 p2xpErSsq ` xe1 ` xe2 q ď 1

2

ÿ

vPS

xpδpvqq ď 1
2bpSq,

where the second inequality holds since every edge whose x-variable appears once (resp. twice) has
one (resp. both) endnode(s) in S, and the third inequality by the definition of b-matchings. In-
equality (9) now follows, since the left-hand side of the formula is integral, allowing us to round the
right-hand side down. The fact that we added several valid inequalities shows that the inequality
is redundant for S with even bpSq, since rounding has no effect in this case. Similarly, we obtain

xpErSsq ` xe1 ` xe2 ´ y “ 1
2 p2xpErSsq ` xe1 ` xe2 q ` 1

2 pxe1 ` xe2 ´ yq ´ 1
2y

ď 1
2

ÿ

vPS

xpδpvqq ` 1
2 pxe1 ` xe2 ´ yq ´ 1

2y

ď 1
2

ÿ

vPS

xpδpvqq ` 1
2 ´ 1

2y ď 1
2 pbpSq ` 1q ´ 1

2y ď
(4)

1
2 pbpSq ` 1q,

where the first inequality holds since every edge whose x-variable appears in the first summand
once (resp. twice) has one (resp. both) endnode(s) in S, the second due to xe1 ¨ xe2 “ y, and the
third by the definition of b-matchings. Inequality (10) now follows, since the left-hand side of the
formula is integral, allowing us to round the right-hand side down. Again, the fact that we added
several valid inequalities shows that the inequality is redundant for S with odd bpSq, since rounding
has no effect in this case. This concludes the proof of the claim.

We now continue with the completeness of the formulation. The theorem holds for b “ 1 by
Theorem 2.5, since Constraints (9) and (10) imply Constraints (6) and (7) in this case.

Extended formulation and auxiliary graph. Consider the graph Ḡ “ pŪ 9YW̄ , Ēq obtained
from Km,n by splitting each node v P U 9YW in bv copies (denoted by the set Bv Ď Ū 9YW̄ ). By
the assumption bv “ 1 for all v P V ˚, the nodes u1, u2, w1 and w2 are not split, and we call their
representatives ū1, ū2, w̄1 and w̄2, respectively. Similarly, we denote by ēi :“ tūi, w̄iu for i “ 1, 2

the representatives of the edges e1 and e2. We will now consider the polytope Q :“ P
1Q
matchpḠ, ē1, ē2q

and the projection map π : RĒ ˆ R Ñ RE ˆ R defined via

πppx̄, ȳqq :“ px, ȳq with xtu,wu :“
ÿ

ūPBu

ÿ

w̄PBw

x̄tū,w̄u for all tu,wu P E.

It is easy to see that πpQq “ P
1Q
b-match.

Note that in Section 2 we provide a complete description for P 1Q
match only for complete graphs, but

P
1Q
match for any subgraph is obtained by fixing variables to 0, i.e., it is a face.
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Let px, yq P RE
` ˆ r0, 1s satisfy all constraints from the theorem. For each edge ē “ tū, w̄u P Ē with

ū and w̄ copies of u P U and w P W , define x̄ē :“ xe{pbu ¨ bwq, where e :“ tu,wu P E. By letting
ȳ :“ y, it is evident that πppx̄, ȳqq “ px, yq, and it remains to show px̄, ȳq P Q.

By construction, using the fact that bv “ 1 for all v P V ˚, we have that px̄, ȳq satisfies Con-
straints (1), (4) and (5). Inequalities (8), (9) and (10) are discussed in subsequent claims.

Claim 6.3. The vector px̄, ȳq satisfies Constraint (8) for Ḡ with respect to b̄ :“ 1Ū 9YW̄ .

Proof of Claim 6.3. Let v̄ P Bv for some v P U 9YW . Then

x̄pδḠpv̄qq “
ÿ

tv,v1uPδpvq

ÿ

v̄1PBv1

x̄tv̄,v̄1u “
ÿ

tv,v1uPδpvq

ÿ

v̄1PBv1

xtv,v1u{pbv ¨ bv1 q “
ÿ

tv,v1uPδpvq

xtv,v1u{bv ď 1

(11)

holds by Inequality (8) for node v, which concludes the proof of the claim.

Claim 6.4. The vector px̄, ȳq satisfies Constraint (9) for Ḡ with respect to b̄ :“ 1Ū 9YW̄ .

Proof of Claim 6.4. For the sake of contradiction, consider some S̄ Ď Ū 9YW̄ with ē1, ē2 P δpS̄q such
that x̄pĒrS̄sq ` ȳ ą t 12 |S̄|u and, among all such sets, with the minimum number of nodes v P U 9YW

for which 0 ă |S̄ X Bv| ă bv holds.
This number must be positive, since otherwise Constraint (9) for S “

 

v P U 9YW : Bv Ď S̄
(

yields
the contradiction

x̄pĒrS̄sq ` ȳ “ xpErSsq ` y ď
(9)

X

1
2bpSq

\

“
X

1
2 |S̄|

\

ă x̄pĒrS̄sq ` ȳ,

where the last equation holds due to S̄ “
Ť

vPS Bv.

Hence, there exists a node v P U 9YW with 0 ă |S̄ X Bv| ă bv. Let S̄1 :“ S̄zBv and S̄2 :“ S̄ Y Bv.
Note that we have v R V ˚, which implies ē1, ē2 P δpS̄iq for i “ 1, 2. Since v does not satisfy
0 ă |S̄i X Bv| ă bv for i “ 1, 2, the choice of S̄ implies that Constraint (9) is satisfied for S̄1 and
for S̄2, i.e.,

x̄pĒrS̄1sq ` ȳ ď
X

1
2 |S̄1|

\

and x̄pĒrS̄2sq ` ȳ ď
X

1
2 |S̄2|

\

. (12)

Moreover, we have

x̄pĒrS̄1sq ` x̄pĒrS̄2sq ` 2ȳ ď
(5)

x̄pĒrS̄1sq ` x̄pĒrS̄2sq ` x̄ē1 ` x̄ē2 ď
ÿ

v̄PS̄1

x̄pδḠpv̄qq ď
(11)

|S̄1|, (13)

where the second inequality holds since every edge whose x̄-variable appears once (resp. twice) has
at least one (resp. both) endnode(s) in S̄1. We will exploit this relation below.
Now the multipliers λ :“ |Bv X S̄|{bv and µ :“ |BvzS̄|{bv are nonnegative and satisfy λ ` µ “ 1.
Moreover, ĒrS̄1s Ď ĒrS̄2s, ĒrS̄2szĒrS̄1s Ď δḠpBvq and the fact that x̄ is constant over all edges
whose endnodes are copies of the same pair of original nodes1 imply

λx̄pĒrS̄2sq ` µx̄pĒrS̄1sq “ pλ ` µ
loomoon

“ 1

qx̄pĒrS̄1sq ` λx̄pĒrS̄2szĒrS̄1sq
looooooooomooooooooon

“ x̄pĒrS̄szĒrS̄1sq

“ x̄pĒrS̄sq. (14)

If µ ´ λ ě 0, we obtain

x̄pĒrS̄sq ` ȳ “
(14)

µx̄pĒrS1sq ` λx̄pĒrS2sq ` ȳ “ pµ ´ λqpx̄pĒrS̄1sq ` ȳq ` λpx̄pĒrS̄1sq ` x̄pĒrS̄2sq ` 2ȳq

ď 1
2 pµ ´ λq|S̄1| ` λ|S̄1| “ 1

2 |S̄1| ď t 12 |S̄|u,

where the second equation holds due to pµ´λq ` 2λ “ 1, the first inequality by (12) together with
µ ´ λ ě 0 and (13) together with λ ě 0, the third equation by µ ` λ “ 1, and the last inequality
by S̄1 Ř S̄.

1formally, x̄v̄,v̄1 “ x̄v̄,v̄2 for all v̄1, v̄2
P Bv for some v P V
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Otherwise, i.e., if λ ´ µ ě 0, we obtain

x̄pĒrS̄sq ` ȳ “
(14)

λx̄pĒrS2sq ` µx̄pĒrS1sq ` ȳ “ pλ ´ µqpx̄pĒrS̄2sq ` ȳq ` µpx̄pĒrS̄1sq ` x̄pĒrS̄2sq ` 2ȳq

ď 1
2 pλ ´ µq|S̄2| ` µ|S̄1| “ 1

2 |S̄1| ` 1
2 pλ ´ µq|S̄2zS̄1| “ 1

2 |S̄1| ` 1
2 pλ ´ µqbv

“ 1
2 |S̄1| ` 1

2 p|Bv X S̄| ´ |BvzS̄|q ď 1
2 |S̄1| ` 1

2 p|Bv X S̄| ´ 1q ď t 12 |S̄|u,

where the second equation holds due to pλ´µq ` 2µ “ 1, the first inequality by (12) together with
λ ´ µ ě 0 and (13) together with µ ě 0, the third equation by µ ` λ “ 1 and S̄2 Ě S̄1, the fourth
equation by S̄2zS̄1 “ Bv, the fifth by λbv “ |Bv X S̄| and µbv “ |BvzS̄|, the second inequality
by BvzS̄ ‰ H and the last inequality by S̄1 9YpBv X S̄q “ S̄. Hence, both cases contradict the
assumption that the inequality for S̄ was violated, which concludes the proof of the claim.

Claim 6.5. The vector px̄, ȳq satisfies Constraint (10) for Ḡ with respect to b̄ “ 1Ū 9YW̄ .

Proof of Claim 6.5. For the sake of contradiction, consider some S̄ Ď Ū 9YW̄ with ē1, ē2 P δpS̄q such
that x̄pĒrS̄sq ` x̄ē1 ` x̄ē2 ´ ȳ ą t 12 p|S̄| ` 1qu and, among all such sets, with the minimum number
of nodes v P U 9YW for which 0 ă |S̄ X Bv| ă bv holds.
This number must be positive, since otherwise Constraint (10) for S “

 

v P U 9YW : Bv Ď S̄
(

yields
the contradiction

x̄pĒrS̄sq ` x̄ē1 ` x̄ē2 ´ ȳ “ xpErSsq ` xe1 ` xe2 ´ y ď
(10)

X

1
2 pbpSq ` 1q

\

“
X

1
2 p|S̄| ` 1q

\

ă x̄pĒrS̄sq ` x̄ē1 ` x̄ē2 ´ ȳ,

where the last equation holds due to S̄ “
Ť

vPS Bv.
Hence, there exists a node v P U 9YW with 0 ă |S̄ X Bv| ă bv. Let S̄1 :“ S̄zBv and S̄2 :“ S̄ Y Bv.
Note that we have v R V ˚, which implies ē1, ē2 P δpS̄iq for i “ 1, 2. Since v does not satisfy
0 ă |S̄i X Bv| ă bv for i “ 1, 2, the choice of S̄ implies that Constraint (10) is satisfied for S̄1 and
for S̄2, i.e.,

x̄pĒrS̄1sq ` x̄ē1 ` x̄ē2 ´ ȳ ď
X

1
2 p|S̄1| ` 1q

\

and x̄pĒrS̄2sq ` x̄ē1 ` x̄ē2 ´ ȳ ď
X

1
2 p|S̄2| ` 1q

\

. (15)

First, we have

x̄pĒrS̄1sq ` x̄pĒrS̄2sq ` x̄ē1 ` x̄ē2 ď
ÿ

v̄PS̄1

x̄pδḠpv̄qq ď
(11)

|S̄1|,

where the first inequality holds since every edge whose x̄-variable appears once (resp. twice) has
at least one (resp. both) endnode(s) in S̄1. Second,

x̄ē1 ` x̄ē2 ´ ȳ “ xe1 ` xe2 ´ y ď 1

holds, where the inequality corresponds to (10) for S “ tu1, u2u, which satisfies bpSq “ 2. The
sum of both inequalities and ´ȳ ď 0 yields

x̄pĒrS̄1sq ` x̄pĒrS̄2sq ` 2x̄ē1 ` 2x̄ē2 ´ 2ȳ ď |S̄1| ` 1, (16)

a relation we exploit below.
Again, λ :“ |Bv X S̄|{bv and µ :“ |BvzS̄|{bv are nonnegative and satisfy λ ` µ “ 1, and x̄ satisfies
Equation (14).
If µ ´ λ ě 0, we obtain

x̄pĒrS̄sq ` x̄ē1 ` x̄ē2 ´ ȳ “
(14)

µx̄pĒrS1sq ` λx̄pĒrS2sq ` x̄ē1 ` x̄ē2 ´ ȳ

“ pµ ´ λqpx̄pĒrS̄1sq ` x̄ē1 ` x̄ē2 ´ ȳq ` λpx̄pĒrS̄1sq ` x̄pĒrS̄2sq ` 2x̄ē1 ` 2x̄ē2 ´ 2ȳq

ď 1
2 pµ ´ λqp|S̄1| ` 1q ` λp|S̄1| ` 1q “ 1

2 p|S̄1| ` 1q ď t 12 p|S̄| ` 1qu,

where the second equation holds due to pµ´λq ` 2λ “ 1, the first inequality by (15) together with
µ ´ λ ě 0 and (16) together with λ ě 0, the third equation by µ ` λ “ 1, and the last inequality
by S̄1 Ř S̄.
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Otherwise, i.e., if λ ´ µ ě 0, we obtain

x̄pĒrS̄sq ` x̄ē1 ` x̄ē2 ´ ȳ “
(14)

µx̄pĒrS1sq ` λx̄pĒrS2sq ` x̄ē1 ` x̄ē2 ´ ȳ

“ pλ ´ µqpx̄pĒrS̄2sq ` x̄ē1 ` x̄ē2 ´ ȳq ` µpx̄pĒrS̄1sq ` x̄pĒrS̄2sq ` 2x̄ē1 ` 2x̄ē2 ´ 2ȳq

ď 1
2 pλ ´ µqp|S̄2| ` 1q ` µp|S̄1| ` 1q “ 1

2 p|S̄1| ` 1q ` 1
2 pλ ´ µq|S̄2zS̄1|

“ 1
2 p|S̄1| ` 1q ` 1

2 pλ ´ µqbv “ 1
2 p|S̄1| ` 1q ` 1

2 p|Bv X S̄| ´ |BvzS̄|q

ď 1
2 p|S̄1| ` 1q ` 1

2 p|Bv X S̄| ´ 1q ď t 12 p|S̄| ` 1qu,

where the second equation holds due to pλ´µq ` 2µ “ 1, the first inequality by (15) together with
λ ´ µ ě 0 and (16) together with µ ě 0, the third equation by µ ` λ “ 1 and S̄2 Ě S̄1, the fourth
by S̄2zS̄1 “ Bv, the fifth by λbv “ |Bv X S̄| and µbv “ |BvzS̄|, the second inequality by BvzS̄ ‰ H
and the last inequality by S̄1 9YpBv X S̄q “ S̄. Hence, both cases contradict the assumption that
the inequality for S̄ was violated, which concludes the proof of the claim.

We showed that px̄, ȳq P Q, which concludes the proof of the theorem.

6.2 Capacitated b-matchings

We will now generalize the polyhedral results even more, by considering capacitated b-matchings,
i.e., b-matchings x P ZE

` that satisfy

xe ď ce for all e P E (17)

for a given capacity vector c P ZE
`. We can relax the requirement bv “ 1 for all v P V ˚ (from the

uncapacitated case) to ce1 “ ce2 “ 1, which already suffices to ensure that xe1 and xe2 are binary.
The generalizations of Constraints (9) and (10) read

xpErSsq ` xpF q ` y ď
X

1
2 pbpSq ` cpF qq

\

for all S P S and F Ď δpSqz te1, e2u with bpSq ` cpF q odd, and
(18)

xpErSsq ` xpF q ` xe1 ` xe2 ´ y ď
X

1
2 pbpSq ` cpF q ` 1q

\

for all S P S and F Ď δpSqz te1, e2u with bpSq ` cpF q even. (19)

Note again that, due to the parity conditions on bpSq ` cpF q we could make the right-hand sides
more explicitly, e.g., by replacing t 12 pbpSq`cpF q`1qu by 1

2 pbpSq`cpF qq. We still prefer the slightly
more complicated form since we will soon observe that the inequalities (the way they are stated)
remain valid if the parity of bpSq ` cpF q is different.
For matchings and b-matchings (satisfying bv “ 1 for all v P V ˚), the inequality

xe1 ` xe2 ´ y ď 1, (20)

which is part of the standard linearization of the product, was implied by some other set of
constraints. This is not always true for capacitated b-matchings, and hence we have to consider it
explicitly.
We can now state our main result for capacitated b-matchings.

Theorem 6.6. The convex hull of all vectors px, yq P ZE
` ˆ t0, 1u with x ď c and xpδpvqq ď bv for

all v P U 9YW that satisfy y “ 1 if and only if xe1 “ xe2 “ 1 is equal to the set of px, yq P RE ˆ R

that satisfy Constraints (1), (4), (5), (8), (17), (18), (19) and (20).

Using the same proof strategy as in the proof of Theorem 6.1, our completeness proof is a modi-
fication of a completeness proof for the capacitated b-matching polytope on non-bipartite graphs,
as presented in Schrijver’s book (see Theorem 32.2 in [25]), again based on a construction by
Tutte [26].

Proof. Let P :“
!

px, yq P P
1Q
b-matchpG, e1, e2q : x ď c

)

. The proof is structured as follows. We first

show validity of the inequalities and describe the construction of an extended formulation based
on an auxiliary graph. To establish the completeness of our proposed inequality description of P
we will then show that any point that satisfies the proposed inequalities can be lifted to a point in
the extended formulation.
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Claim 6.7. Inequalities (18) and (19) are valid for P for arbitrary sets S P S and F Ď δpSqz te1, e2u,
regardless of the parity of bpSq ` cpF q.

Proof of Claim 6.7. Consider an integer vector px, yq P P
1Q
b-match satisfying (17). We have

xpErSsq ` xpF q ` y ď
(5)

1
2 p2xpErSsq ` xpF q ` xe1 ` xe2 q ` 1

2xpF q

ď 1
2

ÿ

vPS

xpδpvqq ` 1
2xpF q ď 1

2bpSq ` 1
2xpF q ď

(17)

1
2bpSq ` 1

2cpF q,

where the second inequality holds since every edge whose x-variable aappears once (resp. twice) has
one (resp. both) endnode(s) in S, and the third by the definition of b-matchings. Inequality (18)
now follows, since the left-hand side of the formula is integral, allowing us to round the right-hand
side down. The fact that we added several valid inequalities shows that the inequality is redundant
for sets S for which bpSq ` cpF q is even, since rounding has no effect in this case.
Similarly, we obtain

xpErSsq ` xpF q ` xe1 ` xe2 ´ y

“ 1
2 p2xpErSsq ` xpF q ` xe1 ` xe2 q ` 1

2xpF q ` 1
2 pxe1 ` xe2 ´ yq ´ 1

2y

ď 1
2

ÿ

vPS

xpδpvqq ` 1
2xpF q ` 1

2 pxe1 ` xe2 ´ yq ´ 1
2y ď 1

2

ÿ

vPS

xpδpvqq ` 1
2xpF q ` 1

2 ´ 1
2y

ď 1
2bpSq ` 1

2xpF q ` 1
2 ´ 1

2y ď
(17)

1
2bpSq ` 1

2cpF q ` 1
2 ´ 1

2y ď
(4)

1
2bpSq ` 1

2cpF q ` 1
2 ,

where the first inequality holds since every edge whose x-variable appears in the first summand
once (resp. twice) has one (resp. both) endnode(s) in S, the second due to xe1 ¨ xe2 “ y, and the
third by the definition of b-matchings. Validity of Inequality (19) for P now follows, since the
left-hand side of the formula is integral, allowing us to round the right-hand side down.
Again, the fact that we added several valid inequalities shows that the inequality is redundant for
sets S for which bpSq ` cpF q is odd, since rounding has no effect in this case. This concludes the
proof of the claim.

We now continue with the completeness of the formulation.

Extended formulation and auxiliary graph. Consider the graph Ḡ “ pV̄ , Ēq with

V̄ “ U 9YW 9YR,

R :“ tpv, eq : v P e P Eu and

Ē :“
ď

e“tu,wuPE

ttu, pu, equ , tpu, eq, pw, equ , tpw, eq, wuu ,

i.e., every edge e “ tu,wu is replaced by a 3-path u-pu, eq-pw, eq-w. The induced bipartition of Ḡ
is given by Ū :“ U 9Y tpw, eq : w P e P E and w P W u and W̄ :“ W 9YpRzŪq. We furthermore assign
node values b̄ via

b̄v :“ bv for all v P U 9YW and b̄pv,eq:“ ce for all v P e P E. (21)

Our special edges in Ḡ are ēi :“ tpui, eiq, pwi, eiqu for i “ 1, 2.
We will now consider the b̄-matching polytope for Ḡ. Observe that the equation

xtv,pv,equ ` xtpv,eq,pv1,equ “ xpδḠppv, eqqq “ b̄pv,eq “ ce for all v P e P E with e “
 

v, v1
(

(22)

defines a face Q of P 1Q

b̄-match
pḠ, ē1, ē2q. Next, consider the projection map π : RĒ ˆ R Ñ RE ˆ R

defined via

πppx̄, ȳqq :“ px, ȳ ´ x̄ē1 ´ x̄ē2 ` 1q with xe :“ ce ´ x̄tpu,eq,pw,equ for all e “ tu,wu P E

Note that b̄pv,ēiq “ 1 for i “ 1, 2 and, since Q is a face of the b̄-matching polytope of Ḡ, Theorem 6.1
yields a complete description. We now verify that Q is indeed an extended formulation for P .

Claim 6.8. πpQq “ P .
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Proof of Claim 6.8. To see πpQq Ď P , let px̄, ȳq P Q be a vertex and let px, yq “ πppx̄, ȳqq. In
particular, we have x̄ P ZĒ and ȳ P t0, 1u. From x̄tpu,eq,pw,equ ě 0 for all e “ tu,wu P E we derive
x ď c. For every node v P V , we have

xpδGpvqq “
ÿ

ePδGpvq

e“tv,v1u

pce ´ x̄tpv,eq,pv1,equq “
(22)

x̄pδḠpvqq (23)

where the first equation holds by the definition of π. Thus, xpδGpvqq ď b̄v “ bv, i.e., x is a
c-capacitated b-matching in G. Moreover, since x̄ē1 , x̄ē2 and ȳ are binary, we have

y “ ȳ ´ x̄ē1 ´ x̄ē2 ` 1 “ x̄ē1 ¨ x̄ē2 ´ x̄ē1 ´ x̄ē2 ` 1 “ p1 ´ x̄ē1 q ¨ p1 ´ x̄ē2 q “ xe1 ¨ xe2 ,

which proves πpQq Ď P since Q is integral.
For the reverse direction we consider a vertex px, yq of P , which is integral by the definition of P .
We claim that there exists a unique pre-image px̄, ȳq of px, yq in Q. For every edge e “ tu,wu P E it
must satisfy x̄tpu,eq,pw,equ “ ce ´ xe. Then, (22) implies that also x̄tu,pu,equ “ xe “ x̄tpw,eq,wu holds,
which also proves that the degree constraints are satisfied for all nodes in R. For nodes v P U 9YW ,
(23) is again satisfied, and hence x̄pδḠpvqq ď bv “ b̄v. This proves that x̄ is a b̄-matching. Since
xe1 , xe2 and y are binary, we obtain

ȳ “ y` x̄ē1 ` x̄ē2 ´1 “ xe1 ¨xe2 ` x̄ē1 ` x̄ē2 ´1 “ p1´ x̄ē1q ¨ p1´ x̄ē2q ` x̄ē1 ` x̄ē2 ´1 “ x̄ē1 ¨ x̄ē2 ,

which establishes P Ď πpQq and concludes the proof of the claim.

Note that Theorem 6.1 only provides a complete description for P 1Q

b̄-match
for complete graphs, but

P
1Q

b̄-match
for any subgraph (in particular for Ḡ) is obtained by fixing variables to 0, i.e., it is a face.

Let px, yq P RE
` ˆ r0, 1s satisfy all constraints from the theorem. For each edge e “ tu,wu P E

(with u P U and w P W ), define

x̄tu,pu,equ :“ xe, x̄tpu,eq,pw,equ :“ ce ´ xe, x̄tw,pw,equ :“ xe and ȳ :“ y ´ xe1 ´ xe2 ` 1. (24)

Since πppx̄, ȳqq “ px, yq, it remains to show px̄, ȳq P Q.

Since x satisfies Constraints (1) and (17) we have x̄ ě O, i.e., x̄ satisfies Constraint (1). From
y ´ xe1 ď 0 and xe2 ě 0 we obtain ȳ ď 1, whereas ȳ ě 0 follows directly from (20). Hence,
Constraint (4) is satisfied. For i “ 1, 2, Constraint (5) reads x̄ēi ě ȳ, which is equivalent to
cei ´ xei ě y ´ xe1 ´ xe2 ` 1, which is satisfied since xej ě y for j “ 3 ´ i. Inequalities (8), (9)
and (10) are discussed in subsequent claims.

Claim 6.9. The vector x̄ satisfies Constraint (8) for Ḡ with respect to b̄.

Proof of Claim 6.9. For all v P U 9YW , x̄pδḠpvqq ď b̄v is implied by xpδpvqq ď bv due to (23). The
same inequality holds for all nodes in R, since

x̄pδppv, eqqq “ x̄tv,pv,equ ` x̄tpv,eq,pv1,equ “ xe ` pce ´ xeq “ ce “ b̄pv,eq,

where e “ tv, v1u, i.e., v1 is the other endnode of e. This concludes the proof of the claim.

Note that the claim implies (see Theorem 21.2 in [25]) that x̄ is in the b̄-matching polytope of Ḡ.
In particular, x̄ satisfies

xpErS̄sq ď
X

1
2 b̄pS̄q

\

for all S̄ Ď V̄ , (25)

although these inequalities are redundant since Ḡ is bipartite.
Although the proofs for the two remaining inequality classes are independent, we combine them
since we will carry out the same case analysis.

Claim 6.10. The vector px̄, ȳq satisfies Constraints (9) and (10) for Ḡ with respect to b̄.

Proof of Claim 6.10. Assume, for the sake of contradiction, that px̄, ȳq violates one of the con-
straints for Ḡ. Let S̄ Ď V̄ be the node set that induces the violated constraint (which was called
S in (9) and (10)). This means that ē1, ē2 P δpS̄q holds. We will distinguish several cases that
correspond to different ways of how S̄ intersects a 3-path, and whether the 3-path corresponds
to one of the two special edges (see Figure 5). To this end, let kpS̄q denote the number of edges
e “ tu,wu P E that satisfy at least one of the following conditions:
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u

u, e w, e

w

(A) Both endnodes, no middle
node.

u

u, e w, e

w

(B) Both endnodes and a mid-
dle node.

u

u, e w, e

w

(C) Both endnodes and a mid-
dle node; e P te1, e2u.

u

u, e w, e

w

(D) Only a middle node.

u

u, e w, e

w

(E) Both middle nodes, no
endnodes.

u

u, e w, e

w

(F) One endnode and both
middle nodes.

u

u, e w, e

w

(G) An endnode and a nonad-
jacent middle node.

u

u, e w, e

w

(H) Only a middle node; e P
te1, e2u.

u

u, e w, e

w

(I) An endnode and a nonadja-
cent middle node; e P te1, e2u.

u

u, e w, e

w

(J) All nodes.

u

u, e w, e

w

(K) No nodes.

u

u, e w, e

w

(L) One endnode, no middle
node.

u

u, e w, e

w

(M) An endnode and its adja-
cent middle node.

u

u, e w, e

w

(N) An endnode and its adja-
cent middle node; e P te1, e2u.

Figure 5: All different ways of how S̄ (highlighted in gray) intersects the node set of the 3-path
corresponding to an edge e “ tu,wu (up to symmetry). Dashed edges are the edges ē1 and ē2.
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• u,w P S̄ and at least one node v P e satisfies pv, eq R S̄ (see Figure 5, Cases (A), (B) and (C)).

• at least one node v P e satisfies pv, eq P S̄ and v R S̄ (see Figure 5, Cases (D), (E), (F), (G),
(H) and (I)).

We furthermore assume that S̄ is chosen among all sets that induce a violated facet-defining
constraint (of either constraint type) such that kpS̄q is minimum.

Suppose kpS̄q “ 0, i.e., Cases (J), (K), (L), (M) or (N) of Figure 5 apply to all edges. Let
F :“

 

e P δpSqz te1, e2u : Dv P e : v P S̄ and pv, eq P S̄
(

. We obtain

x̄pĒrS̄sq ` ȳ “
(24)

2xpErSsq ` pc ´ xqpErSsq ` xpF q ` xe1 ` xe2 ` ȳ

“
(24)

xpErSsq ` cpErSsq ` xpF q ` y ` 1 ď
(18)

X

1
2 pbpSq ` cpF qq

\

` cpErSsq ` 1

“
X

1
2 pbpSq ` cpF q ` 2cpErSsq ` ce1 ` ce2q

\

“
(21)

X

1
2 b̄pS̄q

\

and

x̄pĒrS̄sq ` x̄ē1 ` x̄ē2 ´ ȳ “
(24)

2xpErSsq ` pc ´ xqpErSsq ` xpF q ` ce1 ` ce2 ´ ȳ

“
(24)

xpErSsq ` cpErSsq ` xpF q ` xe1 ` xe2 ´ y ` 1

ď
(19)

X

1
2 pbpSq ` cpF q ` 1q

\

` cpErSsq ` 1

“
X

1
2 pbpSq ` cpF q ` 2cpErSsq ` ce1 ` ce2 ` 1q

\

“
(21)

X

1
2 pb̄pS̄q ` 1q

\

.

This contradicts the assumption that one of the Inequalities (9) and (10) for S̄ is violated.

Suppose kpS̄q ě 1 and consider an edge e “ tu,wu P E satisfying one of the conditions in the
definition of kpS̄q. We will distinguish all relevant cases from Figure 5. In every case, we will
construct a set S̄1 related to S̄, and use the notation (S̄1) in formulas to refer to its (case-specific)
definition. For brevity we will omit the conclusion that the derived inequalities contradict the
assumption that one of the Inequalities (9) or (10) for S̄ is violated, since it can be drawn in every
case.

Case (A): u,w P S̄, pu, eq, pw, eq R S̄ and e R te1, e2u.
Let S̄1 :“ S̄ Y tpu, eq, pw, equ and observe that ē1, ē2 P δpS̄1q. Notice that kpS̄1q ă kpS̄q, and that
we can assume that (by the minimality assumption on kpS̄q) Inequalities (9) and (10) for S̄1 are
satisfied. We obtain

x̄pĒrS̄sq ` ȳ “
(S̄1),(24)

x̄pĒrS̄1sq ´ xe ´ pce ´ xeq ´ xe ` ȳ ď
(9)

X

1
2 b̄pS̄

1q
\

´ xe ´ ce

“
(S̄1),(21)

X

1
2 pb̄pS̄q ` 2ceq

\

´ xe ´ ce ď
(1)

X

1
2 b̄pS̄q

\

and

x̄pĒrS̄sq ` x̄ē1 ` x̄ē2 ´ ȳ “
(S̄1),(24)

x̄pĒrS̄1sq ´ xe ´ pce ´ xeq ´ xe ` x̄ē1 ` x̄ē2 ´ ȳ

ď
(10)

X

1
2 pb̄pS̄1q ` 1q

\

´ xe ´ ce “
(S̄1),(21)

X

1
2 pb̄pS̄q ` 2ce ` 1q

\

´ xe ´ ce

ď
(1)

X

1
2 pb̄pS̄q ` 1q

\

.

Case (B): u, pw, eq, w P S̄, pu, eq R S̄ and e R te1, e2u.
Let S̄1 :“ S̄ Y tpu, equ and observe that ē1, ē2 P δpS̄1q. Notice that kpS̄1q ă kpS̄q, and we can again
assume that Inequalities (9) and (10) for S̄1 are satisfied. We obtain

x̄pĒrS̄sq ` ȳ “
(S̄1),(24)

x̄pĒrS̄1sq ´ xe ´ pce ´ xeq ` ȳ ď
(9)

X

1
2 b̄pS̄

1q
\

´ ce

“
(S̄1),(21)

X

1
2 pb̄pS̄q ` 2ceq

\

´ ce “
X

1
2 b̄pS̄q

\

and

x̄pĒrS̄sq ` x̄ē1 ` x̄ē2 ´ ȳ “
(S̄1),(24)

x̄pĒrS̄1sq ´ xe ´ pce ´ xeq ` x̄ē1 ` x̄ē2 ´ ȳ

ď
(10)

X

1
2 pb̄pS̄1q ` 1q

\

´ ce

“
(S̄1),(21)

X

1
2 pb̄pS̄q ` 2ce ` 1q

\

´ ce “
X

1
2 pb̄pS̄q ` 1q

\

.
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Case (C): u, pw, eq, w P S̄, pu, eq R S̄, w.l.o.g. e “ e1.
Let S̄1 :“ S̄ Y tpu, equ and observe that ē1 R δpS̄1q and ē2 P δpS̄1q. We obtain

x̄pĒrS̄sq ` ȳ “
(S̄1),(24)

x̄pĒrS̄1sq ´ xe1 ´ pce1 ´ xe1 q ` ȳ ď
(5)

x̄pĒrS̄1sq ` x̄ē2 ´ 1

ď
(25)

X

1
2 b̄pS̄

1 Y ē2q
\

´ 1 “
(S̄1),(21)

X

1
2 b̄pS̄q

\

and

x̄pĒrS̄sq ` x̄ē1 ` x̄ē2 ´ ȳ “
(S̄1),(24)

x̄pĒrS̄1sq ´ xe1 ´ pce1 ´ xe1 q ` x̄ē1 ` x̄ē2 ´ ȳ

“
(24)

x̄pĒrS̄1sq ´ ce1 ` pce1 ´ xe1q ` pce2 ´ xe2q ` pxe1 ` xe2 ´ y ´ 1q

“ x̄pĒrS̄1sq ´ y ď
(4)

x̄pĒrS̄1sq ď
(25)

X

1
2 b̄pS̄

1q
\

“
(S̄1),(21)

X

1
2 pb̄pS̄q ` 1q

\

.

Cases (D) and (G): pw, eq P S̄, pu, eq, w R S̄ and e R te1, e2u.
Let S̄1 :“ S̄z tpw, equ and observe that ē1, ē2 P δpS̄1q. Notice that kpS̄1q ă kpS̄q, and we can again
assume that Inequalities (9) and (10) for S̄1 are satisfied. We obtain

x̄pĒrS̄sq ` ȳ “
(S̄1),(24)

x̄pĒrS̄1sq ` ȳ ď
(9)

X

1
2 b̄pS̄

1q
\

“
(S̄1),(21)

X

1
2 pb̄pS̄q ´ ceq

\

ď
X

1
2 b̄pS̄q

\

and

x̄pĒrS̄sq ` x̄ē1 ` x̄ē2 ´ ȳ “
(S̄1),(24)

x̄pĒrS̄1sq ` x̄ē1 ` x̄ē2 ´ ȳ

ď
(10)

X

1
2 pb̄pS̄1q ` 1q

\

“
(S̄1),(21)

X

1
2 pb̄pS̄q ´ ce ` 1q

\

ď
X

1
2 pb̄pS̄q ` 1q

\

.

Case (E): pu, eq, pw, eq P S̄, u,w R S̄ and e R te1, e2u.
Let S̄1 :“ S̄z tpu, eq, pw, equ and observe that ē1, ē2 P δpS̄1q. Notice that kpS̄1q ă kpS̄q, and we can
again assume that Inequalities (9) and (10) for S̄1 are satisfied. We obtain

x̄pĒrS̄sq ` ȳ “
(S̄1),(24)

x̄pĒrS̄1sq ` pce ´ xeq ` ȳ ď
(9)

X

1
2 b̄pS̄

1q
\

` ce ´ xe

“
(S̄1),(21)

X

1
2 pb̄pS̄q ´ 2ceq

\

` ce ´ xe ď
(1)

X

1
2 b̄pS̄q

\

and

x̄pĒrS̄sq ` x̄ē1 ` x̄ē2 ´ ȳ “
(S̄1),(24)

x̄pĒrS̄1sq ` pce ´ xeq ` x̄ē1 ` x̄ē2 ´ ȳ ď
(10)

X

1
2 pb̄pS̄1q ` 1q

\

` ce ´ xe

“
(S̄1),(21)

X

1
2 pb̄pS̄q ´ 2ce ` 1q

\

` ce ´ xe ď
(1)

X

1
2 pb̄pS̄q ` 1q

\

.

Case (F): pu, eq, pw, eq, w P S̄, u R S̄ and e R te1, e2u.
Let S̄1 :“ S̄z tpu, eq, pw, equ and observe that ē1, ē2 P δpS̄1q. Notice that kpS̄1q ă kpS̄q, and we can
again assume that Inequalities (9) and (10) for S̄1 are satisfied. We obtain

x̄pĒrS̄sq ` ȳ “
(S̄1),(24)

x̄pĒrS̄1sq ` pce ´ xeq ` xe ` ȳ ď
(9)

X

1
2 b̄pS̄

1q
\

` ce

“
(S̄1),(21)

X

1
2 pb̄pS̄q ´ 2ceq

\

` ce “
X

1
2 b̄pS̄q

\

and

x̄pĒrS̄sq ` x̄ē1 ` x̄ē2 ´ ȳ “
(S̄1),(24)

x̄pĒrS̄1sq ` pce ´ xeq ` xe ` x̄ē1 ` x̄ē2 ´ ȳ ď
(10)

X

1
2 pb̄pS̄1q ` 1q

\

` ce

“
(S̄1),(21)

X

1
2 pb̄pS̄q ´ 2ce ` 1q

\

` ce “
X

1
2 pb̄pS̄q ` 1q

\

.

Cases (H) and (I): pw, eq P S̄, pu, eq, w R S̄ and w.l.o.g. e “ e1.
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Let S̄1 :“ S̄z tpw, equ and observe that ē1 R δpS̄1q and ē2 P δpS̄1q. We obtain

x̄pĒrS̄sq ` ȳ “
(S̄1),(24)

x̄pĒrS̄1sq ` ȳ ď
(5)

x̄pĒrS̄1sq ` x̄ē2 ď
(25)

X

1
2 b̄pS̄

1 Y ē2q
\

“
X

1
2 pb̄pS̄1q ` 1q

\

“
X

1
2 b̄pS̄q

\

and

x̄pĒrS̄sq ` x̄ē1 ` x̄ē2 ´ ȳ “
(S̄1),(24)

x̄pĒrS̄1sq ` x̄ē1 ` x̄ē2 ´ ȳ

“
(24)

x̄pĒrS̄1sq ` pce1 ´ xe1q ` pce2 ´ xe2 q ` pxe1 ` xe2 ´ y ´ 1q

“ x̄pĒrS̄1sq ´ y ` 1 ď
(4)

x̄pĒrS̄1sq ` 1 ď
(25)

X

1
2 b̄pS̄

1q
\

` 1 “
(‹)

X

1
2 pb̄pS̄q ` 1q

\

.

By Theorem 6.1, Inequality (10) is only facet-defining for sets S̄ with b̄pS̄q even. Hence, for this
inequality, b̄pw,eq “ 1 implies that b̄pS̄1q is odd, which proves (‹).

We now argue that the case distinction is complete. For every edge e “ tu,wu P Ez te1, e2u, the
four nodes u, pu, eq, pw, eq and w can (independently) be contained in S̄ or not, which yields 16
cases in total. The 6 cases (B), (D), (F), (G), (L) and (M) each represent two such possibilities by
exchanging u and w, while the 4 cases (A), (E), (J) and (K) are symmetric. Since 2 ¨ 6 ` 4 “ 16
and since no possibility is considered in more than one of the mentioned cases, all possibilities are
considered. The additional cases (C), (H), (I) and (N) arise from the previous ones by selecting
those for which e P δpS̄q, which is required for e P te1, e2u.
The inequalities derived in all cases contradict the assumption that one of the Inequalities (9)
or (10) for S̄ is violated, which concludes the proof of the claim.

This establishes that px̄, ȳq P Q, which concludes the proof of the theorem.

7 Discussion

The observation P
1Q
match “ P

1QÓ
match XP

1QÒ
match from Section 2 is not specific to matching polytopes. In

fact, this is a property of convex sets, as shown in the following proposition. By ei we denote the
i’th unit vector.

Proposition 7.1. Let C Ď Rn be a convex set and let CÒ :“ tx ` λe1 : x P C, λ ě 0u and CÓ :“
tx ´ λe1 : x P C, λ ě 0u be its respective up- and downward monotonization of the first variable.
Then C “ CÒ X CÓ.

Proof. Clearly, C Ď CÒ, CÓ and thus C Ď CÒ X CÓ. In order to prove the reverse direction, let
x P CÒ X CÓ. By definition, there exist xp1q, xp2q P C and λ1, λ2 ě 0 such that xp1q ` λ1e1 “ x “
xp2q ´ λ2e1. If λ1 “ 0, then x “ xp1q P C, and we are done. Otherwise, the equation

λ2

λ1 ` λ2
xp1q `

λ1

λ1 ` λ2
xp2q “

λ2px ´ λ1e1q ` λ1px ` λ2e1q

λ1 ` λ2
“ x

proves that x is a convex combination of two points in C, i.e., x P C, which concludes the proof.

In the case of matching polytopes we intersect the up- and downward monotonizations with the
0{1-cube, but this does not interfere with the arguments provided above. Note that Proposition 7.1
does not generalize to the simultaneous monotonization of several variables. To see this, consider
P “ conv tp0, 0q⊺, p1, 1q⊺u. Its upward-monotonization w.r.t. two both variables is P ` R2

` “ R2
`,

its downward-monotonization is P´R2
` “ p1, 1q⊺`R2

´, but their intersection is equal to r0, 1s2 ‰ P .
Hence, this is a purely one-dimensional phenomenon.

Descriptions of monotonizations. A second property is specific, at least to polytopes arising
from one-term linearizations: we can obtain the complete description for P 1QÓ

match from the one for

P
1Q
match by omitting the ď-inequalities that have a negative y-coefficient. Similarly, we obtain the

complete description for P 1QÒ
match from the one for P 1Q

match by omitting the ď-inequalities that have a

positive y-coefficient and adding y ď 1 (which is not facet-defining for P 1Q
match, see Proposition 4.4).
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The reason turns out to be that all facets of the projection of P 1Q
match onto the x-variables are

projections of facets of P 1Q
match. The arguments for the upward-monotonization are as follows:

Let P Ď Rn`1 be a polytope. After normalizing, we can write its outer description as

P “ tpx, yq P Rn ˆ R : Ax ď b, Bx ` 1y ď c, Cx ´ 1y ď du .

We assume that P ’s projection onto the x-variables is the polytope defined by Ax ď b only. P ’s
upward-monotonization can be obtained by projecting the extended formulation

 

px, y, y1q P Rn ˆ R ˆ R : px, yq P P, y ´ y1 ď 0
(

onto the px, y1q-variables. Fourier-Motzkin elimination yields that this projection is described by
Ax ď b, Cx ´ 1y1 ď d and inequalities that are the sum of an inequality from Bx ` 1y ď c and an
inequality from Cx ´ 1y ď d. Since the resulting inequalities are already valid for P ’s projection
onto the x-variables, these are already present in Ax ď b.

Proof technique. The technique we described and applied in Section 3 is quite special and
does not work for arbitrary polytopes. In fact it heavily depends on the fact that P is highly
related to Q, e.g., a subpolytope. Clearly, the more complicated the modifications are, the more
involved the proof will probably be. Thus, on the one hand we believe that the applicability of the
technique is quite limited. On the other hand, it does not require LP duality, and hence it could
be useful when duality-based methods become unattractive because of many inequality classes. In
such a case, a duality-based approach would involve several sets of dual multipliers, which may
complicate formulas. In contrast to this, the proposed technique may only have to consider each
class of inequalities separately. This may have the advantage of being simpler and the disadvantage
of producing longer proofs.

Future directions. There are several directions into which future research may lead. On the
modeling level, a generalization of Theorem 2.5 (or even Theorem 6.6) to more than one quadratic
term or to a single cubic term is conceivable. Such results were obtained for matroids, see [9].
On the problem level, since bipartite matching is a special case of matroid intersection, one may
address the question of a complete description of the corresponding polytope for the intersection
of two arbitrary matroids (together with a quadratic term).

Acknowledgements. The author is grateful to Mirjam Friesen and Volker Kaibel for value-
able discussions, and to the referee whose comments lead to investigation of b-matchings and to
significant improvements in the presentation of the material.
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[13] Michael Jünger and Volker Kaibel. A Basic Study of the QAP-Polytope. Technical Report
96.215, Institut für Informatik, Universität zu Köln, 1996.
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