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Abstract

In this paper we study the problem of recovering a structured but unknown parameter
6* from n nonlinear observations of the form y; = f({x;,0*)) for i = 1,2,...,n. We develop a
framework for characterizing time-data tradeoffs for a variety of parameter estimation algorithms
when the nonlinear function f is unknown. This framework includes many popular heuristics
such as projected/proximal gradient descent and stochastic schemes. For example, we show that
a projected gradient descent scheme converges at a linear rate to a reliable solution with a near
minimal number of samples. We provide a sharp characterization of the convergence rate of
such algorithms as a function of sample size, amount of a-prior knowledge available about the
parameter and a measure of the nonlinearity of the function f. These results provide a precise
understanding of the various tradeoffs involved between statistical and computational resources
as well as a-prior side information available for such nonlinear parameter estimation problems.

1 Introduction

Parameter estimation is fundamental to many supervised learning tasks in signal processing and
machine learning. Given training data consisting of n pairs of input features (a.k.a. measurements)
x; € RP and desired outputs y; € R we wish to infer a function that best explains the training
data. The simplest functions are linear ones where the outputs are linear functions of the features
yi = (x;,0%) with 8* € RP an unknown parameter to be learned from data. Let X € R™P? be a
feature matrix with rows containing the n features x1,x2,...,x, and the vector y € R" containing
n output values y1,¥s,...,yn. The parameter 8" is typically estimated by solving an optimization
problem of the form

.1 2 .
min - 5 ly - X8|, subject to R(8)<R. (1.1)
Here, R(€0) is a regularization function used to avoid overfitting specially when the number of
samples n is significantly smaller than the number of parameters p. For example when the parameter
0 is believed to be sparse a typical regularization function is R(0) = |@],,. Over the last few years
there has been significant progress in understanding the properties of the optimization problem
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(1.1) and when it is successful in recovering the unknown parameter 8* and in turn predicting
future outcomes given a new feature vector. We shall review some of this literature in Section 5.
Even though linear regression models are widely used they rarely capture the feature-output
relation in the data precisely. For example in signal processing, such linear models are often
first order approximation of typically unknown nonlinear mappings. In this paper we study the
sensitivity of various iterative shrinkage schemes used for solving (1.1) to such modeling mismatch.
More specifically, we assume that the output is related to the features via the nonlinear equations

yi = f((x;,0%)) fori=1,2,...,n. (1.2)

Here, f:R — R is an unknown function and 8* € R? is the unknown parameter we wish to estimate.
This model is also known as the single index model in the statistics literature. Throughout this
paper we shall use y = f(X6*) as a shorthand for (1.2). With f unknown, it is natural to try to
find the unknown parameter 6* via the optimization problem (1.1). In this paper we study the
effectiveness of various optimization heuristics used for solving (1.1) under this nonlinear modeling
assumption. Our results are very general and hold even when the regularization function R is
nonconvex. This is perhaps surprising as it is not clear that when R is nonconvex the global
optimum to (1.1) can be found. We precisely characterize the run time of projected/proximal
gradient and stochastic gradient methods for solving such problems as a function of the number of
outputs, the ability of the function R to enforce prior information and a measure of the nonlinearity
of the function. Our results provide an accurate understanding of the various computational and
statistical tradeoffs involved when solving such nonlinear parameter estimation problems.

2 Precise measures for statistical resources

To arrive at precise tradeoffs between computational and statistical resources we need to quantify
the various resources. Computation is easily measured in terms of time/iterations. We measure
data size or sample complexity in terms of the number of samples n. Naturally the required number
of samples for reliable parameter estimation depends on how well the regularization function R can
capture the properties of the underlying parameter 6*. For example if we know our unknown
parameter is approximately sparse naturally using an ¢; norm for the regularizer is superior to
using an /o regularizer. To quantify this capability we first need a couple of standard definitions
which we adapt from [20].

Definition 2.1 (Descent set and cone) The set of descent of a function t at a point 6* is
defined as

Dr(6%) = {h: R(6"+h) <R(6")}.

The cone of descent is defined as a closed cone Cr(0*) that contains the descent set, i.e. Dr(0*) c
Cr(0%). The tangent cone is the conic hull of the descent set. That is, the smallest closed cone
Cr(0) obeying Dr(0*) cCr(0*).

We note that the capability of the regularizer R in capturing the properties of the unknown param-
eter 8* depends on the size of the descent cone Cx(6*). The smaller this cone is the more suited
the function R is at capturing the properties of 8*. To quantify the size of this set we shall use the
notion of mean-width.



Definition 2.2 (Gaussian width) The Gaussian width of a set C € RP is defined as:

w(C) = Eg[sup (g, 2)],

zeC
where the expectation is taken over g ~ N (0, I,).

We now have all the definitions in place to quantify the capability of the function R in capturing the
properties of the unknown parameter 8*. This naturally leads us to the definition of the minimum
required number of samples.

Definition 2.3 (minimal number of samples) Let Cr(6*) be a cone of descent of R at 0* and
41

set w=w(Cr(0°)NB"). Also let ¢(t) = \/5% ~V/t. We define the minimal sample function as
2

M(R,0% 1) = ¢ (w+t)~ (w+1)2

We shall often use the short hand ng = M(R, 0%, t) with the dependence on R, 0%t implied. We note
that for convex functions R based on [2, 10] ng is exactly the minimum number of samples required
for the estimator (1.1) to succeed in recovering an unknown parameter 0* with high probability from
linear measurements y = X0*. With some overloading, even for non-convex functions R, we shall
refer to ng as the “minimum number of samples”.

We pause to note that prior literature [2,29] indeed shows that ng is a good notion of complexity
demonstrating that when the feature-response relationship is linear (i.e. f is a linear map) and the
regularizer R is convex the properties of the estimator (1.1) can be precisely characterized in terms
of ny. Please also see [6,20,30] for some extensions to the non-convex case as well as the role this
quantity plays in the computational complexity of projected gradient schemes.

Finally, to analyze algorithm performance as a function of the nonlinearity of the map f, we
shall use three parameters. Two of these parameters are essentially the intrinsic mean and variance
associated with the nonlinear map f(-) and the final term captures a non-asymptotic deviation
from linearity.

Definition 2.4 (nonlinearity parameters) Let g € R be a standard normal random variable.
Define,

e Mean term: p= E[f(g)g],
e Variance term: o2 = E[(f(g) - ng)?],
e Deviation term: +? = E[¢?(f(g) - ng)?].

To see that these nonlinearity measures conform with our intuition, note that in the linear case
f(X0) = X80 so that one can take f(g) = g and so the mean term is equal to one and the variance
and deviation terms are equal to zero. When f is a nonlinear function like f(g) = sgn(g) we have
p=+/2/mr<1and ¢? =~ =1-2/m>0. While these examples are beneficial to give intuition, we
shall see that for fast and reliable estimation of the vector 8* we do not require explicit knowledge
of these parameter values.

We can view nonlinear measurements of the form y = f(X0*) as linear measure from the
vector p@* with an effective noise term w = f(X6*) — uX0*. Intuitively, when the features X



are sufficiently randomized, we expect this effective noise to behave similar to f(g) — pg where
g ~N(0,I,). Consequently, we expect E[Hw”i] oc no?, which further justifies the definition of o
as a sort of “variance” from nonlinearity. However, control of this variance term is not enough to
show reliable estimation of the parameter with high probability. To be able to make probabilistic
statements, we need the Euclidean norm of the effective noise (HwHi) to concentrate around its
expected value. In particular when w = f(g) - ng, the quantity ||'w\|?2 is the sum of n i.i.d. random
variables and exponentially concentrates under mild conditions. For simplicity we will state our
results in terms of the concentration probability function defined below.

Definition 2.5 (Concentration probability function) Assume g € R™ is distributed as a stan-
dard normal random vector N'(0,1,) and set b, = Ellgl,,] ~ Vn. We define the concentration
probability function as

2

p(n) = P(1£(9) - 1gl,, > buo) + P(T(F(g) - )| > n%w,

with p, o, and v as defined in Definition 2.4.

We note that Markov inequality implies p(n) < EpT N n% However, for many nonlinear func-
tions one can obtain much sharper concentration bounds. For example, when the function f
is bounded or Lipschitz, standard concentration of sub-exponential random variables show that
p(n) < e=emin(n.*)n with ¢ a constant depending only on the upper bound/Lipshitz constant of the
function f. Now that we have precise measures for the various statistical resources we are ready to
state our results.

3 Precise convergence rates for iterative shrinkage schemes

As mentioned earlier we wish to understand the convergence rates of different iterative shrinkage
schemes used for solving nonlinear parameter estimation problems. Throughout this paper we
assume that the features x; are i.i.d. random Gaussian vectors with distribution A(0,I). Fur-
thermore, without loss of generality we assume the unknown parameter 8* has unit Euclidean
norm.

3.1 Projected Gradient Descent

Perhaps the simplest algorithm for solving the nonlinear equations (1.2) is Project Gradient Descent
(PGD) where we use gradient descent on the least squares cost

1 2
3 ly - X0,

followed by projection on the constraint set I = {6 € RP : R(z) < R}. More specifically, starting
from an initial vector 8y, PGD iteratively applies the update

0-11 =P (6 + 0, X" (y - X6,)). (3.1)

Here, Pi(z) denotes the Euclidean projection of the vector z onto the set K and «, is the step
size. Throughout this paper we will assume that the tuning parameter is perfectly tuned so that



R =R(u0*) where u is the mean term per Definition 2.4. However, we can extend our arguments
to the case where R # R(u8*) by utilizing the sensitivity analysis developed in [20, Theorem 2.6].

Our first result shows that projected gradient descent allows for fast and reliable parameter
estimation from nonlinear observations.

Theorem 3.1 Let f : R - R be an unknown nonlinear function. Also, let y = f(X0*) € R™ be
n nonlinear observations from 0% with the feature matriz X € R™P consisting of i.4.d. N(0,1)
entries. Furthermore, let kg be a constant that is equal to one for convex regularizers R and equal
to two for nonconvexr ones. Furthermore, let ng = M(R,u0*,t) be the minimal number of data
samples as per Definition 2.3 and assume

n > 8Kk%ng. (3.2)

Also let p,o, and n be the nonlinearity parameters per Definition 2.4. Then, starting from any
initial estimate Oy the PGD iterates (3.1) with step size o, = 1/b2 ~ 1/n and tuning parameter
R =TR(u6*) obeys

no\ . KR 77(‘7\/”0+7)
167 — 1o, < ( 8’“633;) 160 — 107, + N (3.3)
V - (Jeam) v

2
for all T with probability at least 1—p(’l7)—106_%. Here, p(n) is the concentration probability function
as per Definition 2.5.

Note that n (a\/ﬁ) is roughy the Euclidean norm of the effective noise w = f(X6*) - uX60*
induced by replacing the nonlinear equation y = f(X0*) with the linear equation y = uX8*. Thus,
the theorem above shows that the projected gradient updates converge at a linear rate to a small
neighborhood around the “true” solution p@*. The radius of this neighborhood decreases with an
increase in the number of samples n. The size of this radius is near-optimal and comparable to
recent results [19,22, 28] where the estimate is obtained by solving the convex optimization problem
in (1.1) which applies only when the regularization function R is convex. Indeed, the size of this
radius scales like \/ng/n [w|,, which up to a small constant is exactly the same as the result one
would get when the model is linear of the form y = uX60* + w. This is perhaps unexpected as it
demonstrates that our nonlinear model exactly behaves like a fictitious linear model with the same
effective noise!

The convergence rate in (3.3) is linear and proportional to 1/y/n. This shows that the conver-
gence rate improves with an increase in the sample size which in turn leads to faster convergence
with more data samples. This implies that the more samples we have not only does the quality of
the solution improve but also that we arrive at this solution with less computational effort. Thus,
more samples is beneficial both in terms of statistical reliability and computational efficiency.

Finally, another interesting aspect of Theorem 3.1 is that it applies to both convex and non-
convex regularizers. Showing that one can obtain statistically reliable solutions with nonconvex

We note that the latter statement about computational efficiency is true only to a certain extent. In particular
when the feature matrix X does not have a fast vector-matrix multiply the improvemed convergence rate is soon
dominated by the increased cost of the matrix-vector multiplies in each iteration due to the increase in the number
of samples and hence the size of the feature matrix. However, we expect (3.3) to be correct for many random feature
models that do have fast vector-matrix multiply e.g. Fourier type matrices in signal processing or sparse features in
machine learning.



regularizers is perhaps unexpected as it is not a-priori clear that the global solution to (1.1) can be
found using a computationally tractable algorithm.?

3.2 Stochastic gradient schemes

In this section we provide convergence guarantees for stochastic gradient schemes. Our result
concerns a Projected variation of the Stochastic Gradient Descent algorithm [5] which we refer to
as PSGD. Let {1}, denote random integer taking the value i € {1,2,...,n} with probability
Jill7,
X%

. Starting from an initial estimate 6y the PSGD algorithm iteratively applies the updates

(yp, —(xy,,0-))

||,

6,1 =Px|6,+ x| (3.4)

We will show that it is possible to obtain guarantees that are on par with the PGD guarantees
derived in the previous section. This suggests that nonlinear parameter estimation problems can
be solved by highly parallel and asynchronous algorithms. As in the previous case our error bounds
will again only depend on the effective noise terms o and ~.

Theorem 3.2 Let f : R - R be an unknown nonlinear function. Also, let y = f(X0*) ¢ R™ be
n nonlinear observations from 0% with the feature matriz X € R™P consisting of i.4.d. N(0,1)
entries. Also, let R be a convex reqularizer. Furthermore, let ng = M(R,u0*,t) be the minimal
number of data samples as per Definition 2.3 and assume

n > ng. (3.5)

Also let u,o, and n be the nonlinearity parameters per Definition 2.4. Then, starting from any
initial estimate Oy the PSGD iterates (3.4) with tuning parameter R = R(u8*) obey

| (-vEry

2 1.01 9 9
y ) 160 - 10" 7, +

510, (3.6)

(- )
for all T with probability at least 1 — (n+1)e™P — p(n). Here, the expectation is over the random
variables {1s}7_;.

* 12
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Similar to our results for the PGD iterations the results of Theorem 3.2 above demonstrates that
PSGD also converges at a geometric rate to a neighborhood of the true solution ©@*. However,
comparing (3.6) with its counterpart in (3.3) the PSGD results are weaker in two ways. First, while
the convergence is geometric it is no longer linear and slower than its PGD counter part. However,
we should point out that the cost of each iteration of PSGD is roughly 1/n times the cost of a PGD
update. Second, the radius of the neighborhood of the true solution is larger in the PSGD case
compared with the PGD case by a factor of roughly size \/n/ng. We believe this to be an artifact
of our proof technique and we expect that for 7 sufficiently large the the second term should be of

the form 25n?0? in lieu of 7202,
n

2This statement is of course only true if the projection onto the sub-level sets of the regularization function is

computationally efficient. This is true for many non-convex regularizers including some ¢, norms with p < 1.
Furthermore, we note that projection onto convex sets may also not be in general tractable a good example of this
is projection onto the set of completely positive matrices which is known to be NP-hard.
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Figure 1: (a) Estimation errors (|6, —/2/m0%|.,) obtained via running PGD iterates as a function
of the number of iterations 7. The plots are for two different observations models: 1) nonlinear one bit
measurements y = X0 and 2) noisy linear observations y = \/2/7 X0 +w with w ~ N (0, (1-2/7)1L,).

The bold colors depict average behavior over 100 trials. None bold color depict the estimation error

of some sample trials. (b) Convergence behavior of PSGD for % =4 and i = 0.1 as p varies.

3.3 Proximal gradient methods

In Section 3.1 we discussed our results for nonlinear estimation problem by enforcing the constraint
R(0) < R(uO*). Another popular approach for finding structured solutions to linear inverse prob-
lems is solving a penalized variant of (5.1). Our framework also provides some insights for conver-
gence of such proximal gradient methods. However, our results for proximal methods require a few
additional definitions and modeling assumptions. We therefore defer these results to Appendix A.

4 Numerical Experiments

In this section we will discuss a few synthetic numerical experiments to corroborate our theoretical
results in the previous sections as well as understand some of their limitations. First we will start
with some synthetic experiments followed by some experiments on natural images.

4.1 Synthetic experiments

In our first experiment we generate a unit norm sparse vector 8* € RP of dimension p = 500 containing
s = p/50 non-zero entries. We also generate a random feature matrix X € R™P with n = p/2 and
containing i.i.d. N'(0,1) entries. We now take two sets of observations of size n from 6*:

e One-bit nonlinear observations: the response vector is equal to y = sgn(X3).
e Linear observations: the response is y = \/gXB +w with w ~ N (0, (1-2/m)1,).

We wish to infer the vector \/2/70* from these set of observations. Note that while the observation
models are different, the effective noise levels in both problems are roughly of the same size i.e. the

Euclidean norm of w =y - \/gXH* in both cases is roughly of size \/no with o = \/1- 2. We

™



(a) Original image (b) Reconstructed image

Figure 2: (a) Image of a beach in Barcelona, Spain. (b) Reconstructed image obtained from nonlinear
observations (quantized (DCT) coefficients to 16 levels and then subsampled the observations by a
factor of two). Reconstructed PSNR=27.5944.

apply the PGD iterations (3.1) to both observations models starting from 6y = 0. In Figure 1a the
resulting estimation errors (|0, —+/2/m8*|,) are depicted as a function of the number of iterations
7. These bold colors depicts average behavior over 100 trials. The estimation error of some sample
trials are also depicted in none bold colors. The plots in Figure 1la clearly show that PGD iterates
applied to nonlinear observations converge quickly to an estimate which is of the same size as
the effective noise induced by the nonlinearity. In this sense, PGD iterates converge quickly to a
reliable solution which has exactly the same quality as the optimal results obtained in [22,28].3
Figure la also clearly demonstrates that the behavior of the PGD iterates applied to both models
are essentially the same further corroborating the results of Theorem 3.1. This leads to the striking
conclusion that there is essentially no difference between the convergence of linear and nonlinear
samples when the effective noise is of the same size! In addition Figure 1a shows that one iteration
of PGD updates applied to nonlinear observations is not sufficient for reaching a statistically reliable
solution and further iterations lead to further improvements. This demonstrates the advantage of
our framework over other computational methods [23,33] as the error bounds obtained in these
papers are on par with the error bounds obtained by applying the first iteration of PGD.

In the next experiment we again consider the nonlinear one-bit observation model y = sgn(X6*)
with 8* a sparse vector with s nonzero entries. In this experiment we fix the quantities % =4, ? =0.1
(which in turn fixes ©¢) and vary p. We apply the PSGD iteration of (3.4) and depict the estimation
error as a function of the number of iterations 7 in Figure 1b for different values of p. These plots
show that after PSGD converges, the estimation error is the same as that of PGD. This is not
consistent with the second term in (3.6) of Theorem 3.2. As mentioned earlier we conjecture that
the result of (3.6) holds with the second term divided by /n/ng. Such a result would be consistent
with the numerical simulation of Figure 1b.



4.2 Experiments on images

In this section we demonstrate the utility of an image denoiser for image recovery from quantized
nonlinear observations. Our nonlinear observations consists of modulating each pixel of the image
by a random i.i.d. +1 mask, applying a two dimensional Discrete Fourier Transform (DCT), and
then picking a random subset of size m of these DCT coefficients and then quantizing the results to
16 different values (4 bits). Since we have a color photograph we apply such nonlinear observation
to each color band for a total of 3m nonlinear observations.

To recover the original image from such under-sampled nonlinear observations we start from
6y = 0 and iteratively apply the updates in (A.2). However, in liu of the prox function we use a
nonlinear mapping § with a tunning parameter \;. We note that many nonlinear mapping can
also be thought of as the prox of another function. We shall use the CBM3D denoiser [11] as the
nonlinear mapping S so that S is the denoising procedure with a tunning parameter A\, which
is tuned based on the assumed variance of the noise. We shall use A\; = max(A\gp”, Amin) in our
experiments. This choice is based on our theoretical results stated in Theorem A.3 of Appendix
A which suggest that this is a good tuning strategy. We now apply this proximal update with the
CBM3D denoiser with \g = 14.43375 /0", % and v = 0.95. We remind the reader that the image
has 3n total pixels (n pixels in each color band). For m = 0.5n we run 10 iterations of the proximal
update (A.2) and record the relative error Hé - uf* b /[ |#€*|,, (color images are viewed as a large

vector). We depict the original image together with the reconstruction in Figure 2. The relative
noise induced by the nonlinearity in this case was 0.1977 (|uX 6" - f(X0%)|,, / |nX0"|,, = 0.1977).
The relative error we obtained by our reconstruction was 0.0757 which is equivalent to a Peak
Signal to Noise Ratio (PSNR) of 27.5944. This figure indicates that even though the image is
under-sampled by a factor of two and we quantize the image into four bits we get a rather good
reconstruction.

5 Prior Art

During the last decade, the problem of sparse estimation has been the focus of significant inter-
est. This central problem in high-dimensional statistics is about estimating an unknown sparse
parameter from possibly underdetermined observations. This task is often accomplished by the
lasso estimator

~ 1
6 = argmin 1y - X0[%, + |0l (5.1)

where the response vector y = X8 + w consists of noisy linear observations. In recent years major
developments in the theory of sparse estimation [8,9,12,25] have emerged. In particular, the main
optimization (5.1) has been generalized in multiple ways.

e Design matrix: There is now a good understanding of the design matrices X that allow near-
optimal estimation of 8*. Researchers have characterized useful conditions such as restricted
strong convexity, null space property and incoherence [7,19].

e Parameter structure: 8* does not have to be sparse and with carefully choice of regularizers
many other structures can be recovered [2,10] with a minimal number of samples.

3We note that these papers do not provide any computational convergence guarantees.



e Response variable: The response vector y does not have to be a linear function of X8*.
Recent papers [17,24, 28, 32, 33] allow for a much more general model y = f(X3) where
f applies entrywise on the elements of X (3. Despite these interesting results most of the
literature in this direction such as [24,28] do not address computational issues or only address
them for particular structures (e.g. sparsity) and algorithms such as [33].

In this paper, we propose and analyze iterative algorithms that solve nonlinear estimation problems
of the form (1.2). Our contributions can be summarized as follows.

e Nonlinear Observations: We allow for an unknown nonlinear relationship between the un-
known parameter 8* and the response variable y of the form y = f(X6*). By viewing nonlinearity
as noise, we derive sharp performance guarantees for a variety of fast algorithms in terms of basic
statistics of the nonlinearity of the unknown function f.

e Unified analysis: The same idea applies to several different algorithms with minor mod-
ification. As a result, we obtain convergence rates and estimation error bounds for interesting
algorithms such as proximal gradient and projected stochastic methods.

e Optimal error rates: Our analysis of the proposed algorithms is sharp and the resulting
bounds are optimal up to small constants. Our bounds yield error rates comparable to what one
would get from studying the properties of the optimum solution to the problem (1.1) in the special
case where the regularizer R is a convex function [28].%

eNonconvex constraints: An interesting aspect of our framework is that it applies even
when the constraints are nonconvex. As we mentioned our convergence results are for specific
algorithms and we do not just study the properties of the optimum solution to (1.1) as in previous
publications [28]. Furthermore, in contrast to [28] some of our theorems hold without requiring the
regularizer to be convex. This is particularly important when the regularizer is nonconvex as it is
not clear that the global optimum to (1.1) can be found via a tractable algorithm.

ePrecise tradeoffs between computational and statistical resources: In this paper
we have provided precise convergence guarantees for a variety of nonlinear parameter estimation
algorithms. Thus, our results provides precise tradeoffs between computational resources such
as time/iterations and statistical resources such as data size, amount of nonlinearity, amount of
available prior knowledge (through the choice of a regularizer) etc. In this vein, the result of this
paper can also be seen as a generalization of [1,20] to the nonlinear estimation setup. Indeed, in the
absence of nonlinearity we can recover many of the results stated in [1,20]. In comparison to [1,20]
our results also apply to a variety of different algorithms: proximal methods, stochastic methods,
etc. We note however, that while our results can be applied to a variety of feature distributions
such as those studied in [1,20], in this paper we have focused on Gaussian feature matrices X.

6 Conclusion and future directions

In this paper we have presented a framework for characterizing time-data tradeoffs for a variety
of nonlinear parameter estimation algorithms. Our results provide a precise understanding of
the various tradeoffs involved between statistical and computational resources demonstrating that

“We note that compared to [28] several works on nonlinear estimation such as [23,33] suffer from the fact that the
resulting estimation error is nonzero even if there is no nonlinearity in the model (i.e. f(X0%) = X0%) even if n
is sufficiently large. However, our analysis as well as that of [28] precisely recovers the unknown parameter in the
linear setting with a minimal number of observations while yielding better or equal guarantees for highly nonlinear
problems such as 1-bit compressive sensing.
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fast and reliable parameter estimation is possible from nonlinear observations. There are many
interesting future direction to pursue:

e Precise statistical constants: In this paper we have shown that many iterative algorithms
for nonlinear parameter estimation e.g. Projected Gradient Descent (PGD) converge to a
solution which is a small constant factor away from the “effective noise” induced by the
nonlinearity in these problems. However, Figure la suggests that this constant should be
exactly equal to one. Recently, Thrampoulidis et al. [28] rigorously argued this for the
optimal solution to a convex program [28] when the regularization function is convex. However
analyzing the properties of iterative algorithms with sharp convergence guarantees as provided
in this paper proves to be more challenging. An interesting future direction is to show whether
the “precise” error rates of PGD does indeed depend only on the “effective noise” without any
additional constants. Furthermore, as we mentioned in the main text our results for PSGD
seems to be off by a factor of \/n/\/ng closing this gap is a particularly important future
direction.

e Parallel and lock free schemes: For nonlinear parameter estimation problems parallel
algorithms are efficient and more desirable specially when the design matrix is sparse. There
are very interesting recent work for providing guarantees for parallel and lock-free imple-
mentations of stochastic algorithms [26]. An interesting future direction is to characterize
time-data tradeoffs for such algorithms specialized for use in nonlinear parameter estimation
problems.

¢ Proximal gradient methods: Our guarantees for proximal gradient schemes discussed in
Appendix A require additional modeling assumption and are not as strong as our results for
projected gradient methods. Given the wide use of proximal methods in practice providing
optimal guarantees for proximal algorithms is an important future direction.

7 Proofs

In this section we will prove all of our results. Throughout we use 5 € R" to denote the unit ball of
R™. We begin with stating some preliminary lemmas that we will use throughout the proofs.

7.1 Preliminaries

In this section we gather some preliminary lemmas about projections onto sets and certain prop-
erties of Gaussian random matrices. Most of the results stated in this section are directly adapted
from [20] (we only state the results for the convenience of the reader). The first one is a result
concerning projection onto cones.

Lemma 7.1 Let C c R"™ be a closed cone and v € R™. Then

IPe(o)ly, = sup u'v. (7.1)

ueCnB

The next lemma just states that translation preserves distances.

Lemma 7.2 Suppose K c R™ is a closed set. The projection onto K obeys

Pi(x+v)-—x= P;C_{m}('v).

11



The next lemma compares the length of a projection onto a set to the length of projection onto the
conic approximation of the set.

Lemma 7.3 (Comparison of projections) Let D be a closed and nonempty set that contains
0. Let C be a nonempty and closed cone containing D (D cC). Then for all v eR",

|Pp(v),, < 2[Pe(v)l,, (7.2)

Furthermore, if D is a convex set. Then for all v eR"™,

[P (v)], < [Pe(v)l, - (7.3)

We next state a result about control of set restricted eigenvalues of Gaussian random matrices
from [20].

Lemma 7.4 Let C = Cr(u@*) be the cone of descent of the reqularizer R at the point u@* as per
Definition 2.1. Furthermore, let ng = M(R, u@*,t) be the minimal number of data samples as per
Definition 2.3. Then for a random matriz X € R™P with i.i.d. N'(0,1) entries

1
sup UT(I——XTX)’US 8@,

v,ueCnBP b% n

2 ntl
holds with probability at least 1 — 9e 5 . Here, b, = \/5% ~ /n with T denoting the Gamma
2

function.

The next lemma due to Gordon [16] provides a lower bound on the minimum eigenvalue of a random
Gaussian matrix restricted to a cone.

Lemma 7.5 (Gordon’s escape through the mesh [16]) Assume the same setup and defini-
tions as Lemma 7.4 above. Then for a random matriz X € R™P with i.i.d. N'(0,1) entries,

inf | Xul7, > (b - bo)?,

ueCnBP

2

holds with probability at least 1 — e 7.

7.2 Key Lemma for controlling nonlinear terms

In this section we state and prove a key lemma that is crucial in our analysis and allows us to deal
with the nonlinearity of our observations.

Lemma 7.6 (Controlling the effective noise) Let C = Cr(10) be the cone of descent of the
reqularizer R at the point u@* as per Definition 2.1. Also let X € R™P be a matriz of i.i.d. N'(0,1)
entries independent of 0* and w = f(X0*) — uX0* be the effective noise. Furthermore, let ngy =
M(R, u0,t) be the minimal number of data samples as per Definition 2.5. Also let u, o, and n be
the nonlinearity parameters for the function f as per definition 2.4. Then

2
[Pe(XTw)],, < om0y +1).

holds with probability at least 1 — p(n) — exp(~t2/2). Here, p(n) is the concentration probability
n+l
function as per Definition 2.5 and b, = FF(—?) ~ /1.

n
2

12



Proof We begin by defining X = X0°0*" and X, = X (I - B*B*T). Based on these definition

we can decompose X into the sum of two matrices X = XH + X, where the rows of XH/XL are
parallel /orthogonal to the direction of 8*. Now note that since X has independent standard normal
entries X and X, are independent. Hence using Lemma 7.1

= sup UTXTw,
veCnBP

[Pe (X" w),,
= sup (’UTX{’UJ +UTXlTw),
veCnBP

< sup vTX|Tw+ sup 'UTX’f'w,
veCnBP veCnBP

T
= sup v' 00" XTw+ sup v! X w,
veCnBP veCnBP

<

O*TXTw|( sup "UTH*|)+ sup vTXfw,

veCnBP veCnBP

<

G*TXTw‘+ sup v’ XTw. (7.4)

veCNBP

In the last inequality we used the fact that [v” 6| < |v]| ¢, together with 6%, =1. We now proceed

by bounding each of these terms. To bound the first term note that 0*T XTw can be rewritten in
the form

0" XTw=(X6""(f(X0*)-1X6").

Since X has i.i.d. N'(0,1) entries and 8*|,, = 1, thus g = X6* is a random Gaussian vector with
i.i.d. N (0,1) entries. Therefore, utilizing Definitions 2.4 and 2.5

. by
0" X" w| = |g" (f(9) - ng)| < T (7.5)
holds with probability at least 1 - P (|gT(f(g) - png)| > n%’y).

To bound the second term in (7.4) let C denote the projection of the set C n B onto the plane
orthogonal to the direction of 8*, i.e. C = (I - *6*7)(C nBP). Now note that for a Gaussian
random vector z € RP with i.i.d. A/(0,1) entries by standard Gaussian concentration

sup v1 (I-60*0*)z=sup ulz < W) +t<w(CnBP)+t=w+t, (7.6)
veCnBP ueC

2
holds with probability at least 1 — e~z . Now note that w = [(X07) - puX0" = f(X0) - uX 0"
is only a function of X and is thus independent of X,. Thus the vector XTw has the same

distribution as a random vector |w/,, (I - 0*0*")z where z € R? is a Gaussian random vector that
is independent of w and has i.i.d. A'(0,1) entries. Thus using (7.6) together with Definitions 2.4
and 2.5 we conclude that

Sup o' XTw < (w+t) |w]y, = (w+) [ f(9) - pgly, < (@ +)nbao, (7.7)
veln

13



)

t

holds with probability at least 1 -e™2 - P(||f(g) - ugl,, > nbno). From Definition 2.3 we know

no+l T ng+l
that ng is defined via w +t = /2 ﬁ(,fo)). By [20, Lemma 6.9] V2 ﬁ(fo)) < byy/5Y implying that
2 2
(w+1t) < bpy/22. Plugging the latter into (7.7) we conclude that
ng

sup v XTw <nb2\/—o, (7.8)
veCnBP n

2
holds with probability at least 1 - e~z — P(lf(g) - 1gl,, > nbno). Combining (7.5) and (7.8) via
the union bound together with (7.4) completes the proof of this lemma. [

7.3 Proof of Theorem 3.1

Let us denote the error in our updates by h, = 6, — u@* and the “effective noise” by w = f(X80) -
uX 0. Further let D denote the descent set of the regularizer R at u@* i.e. D = {z‘R(,uG* +2z)<
R(u0*)}. Using the definition of h; and w together with Lemma 7.2 allows us to conclude that

R =Pi (0" + (I -, X" X ) hr — o, X Tw) - 6",
=Pp((I-0a; X" X)h, -, X w).

Let ki be a constant that is equal to one for convex regularizers and equal to two for nonconvex
regularizers. Furthermore, assume C is the cone of descent of R at u@*. Applying Lemmas 7.1 and
7.3 we conclude that

Ihraily, <r |Pe (I - ar X" X) hr - ar X w)],,

<KR - Sup vl ((I - aTXTX) h, - aTXTw) ,
veCnBP

<KR ( sup vl (I - aTXTX) h;+a;- sup vTXT'w) ,

veCnBP ve-CnBP

SKR (”hr lg, - sup v’ (I - OéTXTX) U+ Qr- Sup vTXTw) .
u,veCNBP ve-CnBP

Using a, = 1/b2 and combining Lemmas 7.4 and 7.6 to bound the first and second terms in the
above inequality implies that

77(0 n0+’Y)

NG

2
holds with probability at least 1- 10”5 - p(n) for all 7. By iteratively applying the latter inequality
we conclude that with high probability

T -1 k
no i no 77(0' n0+'y)
el < (VSR ol e (2 (yfon 2) ) HR
i o+\/Nng +
(SR ), + — - VO ),
" 1—(\/8/1%@) Vn

no
[Briille, <\/86% = Ihrle, + 1R

concluding the proof.
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7.4 Proof of Theorem 3.2

Our proofs in this section is in part inspired by the analysis of the randomized Kaczmarz algorithm
due to Strohmer and Vershynin [27]. To begin our proof first note that by Lemma 7.5

| XRlz, = ;(wi*h)Q > (bn = bug)? | Rl ,

2

holds for all h € C := Cr(u@*) with probability at least 1 - ¢~7. We now rewrite the latter equation

in the alternative form

2 2

S ([ ) 5 O, 79)
S1x17 V7 g, | X% ?

2
Now define a random vector z distributed such that z = ﬁ with probability % Then, (7.9)
vl F

can alternatively be written in the form

B 2
El(="m?) 2 e I, (7.10
F

Define h, = 0, — u@* and recall that y; = w; + p(x;,0*). Similar to the proof of Theorem 3.1 in
Section 7.3 using the definition of h, and w together with Lemma 7.2 allows us to conclude that

h7'+l =Pp (h‘l' - (ZT) h‘r>ZT D z ) )
ol

where {z;}22, are independent realizations of z. First, note that 0 € D. Now we utilize the fact
that projection onto a convex set containing 0 can only decrease the Euclidean norm of a vector
we conclude that

2
w.
”h7—+1”§2 <l|h, - <Z7,h7—)ZT + Pr z ’

waT €2 ZQ

wy

2 2, :

=lhrlz, = ({27 he )" +
Hm"b‘ruez

Utilizing (7.10) in the above inequality, conditioned on h, we have

(bn_bn )2 1& w?
( - | kel -~ Y

| X% n & i,

12
E[lhrialy, [hr] = E[IRe]7, = (2 Be))? R ] + =) ‘m H
i=1 illg,

Using the independence of the random variables z; together with law of total expectation yields

—_ 2 n
R (R AR

| X1 H%II
(bn - bn )2 1 ”wHZ
3(1——20 E[Ih-]}, ]+ ———25. (7.11)
| X% " min ;]
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Standard concentration of Chi-squared random variables together with the union bound implies
that with probability at least 1 -ne ", min; ||il:l||?2 > 0.996p. Here, c is a fixed numerical constant.
Combining the latter with (7.11) implies that

E [ Hh'r+1H?2 ] < (1 — w) E[ HhTH?Q ] +1.005 12 |w HEQ
| X% np

holds with probability at least 1 —ne . Using the fact that g = X0” is a Gaussian random vector
with A/(0,1) entries, Definitions 2.4 and 2.5 immediately imply that

bn_bn 2 20_2
el )< (1- Ot e in g, )+ oo 27
X o

holds with probability at least 1-ne™® ~P(|f(g) - ugl,, > nbno) for all 7. By iteratively applying
the latter inequality we conclude that with probability at least 1 -ne™? - P(|f(g) - ugll,, > nbno)

we have
bn_bn 2\" 71 bn_bn 2\k 202
E[[h-[7, ] < 1—%) Hh0§2+1.005n2b§(z(1_( 20) ) o
X1 = X2 np
bn_bn 2\" b2 2 _2
< —#) \|h0\\§2+1.005 n no
|1 X (% 1_(1_ (bn—bng) ) np
X7
_bno 2
= 1—bn( ) Hh0H2+1.005 | X% n (7.12)
Lo
”X”F 1 IZL_O) np

By [20, Lemma 6.9] we have 32> < /72 Also by standard concentration of Chi-squared random

variables with probability at least 1- _C"p | X |3 % < 1.0049np. Furthermore, b2 > L 0049n for all
n > 1. Plugging the latter three inequalities mto (7.12) implies that
101 5

2 T

1-,/™
E[|h-]7, ] < O CalaJ lholl7, + ———n*0?,
: 2p t(1-ym)?

holds with probability at least 1 - (n+1)e™® — p(n).
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A Penalized formulation via resampling

In this section we aim to understand the convergence properties of a penalized variant of (5.1) for nonlinear
parameter estimation problems. Concretely, we focus on solving the following optimization problem

1 2
in = |ly—-X0|, +\R(0 Al
min |y Iz, (9), (A1)
with A a nonnegative regularization parameter. A common approach to solve the penalized formulation is
via Proximal Gradient Descent (ProxGD). Starting from an initial estimate 6y, ProxGD iteratively applies
the update

b = pro, (6, +a. X" (yX0,)). (42

Here, a, is the step size and prox, is the proximal function associated with R and is defined as
1 2 _
prox, (z) = argmin 5 Iz - z[,, + \R(2).
z

In this section we wish to understand the properties of the proximal gradient iterations (A.2) for nonlinear
parameter estimation problems with Gaussian features. To gain some insights into the performance of the
update (A.2) we study a variant of this update where in each iteration we use a fresh set of observations and
feature vectors. In particular, we assume that we run the updates

0r41 = prox, _ (HT + aTXTT(yT - XTGT)) . (A.3)

Here { X, }22, are i.i.d. mini-batches of Gaussian features with X, € R™? and y, = f(X,0) are mini-batches
of nonlinear observations. We emphasize that such an approach is not useful in practice as one often wishes
to reuse the measurements and samples across all iterations as in the update (A.2). Nevertheless, we hope
that such an analysis provides useful insights into the performance of (A.2) and the key parameters involved
in its convergence.
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When dealing with the penalized version of the problem the definition of minimal number of samples as
discussed in Definition 2.3 is no longer adequate as this minimal number of samples would not only depend
on the regularization function R but also the regularization parameter A in (A.1). In this case the minimal
sample complexity is no longer based on the notion of Gaussian width but rather a closely related quantity
of Gaussian distance defined below.

Definition A.1 (Gaussian distance) Let g € R be a random Gaussian vector with i.i.d. N'(0,1) entries.
Also assume R : RP - R is a regularization function with closed sub-level sets. For a regularization function
R at a point 8* we define the Gaussian distance at level A as

G(R, 0%, )) = \/E[dist*(g, \OR(67))].

Here, OR(0%) is the sub-differential of R at 0*. Also for a vector z € RP and a set C € RP the distance function
dist(z,C) is the Bucleadian distance between the point z and the set C i.e. dist(z,C) = infzec |2 - 2|,,. We
will often use the shorthand G(\) with the dependence on R and 0* implied.

The Gaussian distance defined above is closely related to the notion of mean width. In fact one can show
that w(Cr(0*) N BP) ~» miny G(R,0%,\) [2,15]. With this definition in place we are ready to explain the
minimal sample complexity for the regularized case.

Definition A.2 (minimal number of samples with regularization) Let 9R(0) be the sub-differential
of the regularization function R at 8* and set G(A) = G(R,0*,)\). We define the minimal sample function
as

MA(R,0%,t) = ¢ H(G(N) + Tt +V2) ~ (G(N) + Tt +/2).

We shall often use the short hand ng(\) = Mx(R,0*,t) with the dependence on R,0%,t implied. We note
that for convex functions R based on [29] ng(\) is exactly the minimum number of samples required for
the estimator (1.1) to succeed in recovering an unknown parameter 0% with high probability from linear
measurements y = X0*.

We note that the regularized variant of the minimal sample complexity no(\) is intimately related to the
version without regularization ng. In fact ng » miny ng(XA).

Before we state our result for the proximal iterations we would like to mention that the proximal gradient
algorithm will not work if we set the shrinkage parameter A, to be a constant in each iteration rather A\,
should decay with the iterations.® In this paper we recommend a particular strategy for updating .
Starting with tuning parameters My and p we set the shrinkage parameters A, via the following set of
recursions

t —
A= (@ b JA: + o)) where M,y = pM, + w. (A4)
b vn

Observe that M, satisfies the bound

M, < g My + 1OV ) V"\;%A)”) (A.5)

We note that such tuning strategies our quite common in the optimization literature. In particular a related
tuning strategy is utilized in the updates of the AMP algorithm [4].

Now that we have described our strategy for tuning the shrinkage parameter we are ready to state our
main result for the proximal gradient scheme.

5The reason for this will become clear to the reader by consider the case when f is a linear function and there is no
noise.
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Theorem A.3 Let f: R — R be an unknown nonlinear function. Also, fort=1,2,... lety, = f(X,;0%) eR"
be n nonlinear observations from 0% with the feature matriz X, € R™? consisting of i.i.d. N'(0,1) entries.
Furthermore, let R be a convex regularizer and let ng(A) = M (R, n0,t) be the minimal number of data
samples as per Definition A.2 and assume 0 <t <b,. Assume that

n>ng(A).

Also let p, 0, and n be the nonlinearity parameters per definition 2.4 and let \ be the reqularization parameter
in (A.1). Assume we start from an initial estimate and utilize the tuning strategy discussed in (A.4) with
tuning parameters obeying the following conditions

A
Mo > (60— p0*|,, and p> L().

Then, the prozimal gradient iterations (A.3) with step size a; = 1/b2 ~ 1/n obeys
16, - ubol,, < M, (A.6)

for all T with probability at least 1 - T(Qp(n) +7exp(—t2/2)), Here, p(n) is the concentration probability
function as per Definition 2.5.

Theorem A.3 can be connected to our main results, for example Theorem 3.1. Observe that exponentially
decaying error bounds (A.5) and (3.3) have essentially identical forms. In particular, as discussed previously
if A is chosen to be the minimizer of ng(A) then ng ~ no(Amin) and if we set p = \/ng/n in the proximal
iterations the convergence results of the two theorem are the same up to constant factors. In fact, the
convergence rate of the theorem above is sharper and has a constant of one. This is due to the fact that
we can provide sharper constants with the resampling framework. We again emphasize that while we make
use of a resampling strategy such an approach is not practical and one usually wishes to run the update
(A.2). The reader is referred to [3,13, 14, 31] for related works in this direction. In particular, Xiao and
Zhang [31] study the particular case of R(x) = |z|,, and very recently, Erghbali and Fazel [14] have more
general results that apply to the case where R(x) is a decomposable norm and A is sufficiently large. We
note that in contrast with our results these publications do not provide sharp constants with the exception
of the AMP algorithm [3,13,18]. However, rigorous results for the AMP algorithm are limited to linear
estimation and separable regularizers R.

B Proofs for penalized formulation (Proof of Theorem A.3)
In this section we will prove our result for the penalized formulation, mainly Theorem A.3. Before diving

into the details of the proof of Theorem A.3 we state and prove a few useful lemmas in Section B.1. We then
utilize these results to complete the proof of Theorem A.3 in Section B.2.

B.1 Preliminary lemmas for regularized estimation

In this section we state and prove a few results about proximal functions and Gaussian distances.

Lemma B.1 (e.g. [21]) Let prox, be the proxzimal function associated with R defined as
1 12 _
prox,(z) = arg min 5 Iz - z[,, + \R(2).

Then,
[prox,(z + h) - z|,, <dist(h, \OR(x)).
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The next lemma proves a useful property about the Gaussian distance.

Lemma B.2 Let C ¢ R™ be a compact and conver set. Then for a Gaussian random vector g with
ii.d. N(0,1) entries, E[dist*(ag,C)] is a nondecreasing function of a on [0, 0).

Proof Since g has a symmetric distribution around 0, it suffices to show E[dist*(ag,C)] +E[dist?(-ag,C)]
is nondecreasing. Differentiating the square of the distance with respect to «, we have
JE[dist*(ag,C)]
Ja

=2E[(ag - Pc(ag),9)].
Now, observe that
(ag - Pc(ag),g) + (-ag - Pe(-ag),-g) = 2a|g[;, - (Pc(ag) - Pe(-ag).g) .

Since C is convex, (Pc(ag) - Pe(-ag).g) < |Pc(ag) - Pe(-ag)l,, lgl, <2 |glj,. Hence

dE[dist*(ag,C)] . JE[dist*(-ag,C)]
Oa Oa

concluding the proof. [

>0,

Next we state a lemma that is useful for understanding the distance and projection properties of a Gaussian
vector onto a subspace.

Lemma B.3 Assume g is a Gaussian random vector with i.i.d. N'(0,1) entries. Let C € R™ be an arbitrary
set that contains the origin and let S € R™ be a subspace of dimension n—d. Then the following inequalities
hold

E[dist(Ps(g),C)] <E[dist(g,C)] + V4, (B.1)
E[igg (Ps(g),v)] SE[Svlicp (g.v)]. (B.2)

Proof First note that E[|g - Ps(g)|,,] < V/d. Consequently, by the triangular inequality for distance to
sets
E[dist(Ps(g),C)] < E[dist(g,C)] +E[|g - Ps(9)],,] < E[dist(g,C)] + Vd.

Now let © = argsup,.c (Ps(g),v). Since Ps(g) and g - Ps(g) are independent, © and g - Ps(g) are
independent as well. Consequently

E[sup (Ps(9),v)] = E[(Ps(9),0)] = E[(g,©)] <E[sup (g, v)],

veC veC

concluding the proof. [

B.2 Proof of Theorem A.3

We first provide the convergence result for a single step of the proximal iteration in the lemma below whose
proof is differed to Section B.2.1.

Lemma B.4 (Single step estimator) Let 6, be the estimate at the Tth iteration with the associated error
h, =0.- 0" obeying |h- ||122 <M for some M >0. Given A>0 and 0<t < b, pick A, = M. In

n

order to estimate pu@* from y = f(X0*) consider the following update

1
b2

n

0.1 = prox,_ (oT + =XT(y- XGT)) .
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Let ng(N\) = MA(R, u0,t) be the minimal number of data samples as per Definition A.2 and assume 0 <t <
bn. If X has ii.d. N(0,1) entries, then with probability at least 1 —2p(n) — 7exp(~t2/2), 6.,1 obeys

% Un) A un A
16741 - 107, < #MH? #0 +17/V/n.
With this lemma in hand we are ready to prove Theorem A.3. We shall show this by induction. Suppose
2
the residual obeys |h-|,, < M, with probability at least 1 —7P where P = 2p(n) + 7exp(-%). Now, observe
that the particular choice of A; (as a function of M,) makes Proposition B.4 applicable.
Using the fact that new samples are independent of the rest, Lemma B.4 implies that

A A
o )MT + L()a +ny/v/n < Moy,

h <\ ——
lhealy, </ ™2 .

holds with probability at least 1 - P. Applying the union bound, |h;|,, < M; holds for all 0 <4 <7+ 1 with
probability at least 1 — (7 + 1) P, completing the proof. All that remains now is to complete the proof of
Lemma B.4 which is the subject of the next section.

B.2.1 Proof of Lemma B.4

Proof Define w = f(X60*) — nX6*. The term inside the proximal operator can be rewritten as

1 . 1 1 .
0+ 5 X" (y - X0:-) = 0" + (hT - bQXTXhT) + X (y - nX0).

n n n

1 1
= u0* + (hT - bQXTXhT) + b—QXTw. (B.3)

n n

Note that p@* is the term we wish our iterates to converge to and the remaining terms can be viewed as
noise. Define S to be the n — 2 dimensional subspace perpendicular to 8*, h,. Given v € S8, let v* be the
projection of v onto the direction perpendicular to v and S. The noise terms will be split into three terms
by using X7 = Ps(X7T) + Ppi (XT) + P, (XT).

o &= Ps(XT)(-Xh, + (f(X6") - uX6")).
o €32 P (XT)(F(XO°) — uX0°) + gy (XT)(/(X6°) - uX6%).
o e5=b2h, ~ Py (XT)Xh, - Pp(XT)Xh,.
With this notation
0:.1 = prox,_ (u@* + biz(el +es+ 63)) )

n

We next relate the proximal estimator to the subdifferential via Lemma B.1. This yields

* : 1 *
10711 — 107, < dist (Z)Q(el +ez+e3), \;OR(ub ))

1, . .

< = (dist (e1,b2A-OR(10%)) + | e2 lg, + ||63HZ2) .
n

We now proceed by estimating each of these terms. We will show that e; and e3 are fairly small and we will

obtain a bound for the term involving e;.

Estimating ey: To estimate e; we use the fact that | f(X0*) - uX0*|,, <nb,o and

|Pe- (X™) (£(X6") - nX6")

o SRV, (B.4)
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holds with probability at least 1 — p(n). Next we use the fact that (9*)lTXT is an ii.d. normal random
vector and is independent of X6 to conclude that

[Py (XT) (f(X6") - uX0")

4, StONbn, (B.5)

holds with probability at least 1 - exp(~t?/2). Combining (B.4) and (B.5) together with the union bound
yields
le2 Héz < by (to + ’Ybn/\/ﬁ)' (B.6)
Estimating es: We now bound the term involving es. For t < b,, with probability at least 1 —
3exp(~t2/2) — exp(-b2/2) > 1 - 4exp(~t?/2), the followings identities hold. First, using an independence
argument again ||Pp. (XT)XhT”22 < 2tby, |hr|,,. Second, || Xh,|,, —bn|h-|,,| < t|h-|,,. Using this, it
follows that

brhe = Pr (X)X R, |, < |hely, (2bat +%) <3tby e, -
Combining these identities we arrive at
leslly, <5tbn [z, - (B.7)

Combining bounds (B.6) and (B.7) which involve ey and ez, with probability at least 1 -5exp(~t2/2) - p(n)
we have

0.7 (lezlly, + leslly,) < 0. [5t R, +0(to +7bn/v/R)] < (/) [t (507" [hely, +0) +7ba//n]. (B.8)

We note that this bound grows as b,
Estimating e;: The remaining term is e;. Define a := Xh, + f(X0*) — uX60*. Observe that with
probability at least 1 - exp(-t%/2) - p(n)

aiot = |aly, < (b +1) [hr|,, +nbno < (by + 1) M +0byo = 0yyp.

Note that h,,8* € S*. Thus, conditioned on a, Ps(XT)a is statistically identical to g’ = Ps(g) with
g ~N(0,02,1,). Now, applying Lemma B.3

E[dist(Ps(XT)[Xh, + f(X07) - uX0"1,02X,0f(x))] < E[dist(g. b2\, 0f ()] + V20ror.  (B9)
The problem is reduced to upper bounding E[dist(g, mA,df(x))]. Using Lemma B.2
E[dist(g, b7 A-0f (#))] < VE[dist(g,b2),0f (2))?]
= 0up/Eldist(o719, 03502 A0 f ())?]
= gup\/E[dist(a70g, A0 (x))?]

< oupJGON), (B.10)

where (B.10) follows from the definition of A; and Lemma B.2. Merging this with (B.9), together with the
union bound implies that with probability at least 1 - 2exp(~t?/2) - p(n)

dist(Ps(XT)[Xhy + f(X60") - pX 0], b3 0f (®)) < 0up(\/G(N) + V2 +1)
< (b M +1b,o)(v/G(\) + V2 +2t). (B.11)

Here, the last line follows from b, > \/G()\) + /2 + 2t. Merging (B.8) and (B.11) and recalling the definition
of the convergence rate p the cumulative error takes the form

16— n67,, < by [M(m*' V2+ 6]+ by, [vba /N + U(M"‘ V2 + 3t)]
< M(VGA) +V2+78) + by [Ybu /1 + 0 (V/GN) + V2 +71)]

A A
< 7o ( )MH7 no( )0+nv/\/ﬁ7
n n
which is the advertised error bound. ]
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