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FORWARD-BACKWARD-HALF FORWARD ALGORITHM FOR

SOLVING MONOTONE INCLUSIONS

LUIS M. BRICEÑO-ARIAS∗ AND DAMEK DAVIS†

Abstract. Tseng’s algorithm finds a zero of the sum of a maximally monotone operator and a
monotone continuous operator by evaluating the latter twice per iteration. In this paper, we modify
Tseng’s algorithm for finding a zero of the sum of three operators, where we add a cocoercive operator
to the inclusion. Since the sum of a cocoercive and a monotone-Lipschitz operator is monotone and
Lipschitz, we could use Tseng’s method for solving this problem, but implementing both operators
twice per iteration and without taking into advantage the cocoercivity property of one operator.
Instead, in our approach, although the continuous monotone operator must still be evaluated twice,
we exploit the cocoercivity of one operator by evaluating it only once per iteration. Moreover, when
the cocoercive or continuous-monotone operators are zero it reduces to Tseng’s or forward-backward
splittings, respectively, unifying in this way both algorithms. In addition, we provide a preconditioned
version of the proposed method including non self-adjoint linear operators in the computation of
resolvents and the single-valued operators involved. This approach allows us to also extend previous
variable metric versions of Tseng’s and forward-backward methods and simplify their conditions on
the underlying metrics. We also exploit the case when non self-adjoint linear operators are triangular
by blocks in the primal-dual product space for solving primal-dual composite monotone inclusions,
obtaining Gauss-Seidel type algorithms which generalize several primal-dual methods available in the
literature. Finally we explore applications to the obstacle problem, Empirical Risk Minimization,
distributed optimization and nonlinear programming and we illustrate the performance of the method
via some numerical simulations.

Key words. Convex optimization, forward-backward splitting, monotone operator theory, se-
quential algorithms, Tseng’s splitting.
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1. Introduction. This paper is devoted to the numerical resolution of following
problem.

Problem 1. Let X be a nonempty closed convex subset of a real Hilbert space
H, let A : H → 2H and B2 : H → 2H be maximally monotone operators, with B2

single valued in domB2 ⊃ domA∪X, and let B1 : H → H be β-cocoercive1, for some
β > 0. Moreover assume that B2 is continuous on domA ∪ X and that A + B2 is
maximally monotone. The problem is to

find x ∈ X such that 0 ∈ Ax+B1x+B2x, (1.1)

under the assumption that the set of solutions to (1.1) is nonempty.
The wide variety of applications of Problem 1 involving optimization problems,

variational inequalities, partial differential equations, image processing, saddle point
problems, game theory, among others can be explored in [3, 20] and the references
therein. As an important application, consider the case of composite optimization
problems of the form

minimize
x∈H

f(x) + g(Lx) + h(x), (1.2)
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where H and G are real Hilbert spaces, L : H → G is linear and bounded, f : H →
(−∞,∞] and g : G → (−∞,∞] are lower semicontinuous, convex, and proper, and
h : H → R is convex differentiable with β−1-Lipschitz gradient. Since g may be
non smooth, primal algorithms in this context need to evaluate proxg◦L or invert
L which can be costly numerically. In order to overcome this difficulty, fully split
primal-dual algorithms are proposed, e.g., in [8, 21, 42], in which only proxg, L, and
L∗ are computed. These algorithms follow from the first order optimality conditions
of (1.2), which, under qualification conditions, can be written as Problem 1 with

X = H = H×G, A = ∂f × ∂g∗, B1 = ∇h× {0}, B2 =

[
0 L∗

−L 0

]
, (1.3)

where we point out that B2 is monotone and Lipschitz but not cocoercive, because it
is skew linear and, for every x ∈ H, 〈x | B2x〉 = 0. We have that, for any solution x =
(x∗1, x

∗
2) ∈ zer(A+B1+B2), x

∗
1 solves (1.2), where we denote zerT =

{
x ∈ H

∣∣ 0 ∈ Tx
}

for any set valued operator T : H → 2H. A method proposed in [42] solves (1.2) in a
more general context by using forward-backward splitting (FB) in the product space
with the metric 〈· | ·〉V = 〈V · | ·〉 for the operators V −1(A + B2) and V −1B1 with
a specific choice of self-adjoint strongly monotone linear operator V . We recall that
the forward-backward splitting [16, 10, 32, 25] finds a zero of the sum of a maximally
monotone and a cocoercive operator, which is a particular case of Problem 1 when
X = H and B2 = 0. This method provides a sequence obtained from the fixed point
iteration of the nonexpansive operator (for some γ ∈]0, 2β[)

TFB := JγA ◦ (Id − γB1),

which converges weakly to a zero of A + B1. Here Id stands for the identity map in
H and, for every set valued operator M : H → 2H, JM = (Id +M)−1 : H → 2H is
the resolvent of M , which is single valued and nonexpansive when M is maximally
monotone. In the context of (1.3), the operators V −1(A+B2) and V

−1B1 are maxi-
mally monotone and β-cocoercive in the metric 〈· | ·〉V = 〈V · | ·〉, respectively, which
ensures the convergence of the forward-backward splitting. The choice of V permits
the explicit computation of JV −1(A+B2), which leads to a sequential method that gen-
eralizes the algorithm proposed in [13]. A variant for solving (1.2) in the case when
h = 0 is proposed in [27]. However, previous methods need the skew linear structure
of B2 in order to obtain an implementable method.

An example in which a non-linear continuous operator B2 arises naturally is the
convex constrained optimization problem

min
x∈C

g(x)≤0

f(x), (1.4)

where f : H → R is convex differentiable with β−1-Lipschitz-gradient, C ⊂ H is
nonempty, closed and convex, and g : H → R is a C1 and convex function. The
Lagrangian function in this case takes the form

L(x, λ) = ιC(x) + f(x) + λg(x) − ιR+
(λ), (1.5)

which, under standard qualification conditions can be found by solving the monotone
inclusion (see [34])

0 ∈ A(x, λ) +B1(x, λ) +B2(x, λ), (1.6)
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where A : (x, λ) 7→ NCx × NR+
λ is maximally monotone, B1 : (x, λ) 7→ (∇f(x), 0) is

cocoercive, and B2 : (x, λ) 7→ (λ∇g(x),−g(x)) is monotone and continuous [34]. Of
course, the problem can be easily extended to consider finitely many inequality and
equality constraints and allow for more general lower semicontinuous convex functions
than ιC , but we prefer the simplified version for the ease of presentation. Note that
the non-linearity of B2 does not allow to use previous methods in this context.

In the case when B2 is L-Lipschitz for some L > 0, since B := B1+B2 is monotone
and (β−1 + L)–Lipschitz continuous, the forward-backward-forward splitting (FBF)
proposed by Tseng in [40] solves Problem 1. This method generates a sequence from
the fixed point iteration of the operator

TFBF := PX ◦ [(Id − γB) ◦ JγA ◦ (Id − γB) + γB] ,

which converges weakly to a zero of A+B, provided that γ ∈]0, (β−1+L)−1[. However,
this approach has two drawbacks:

1. FBF needs to evaluate B = B1 + B2 twice per iteration, without taking
into advantage the cocoercivity property of B1. In the particular case when
B2 = 0, this method computes B1 twice at each iteration, while the forward-
backward splitting needs only one computation of B1 for finding a zero of
A+B1. Even if we cannot ensure that FB is more efficient than FBF in this
context, the cost of each iteration of FB is lower than that of FBF, especially
when the computation cost of B1 is high. This is usually the case, for instance,
when A, B1, and B2 are as in (1.3) and we aim at solving (1.2) representing
a variational formulation of some partial differential equation (PDE). In this
case, the computation of ∇h frequently amounts to solving a PDE, which is
computationally costly.

2. The step size γ in FBF is bounded above by (β−1 + L)−1, which in the case
when the influence of B2 in the problem is low (B2 ≈ 0) leads to a method
whose step size cannot go too far beyond β. In the case B2 = 0, the step size
γ in FB is bounded by 2β. This can affect the performance of the method,
since very small stepsizes can lead to slow algorithms.

In the general case when B2 is monotone and continuous, we can also apply a version
of the method in [40] which uses line search for choosing the step-size at each iteration.
However, this approach share the disadvantage of computing twice B1 by iteration
and, moreover, in the line search B1 has to be computed several times up to find a
sufficiently small step-size, which can be computationally costly.

In this paper we propose a splitting algorithm for solving Problem 1 which over-
comes previous drawbacks. The method is derived from the fixed point iteration of
the operator Tγ : H → H, defined by

Tγ := PX ◦ [(Id − γB2) ◦ JγA ◦ (Id − γ(B1 +B2)) + γB2] , (1.7)

for some γ ∈]0, χ(β, L)[, where χ(β, L) ≤ min{2β, L−1} in the case when B2 is L-
Lipschitz. The algorithm thus obtained implements B1 only once by iteration and it
reduces to FB or FBF when X = H and B2 = 0, or B1 = 0, respectively, and in these
cases we have χ(β, 0) = 2β and limβ→+∞ χ(β, L) = L−1. Moreover, in the case when
B2 is merely continuous, the step-size is found by a line search in which B1 is only
computed once at each backtracking step. These results can be found in Theorem 2.3
in Section 2. Moreover, a generalization of FB for finding a point in X ∩ zer(A+B1)
can be derived when B2 = 0. This can be useful when the solution is known to
belong to a closed convex set X , which is the case, for example, in convex constrained
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minimization. The additional projection onto X can improve the performance of the
method (see, e.g., [9]).

Another contribution of this paper is to include in our method non self-adjoint
linear operators in the computation of resolvents and other operators involved. More
precisely, in Theorem 3.2 in Section 3, for an invertible linear operator P (not necesar-
ily self-adjoint) we justify the computation of P−1(B1 +B2) and JP−1A, respectively.
In the case when P is self-adjoint and strongly monotone, the properties that A, B1

and B2 have with the standard metric are preserved by P−1A, P−1B1, and P
−1B2 in

the metric 〈· | ·〉P = 〈P · | ·〉. In this context, variable metric versions of FB and FBF
have been developed in [19, 41]. Of course, a similar generalization can be done for our
algorithm, but we go beyond this self-adjoint case and we implement P−1(B1 + B2)
and JP−1A, where the linear operator P is strongly monotone but non necesarily self-
adjoint. The key for this implementation is the decomposition P = S + U , where
U is self-adjoint and strongly monotone and S is skew linear. Our implementation
follows after coupling S with the monotone and Lipschitz component B2 and using
some resolvent identities valid for the metric 〈· | ·〉U . One of the important implica-
tions of this issue is the justification of the convergence of some Gauss-Seidel type
methods in product spaces, which are deduced from our setting for block triangular
linear operators P .

Additionally, we provide a modification of the previous method in Theorem 4.2,
in which linear operators P may vary among iterations. In the case when, for every
iteration k ∈ N, Pk is self-adjoint, this feature has also been implemented for FB and
FBF in [19, 41] but with a strong dependence between Pk+1 and Pk coming from
the variable metric approach. Instead, in the general case, we modify our method
for allowing variable metrics and ensuring convergence under weaker conditions. For
instance, in the case when B2 = 0 and Pk is self-adjoint and ρk-strongly monotone for
some ρk > 0, our condition on our FB variable metric version reduces to (2β−ε)ρk > 1
for every k ∈ N. In the case when Pk = Id /γk this condition reduces to γk < 2β − ε
which is a standard assumption for FB with variable stepsizes. Hence, our condition
on operators (Pk)k∈N can be interpreted as “step-size” bounds.

Moreover, in Section 5 we use our methods in composite primal-dual inclusions,
obtaining generalizations and new versions of several primal-dual methods [13, 41,
30, 17]. We provide comparisons among methods and new bounds on stepsizes which
improve several bounds in the literature. Finally, for illustrating the flexibility of the
proposed methods, in Section 6 we apply them to the obstacle problem in PDE’s, to
empirical risk minimization, to distributed operator splitting schemes and to nonlinear
constrained optimization. In the first example, we take advantage to dropping the
extra forward step on B1, which amounts to reduce the computation of a PDE by
iteration. In the second example, we use non self-adjoint linear operators in order to
obtain a Gauss-Seidel structure which can be preferable to parallel architectures for
high dimensions. The third example illustrates how the variable metrics allowed by our
proposed algorithm can be used to develop distributed operator splitting schemes with
time-varying communication networks. The last example illustrates our backtracking
line search procedure for nonlinear constrained optimization wherein the underlying
operator B2 is nonlinear and non Lipschitz. Finally, some numerical examples show
the performance of the proposed algorithms.

2. Convergence theory. This section is devoted to study the conditions en-
suring the convergence of the iterates generated recursively by zk+1 = Tγk

zk for
any starting point z0 ∈ H, where, for every γ > 0, Tγ is defined in (1.7). We
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first prove that Tγ is quasi-nonexpansive for a suitable choice of γ and satisfies
Fix(Tγ) = zer(A + B1 + B2) ∩ X . Using these results we prove the weak conver-
gence of iterates {zk}k∈N to a solution to Problem 1.

Proposition 2.1 (Properties of Tγ). Let γ > 0, assume that hypotheses of
Problem 1 hold, and set Sγ := (Id −γB2) ◦ JγA ◦ (Id −γ(B1 +B2)) + γB2. Then,

1. We have zer(A + B1 + B2) ⊂ FixSγ and zer(A + B1 + B2) ∩ X ⊂ FixTγ .
Moreover, if B2 is L-Lipschitz in domB2 for some L > 0 and γ < L−1 we
have Fix(Sγ) = zer(A+B1 +B2) and Fix(Tγ) = zer(A+B1 +B2) ∩X.

2. For all z∗ ∈ Fix(Tγ) and z ∈ domB2, by denoting x := JγA(z−γ(B1+B2)z)
we have, for every ε > 0,

‖Tγz − z∗‖2 ≤ ‖z − z∗‖2 − (1− ε)‖z − x‖2 + γ2‖B2z −B2x‖2

− γ

ε
(2βε−γ)‖B1z −B1z

∗‖2−ε
∥∥∥z − x− γ

ε
(B1z −B1z

∗)
∥∥∥
2

.

(2.1)

3. Suppose that B2 is L-Lipschitz in domA ∪X for some L > 0. For all z∗ ∈
Fix(Tγ) and z ∈ domB2, by denoting x := JγA(z − γ(B1 +B2)z) we have

‖Tγz − z∗‖2 ≤ ‖z − z∗‖2 − L2(χ2 − γ2)‖z − x‖2 − 2βγ

χ
(χ− γ) ‖B1z −B1z

∗‖2

− χ

2β

∥∥∥∥z − x− 2βγ

χ
(B1z −B1z

∗)

∥∥∥∥
2

, (2.2)

where

χ :=
4β

1 +
√
1 + 16β2L2

≤ min{2β, L−1}. (2.3)

Proof. Part 1: Let z∗ ∈ H. We have

z∗ ∈ zer(A+B1 +B2) ⇔ 0 ∈ Az∗ +B1z
∗ +B2z

∗

⇔ −γ(B1z
∗ +B2z

∗) ∈ γAz∗

⇔ z∗ = JγA (z∗ − γ(B1z
∗ +B2z

∗)) . (2.4)

Then, since B2 is single-valued in domA, if z∗ ∈ zer(A +B1 +B2) we have B2z
∗ =

B2JγA(z
∗ − γ(B1z

∗ +B2z
∗)) and, hence, Sγz

∗ = z∗ which yields zer(A+B1 +B2) ⊂
FixSγ . Hence, if z

∗ ∈ zer(A+B1+B2)∩X then z∗ ∈ FixPX and z∗ ∈ FixSγ , which
yields z∗ ∈ FixPX ◦ Sγ = FixTγ . Conversely, if B2 is L-Lipschitz in domB2 and
z∗ ∈ FixSγ we have

z∗ − JγA(z
∗ − γ(B1 +B2)z

∗) = γ (B2z
∗ −B2JγA(z

∗ − γ(B1 +B2)z
∗)) ,

which, from the Lipschitz continuity of B2 yields

‖z∗ − JγA(z
∗ − γ(B1 +B2)z

∗)‖ = γ‖B2z
∗ −B2JγA(z

∗ − γ(B1 +B2)z
∗)‖

≤ γL‖z∗ − JγA(z
∗ − γ(B1 +B2)z

∗)‖.

Therefore, if γ < L−1 we deduce z∗ = JγA(z
∗ − γ(B1 + B2)z

∗) and from (2.4), we
deduce zer(A + B1 + B2) = FixSγ . Since Tγ = PXSγ and PX is strictly quasi-
nonexpansive, the result follows from [3, Proposition 4.49].
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Part 2: Let z∗ ∈ FixTγ , z ∈ domB2 and define B := B1+B2, y := z−γBz, x :=
JγAy, and z

+ = Tγz. Note that (x, y−x) ∈ gra(γA) and, from Part 1, (z∗,−γBz∗) ∈
gra(γA). Hence, by the monotonicity of A and B2, we have 〈x−z∗, x−y−γBz∗〉 ≤ 0
and 〈x− z∗, γB2z

∗ − γB2x〉 ≤ 0. Thus,

〈x− z∗, x− y − γB2x〉 = 〈x− z∗, γB1z
∗〉+ 〈x− z∗, x− y − γBz∗〉
+ 〈x− z∗, γB2z

∗ − γB2x〉
≤ 〈x− z∗, γB1z

∗〉.

Therefore, we have

2γ〈x− z∗, B2z −B2x〉 = 2〈x− z∗, γB2z + y − x〉 + 2〈x− z∗, x− y − γB2x〉
≤ 2〈x− z∗, γBz + y − x〉+ 2〈x− z∗, γB1z

∗ − γB1z〉
= 2〈x− z∗, z − x〉 + 2〈x− z∗, γB1z

∗ − γB1z〉
= ‖z − z∗‖2−‖x− z∗‖2−‖z − x‖2+2〈x− z∗, γB1z

∗ − γB1z〉.
(2.5)

In addition, by cocoercivity of B1, for all ε > 0, we have

2〈x− z∗, γB1z
∗ − γB1z〉 = 2〈z − z∗, γB1z

∗ − γB1z〉+ 2〈x− z, γB1z
∗ − γB1z〉

≤ −2γβ‖B1z −B1z
∗‖2 + 2〈x− z, γB1z

∗ − γB1z〉

= −2γβ‖B1z −B1z
∗‖2 + ε‖z − x‖2 + γ2

ε
‖B1z −B1z

∗‖2

− ε
∥∥∥z − x− γ

ε
(B1z −B1z

∗)
∥∥∥
2

= ε‖z − x‖2 − γ
(
2β − γ

ε

)
‖B1z −B1z

∗‖2

− ε
∥∥∥z − x− γ

ε
(B1z −B1z

∗)
∥∥∥
2

.

(2.6)

Hence, combining (2.5) and (2.6), it follows from z∗ ∈ X , the nonexpansivity of PX ,
and the Lipschitz property of B2 in domB2 ⊃ X ∪ domA that

‖z+ − z∗‖2 ≤ ‖x− z∗ + γB2z − γB2x‖2

= ‖x− z∗‖2 + 2γ〈x− z∗, B2z −B2x〉+ γ2‖B2z −B2x‖2

≤ ‖z − z∗‖2 − ‖z − x‖2 + γ2‖B2z −B2x‖2

+ ε‖z− x‖2−γ
(
2β − γ

ε

)
‖B1z −B1z

∗‖2−ε
∥∥∥z − x− γ

ε
(B1z −B1z

∗)
∥∥∥
2

,

(2.7)

and the result follows.
Part 3: It follows from (2.7) and the Lipschitz property on B2 that

‖z+ − z∗‖2 ≤ ‖z − z∗‖2 − L2

(
1− ε

L2
− γ2

)
‖z − x‖2 − γ

ε
(2βε− γ) ‖B1z −B1z

∗‖2

− ε
∥∥∥z − x− γ

ε
(B1z −B1z

∗)
∥∥∥
2

.
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In order to obtain the largest interval for γ ensuring that the second and third
terms on the right of the above equation are negative, we choose the value ε so that√
1− ε/L = 2βε, which yields ε = (−1+

√
1 + 16β2L2)(8β2L2)−1. For this choice of

ε we obtain χ =
√
1− ε/L = 2βε.

In the case when B2 is merely continuous, we need the following result, which gives
additional information to [40, Lemma 3.3] and allows us to guarantee the convergence
of the algorithm under weaker assumptions than [40, Theorem 3.4].

Lemma 2.2. In the context of Problem 1, define, for every z ∈ domB2 and γ > 0,

xz : γ 7→ JγA(z − γ(B1 +B2)z) and ϕz : γ 7→ ‖z − xz(γ)‖
γ

. (2.8)

Then, the following hold:
1. ϕz is nonincreasing and

(∀z ∈ domA) lim
γ↓0+

ϕz(γ) = ‖(A+B1 +B2)
0(z)‖ := inf

w∈(A+B1+B2)z
‖w‖.

2. For every θ ∈]0, 1[ and z ∈ domB2, there exists γ(z) > 0 such that, for every
γ ∈]0, γ(z)],

γ‖B2z −B2xz(γ))‖ ≤ θ‖z − xz(γ)‖. (2.9)

Proof. Part 1: Denote B := B1 + B2. If z ∈ zer(A + B) then it follows from
(2.4) that ϕz ≡ 0 and there is nothing to prove. Hence, assume z ∈ domB2 \ zer(A+
B) which yields ϕz(γ) > 0 for every γ > 0. From the definition of JγA, we have
(z − xz(γ))/γ −Bz ∈ A(xz(γ)) for every γ > 0 and, from the monotonicity of A, we
deduce that, for every strictly positive constants γ1 and γ2 we have

0 ≤
〈
z − xz(γ1)

γ1
− z − xz(γ2)

γ2

∣∣∣∣ xz(γ1)− xz(γ2)

〉

= −‖z − xz(γ1)‖2
γ1

+

(
1

γ1
+

1

γ2

)
〈z − xz(γ1) | z − xz(γ2)〉 −

‖z − xz(γ2)‖2
γ2

.

(2.10)

Therefore

γ1ϕz(γ1)
2 + γ2ϕz(γ2)

2 ≤ (γ1 + γ2)

〈
z − xz(γ1)

γ1

∣∣∣∣
z − xz(γ2)

γ2

〉

≤ γ1 + γ2
2

(ϕz(γ1)
2 + ϕz(γ2)

2), (2.11)

which is equivalent to (γ1 − γ2)(ϕz(γ1)
2 − ϕz(γ2)

2) ≤ 0, and the monotonicity of ϕz

is obtained. The limit follows from [40, Lemma 3.3&Eq (3.5)].
Part 2: As before, if z ∈ zer(A+B) we have z = xz(γ) for every γ > 0 and, hence,

there is nothing to prove. From 1 we have that, for every z ∈ dom (A) \ zer(A+B),

0 < ‖z − xz(1)‖ ≤ lim
γ↓0+

‖z − xz(γ)‖
γ

= ‖(A+B1 +B2)
0(z)‖.

Therefore, limγ↓0+ xz(γ) = z and from continuity of B2, limγ↓0+ ‖B2z−B2xz(γ)‖ = 0.
This ensures the existence of γ(z) > 0 such that, for every γ ∈]0, γ(z)], (2.9) holds.
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Remark 1. Note that the previous lemma differs from [40, Lemma 3.3] because
we provide the additional information ϕz nonincreasing. This property is used in [4],
proved in [28], and will be crucial for obtaining the convergence of the algorithm with
line search to a solution to Problem 1 under weaker assumptions. We keep our proof
for the sake of completeness and because the inequality (2.11) is slightly stronger than
that obtained in [28].

Theorem 2.3 (Forward-backward-half forward algorithm). Under the assump-
tions of Problem 1, let z0 ∈ domA∪X, and consider the sequence {zk}k∈N recursively
defined by zk+1 := Tγk

zk or, equivalently,

(∀k ∈ N)

⌊
xk = JγkA(z

k − γk(B1 +B2)z
k)

zk+1 = PX

(
xk + γkB2z

k − γkB2x
k
)
,

(2.12)

where {γk}k∈N is a sequence of stepsizes satisfying one of the following conditions:
1. Suppose that B2 is L-Lipschitz in domA ∪ X. Then, for every k ∈ N, γk ∈

[η, χ− η], where η ∈ ]0, χ/2[ and χ is defined in (2.3).
2. Suppose X ⊂ domA and let ε ∈ ]0, 1[, σ ∈]0, 1[, and θ ∈

]
0,
√
1− ε

[
. Then,

for every k ∈ N, γk is the largest γ ∈ {2βεσ, 2βεσ2, · · · } satisfying (2.9) with
z = zk, and at least one of the following additional conditions holds:
(a) lim infk→∞ γk = δ > 0.
(b) B2 is uniformly continuous in any weakly compact subset of X.

Then, {zk}k∈N converges weakly to a solution to Problem 1.
Proof. In the case when B2 is L-Lipschitz in domA∪X , it follows from Proposi-

tion 2.1(3) that the sequence {zk}k∈N is Fejér monotone with respect to zer(A+B1+
B2)∩X . Thus, to show that {zk}k∈N converges weakly to a solution to Problem 1, we
only need to prove that all of its weak subsequential limits lie in zer(A+B1+B2)∩X
[3, Theorem 5.33]. Indeed, it follows from Proposition 2.1 and our hypotheses on the
stepsizes that, for every z∗ ∈ FixTγ ,

‖zk − z∗‖2 − ‖zk+1 − z∗‖2 ≥ L2η2‖zk − xk‖2 + 2βη2

χ
‖B1z

k −B1z
∗‖2

+
χ

2β

∥∥∥∥z
k − xk − 2βγk

χ
(B1z

k −B1z
∗)

∥∥∥∥
2

. (2.13)

Therefore, we deduce from [15, Lemma 3.1] that

zk − xk → 0 (2.14)

when L > 0 and 0 < β < ∞2. Now let z ∈ H be the weak limit point of some
subsequence of {zk}k∈N. Since zk ∈ X for every k ≥ 1 and X is weakly sequentially
closed [3, Theorem 3.34] we deduce z ∈ X . Moreover, by denoting B := B1 + B2, it
follows from xk = JγkA(z

k−γkBzk) that uk := γ−1
k (zk−xk)−Bzk+Bxk ∈ (A+B)xk .

Then, (2.14), γk ≥ η > 0 and the Lipschitz continuity of B yield uk → 0. Now, since
A + B2 is maximally monotone and B1 is cocoercive with full domain, A + B is
maximally monotone and its graph is closed in the weak-strong topology in H ×H,
which yields 0 ∈ Az +Bz and the result follows.

2The case B1 = 0 (β = +∞) has been studied by Tseng in [40]. In the case when B2 = 0 we can
also obtain convergence from Proposition 2.1, since L = 0 implies χ = 2β and even since the first
term in the right hand side of (2.13) vanishes, the other two terms yield zk − xk → 0.
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In the second case, we deduce from Proposition 2.1 (1&2) and γk ≤ 2βεσ that,
for every z∗ ∈ zer(A+B1 +B2) ∩X we have

‖zk − z∗‖2 − ‖zk+1 − z∗‖2 ≥ (1− ε)‖zk − xk‖2 + γk
ε

(2βε− γk) ‖B1z
k −B1z

∗‖2

+ ε
∥∥∥zk − xk − γk

ε
(B1z

k −B1z
∗)
∥∥∥
2

− γ2k‖B2z
k −B2x

k‖2

≥ (1− ε− θ2)‖zk − xk‖2 +2βε(1− σ)γk‖B1z
k −B1z

∗‖2,
(2.15)

where in the last inequality we use the conditions on {γk}k∈N, whose existence is
guaranteed by Lemma 2.2(2) because zk ∈ X ⊂ domA. Then, we deduce from [15,
Lemma 3.1] that zk − xk → 0. Now let z be a weak limit point of a subsequence
{zk}k∈K , with K ⊂ N. If lim infk→∞ γk = δ > 0, from (2.9) and zk −xk → 0 we have
B2x

k−B2z
k → 0 and the proof is analogous to the previous case. Finally, for the last

case, suppose that there exists a subsequence of {γk}k∈K (called similarly) satisfying
limk→∞,k∈K γk = 0. Our choice of γk yields, for every k ∈ K,

θ‖zk − Jγ̃kA(z
k − γ̃kBz

k)‖/γ̃k < ‖B2z
k −B2Jγ̃kA(z

k − γ̃kBz
k)‖, (2.16)

where γ̃k = γk/σ > γk and, from Lemma 2.2(1) we have

σ‖zk − Jγ̃kA(z
k − γ̃kBz

k)‖/γk = ‖zk − Jγ̃kA(z
k − γ̃kBz

k)‖/γ̃k
≤ ‖zk − JγkA(z

k − γkBz
k)‖/γk, (2.17)

which, from zk − xk → 0, yields

‖zk − Jγ̃kA(z
k − γ̃kBz

k)‖ ≤ ‖zk − xk‖/σ → 0

as k → ∞, k ∈ K. Therefore, since zk ⇀ z, the sequence {x̃k}k∈K defined by

(∀k ∈ K) x̃k := Jγ̃kA(z
k − γ̃kBz

k)

satisfies x̃k ⇀ z as k → +∞, k ∈ K and

w̃k :=
zk − x̃k

γ̃k
+Bx̃k −Bzk ∈ (A+B1 +B2)x̃

k. (2.18)

Hence, since {z} ∪⋃k∈N
[x̃k, zk] is a weakly compact subset of X [35, Lemma 3.2], it

follows from the uniform continuity of B2 that the right hand side of (2.16) goes to
0 and, hence, (zk − x̃k)/γ̃k → 0 as k → ∞, k ∈ K. Moreover, since B1 is uniformly
continuous, B = B1 + B2 is also locally uniformly continuous and Bx̃k − Bzk → 0,
which yields w̃k → 0 as k → +∞, k ∈ K. The result is obtained as in the first case
since the graph of A+B is weakly-strongly closed in the product topology.

Remark 2.
1. In [40, Theorem 3.4] the local boundedness of z 7→ minw∈(A+B)z ‖w‖ is needed

to guarantee the convergence of the method with line search. We drop this
assumption by using the monotonicity of ϕz in Lemma 2.2(1), which leads us
to the inequality (2.17).

2. Since continuity on compact sets yields uniform continuity, in the finite di-
mensional setting, the assumption on B2 reduces to the mere continuity on
X (see [35, Remark 3.1(v)]). In this case, we do not need to assume further
assumptions than those given in Problem 1.
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Remark 3. The maximal monotonicity assumption on A + B2 is satisfied, for
instance, if cone(domA − domB2) = span(domA − domB2), where, for any set
D ⊂ H, cone(D) =

{
λd
∣∣ λ ∈ R+, d ∈ D

}
and span(D) is the smallest closed linear

subspace of H containing D [45, Theorem 3.11.11].

Remark 4. In the case when B2 is L-Lipschitz in domA∪X, the stepsize upper
bound χ = χ(β, L) defined in (2.3) depends on the cocoercivity parameter β of B1 and
the Lipschitz parameter L of B2. In order to fully recover Tseng’s splitting algorithm
or the forward-backward algorithm in the cases when B1 or B2 are zero, respectively,
we study the asymptotic behaviour of χ(β, L) when L → 0 and β → +∞. It is easy
to verify that

lim
L→0

χ(β, L) = 2β and lim
β→+∞

χ(β, L) =
1

L
,

which are exactly the bounds on the stepsizes of forward-backward and Tseng’s split-
tings. On the other hand, when B2 is continuous, if we choose ε ∈ ]0, 1[ close to 1,
{γk}k∈N could be larger since the line search starts from 2βεσ. However, θ <

√
1− ε

should be close to 0 in this case, and condition (2.9) is more restrictive and satisfied
only for small values of γk. Conversely, for small values of ε we restrict the sequence
{γk}k∈N in a small interval but (2.9) is more easily satisfied. The optimal choice of
ε in order to obtain an optimal sequence {γk}k∈N depends on the properties of the
operators involved. Note that, in the particular case when B2 ≡ 0, (2.9) is satisfied
for θ = 0 and we can choose ε = 1, recovering forward-backward splitting. On the
other hand, when B1 ≡ 0, we can take ε = 0 and θ ∈ ]0, 1[ recovering the Tseng’s
method with backtracking proposed in [40].

3. Forward-backward-half forward splitting with non self-adjoint linear

operators. In this section, we introduce modified resolvents JP−1A, which depend
on an invertible linear mapping P . In some cases, it is preferable to compute the
modified resolvent instead of the standard resolvent JA = (Id + A)−1 because the
former may be easier to compute than the latter or, when P is triangular by blocks in
a product space, the former may order the component computation of the resolvent,
replacing a parallel computation with a Gauss-Seidel style sequential computation.
However, P−1A may not be maximally monotone. The following result allows us
to use some non self-adjoint linear operators in the computation of the resolvent by
using specific metrics. For simplicity, we assume from here that B2 is L-Lipschitz in
domA ∪X , for some L ≥ 0.

Proposition 3.1. Let A : H → 2H be a maximally monotone operator, let
P : H → H be a linear bounded operator, and let U := (P+P ∗)/2 and S := (P−P ∗)/2
be the self-adjoint and skew symmetric components of P , respectively. Assume that
there exists ρ > 0 such that

(∀x ∈ H) ρ‖x‖2 ≤ 〈Ux | x〉 =: ‖x‖2U . (3.1)

Then, we have

JP−1A = JU−1(A+S)(Id + U−1S). (3.2)

In particular, JP−1A : H → H is single valued, everywhere defined and satisfies

(∀(x, y) ∈ H2) 〈JP−1Ax− JP−1Ay | Px− Py〉 ≥ ‖JP−1Ax− JP−1Ay‖2U (3.3)
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and, hence, U−1P ∗JP−1A is firmly nonexpansive in (H, 〈· | ·〉U ), where 〈· | ·〉U : (x, y) 7→
〈Ux | y〉.

Proof. Indeed, since S is monotone and everywhere defined, A+ S is maximally
monotone in H [3, Corollary 25.5] and, from [19, Lemma 3.7] we have that U−1(A+
S) is maximally monotone in H with the metric 〈· | ·〉U : (x, y) 7→ 〈x | Uy〉. Hence,
JU−1(A+S) is single valued (indeed firmly nonexpansive) and, for every (x, z) ∈ H2,
we have

x = JU−1(A+S)(z + U−1Sz) ⇔ z + U−1Sz − x ∈ U−1(A+ S)x

⇔ (U + S)z − (U + S)x ∈ Ax

⇔ x = JP−1Az.

Hence, for every (x, y) ∈ H2, denoting by p = JP−1Ax = JU−1(A+S)(x + U−1Sx)
and q = JP−1Ay = JU−1(A+S)(y + U−1Sy), the firm nonexpansivity of JU−1(A+S) in
(H, 〈· | ·〉U ) yields

〈p− q | Px− Py〉 =
〈
p− q | U

(
x+ U−1Sx− (y + U−1Sy)

)〉

=
〈
p− q | x+ U−1Sx− (y + U−1Sy)

〉
U

≥ ‖p− q‖2U ,

and the result follows from 〈p− q | Px− Py〉 =
〈
U−1P ∗(p− q) | x− y

〉
U
.

Theorem 3.2 (New Metrics and Tγ). Under the hypotheses of Problem 1 and
assuming additionally that B2 is L-Lipschitz in domA ∪ X, let P : H → H be a
bounded linear operator, let U := (P + P ∗)/2 and S := (P − P ∗)/2 be the the self-
adjoint and skew symmetric components of P , respectively. Suppose that there exists
ρ > 0 such that

(∀x ∈ H) ρ‖x‖2 ≤ 〈Ux, x〉 and K2 < ρ

(
ρ− 1

2β

)
, (3.4)

where K ≥ 0 is the Lipschitz constant of B2−S. Let z0 ∈ domA ∪X and let {zk}k∈N

be the sequence defined by the following iteration:

(∀k ∈ N)

⌊
xk = JP−1A(z

k − P−1(B1 +B2)z
k)

zk+1 = PU
X (xk + U−1(B2z

k −B2x
k − S(zk − xk))),

(3.5)

where PU
X is the projection operator of X under the inner product 〈·, ·〉U . Then

{zk}k∈N converges weakly to a solution to Problem 1.
Proof. Note that, since U is invertible from (3.4), by adding and subtracting the

skew term S, Problem 1 is equivalent to

find x ∈ X such that 0 ∈ U−1(A+ S)x+ U−1B1x+ U−1(B2 − S)x. (3.6)

Because S and −S are both monotone and Lipschitz, A := U−1(A+ S) is monotone;
B1 := U−1B1 is ρβ-cocoercive [22, Proposition 1.5]; and B2 := U−1(B2 − S) is mono-
tone and ρ−1K-Lipschitz in domA ∪ X under the inner product 〈·, ·〉U = 〈U · | ·〉,
where K is the Lipschitz constant of C := B2 − S.3 For the last assertion note that,
for every x, y ∈ domA ∪X,

‖B2x− B2y‖2U = 〈U−1(Cx− Cy), Cx − Cy〉 ≤ ρ−1K2‖x− y‖2 ≤ ρ−2K2‖x− y‖2U .
3Note that K ≤ L+ ‖S‖, but this constant is not precise when, for instance, B2 = S.
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Moreover, the stepsize condition reduces to

γ = 1 <
4βρ

1 +
√
1 + 16β2K2

=
−ρ+

√
ρ2 + 16β2ρ2K2

4βK2
(3.7)

or, equivalently,

(4βK2 + ρ)2 < ρ2 + 16β2ρ2K2 ⇔ 2βK2 + ρ < 2βρ2, (3.8)

which yields the second condition in (3.4). Therefore, since A + B2 = U−1(A + B2)
is maximally monotone in (H, ‖ · ‖U ), the inclusion (3.6) meets the conditions of
Theorem 2.3 under this metric. Therefore, by considering the sequence generated by
zk+1 = T1z

k for the quasi-nonexpansive operator

T1 = PU
X ◦

[
(Id − B2) ◦ JA ◦

(
Id − (B1 + B2)

)
+ B2

]
, (3.9)

which, from Proposition 3.1 reduces to (3.5), we obtain a sequence that weakly con-
verges to a fixed point of T1, and hence, to a solution of zer(A + B1 + B2) ∩ X .

Remark 5.
1. Note that, in the particular case when P = Id /γ, the algorithm (3.5) reduces

to (2.12) when the stepsizes are constant. Moreover, U = P , S = 0, K = L,
ρ = 1/γ and the second condition in (3.4) reduces to γ < χ with χ defined in
(2.3). Hence, this assumption can be seen as a kind of “step size” condition
on P .

2. As in Remark 4, note that the second condition in (3.4) depends on the co-
coercivity parameter β and the Lipschitz constant L. In the case when B1 is
zero, we can take β → +∞ and this condition reduces to K < ρ. On the
other hand, if B2 is zero we can take L = 0, then K = ‖S‖ and, hence, the
condition reduces to ‖S‖2 < ρ(ρ − 1/(2β)). In this way we obtain conver-
gent versions of Tseng’s splitting and forward-backward algorithm with non
self-adjoint linear operators by setting B1 = 0 or B2 = 0 in (3.5), respectively.

3. When S = 0 and B1 = 0 or B2 = 0, from Theorem 3.2 we recover the
versions of Tseng’s forward-backward-forward splitting [41, Theorem 3.1] or
forward-backward [19, Theorem 4.1], respectively, when the step-sizes and
the non-standard metrics involved are constant. Of course, when S = 0,
U = Id /γ, and ρ = 1/γ, we recover the classical bound for step-sizes in the
standard metric case for each method.

4. For a particular choice of operators and metric, the forward-backward method
with non-standard metric discused before has been used for solving primal-
dual composite inclusions and primal-dual optimization problems [21, 42].
This approach generalizes, e.g., the method in [13]. In Section 5 we compare
the application of our method in the primal-dual context with [42] and other
methods in the literature.

5. In the particular instance when B1 = B2 = 0, we need ‖S‖ < ρ and we obtain
from (3.5) the following version of the proximal point algorithm (we consider
X = H for simplicity)

z0 ∈ H, (∀k ∈ N) zk+1 = JP−1Az
k + U−1S(JP−1Az

k − zk)

= (Id −U−1P )zk + U−1PJP−1Az
k. (3.10)
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Moreover, in the case when A = B2 = 0, since U−1 ◦ S ◦ P−1 = U−1 − P−1,
we recover from (3.5) the gradient-type method:

z0 ∈ H, (∀k ∈ N) zk+1 = zk − U−1B1z
k. (3.11)

6. In the particular case when X = H and B2 is linear, in [30] a method involving
B∗

2 is proposed. In the case when, B2 is skew linear, i.e., B∗
2 = −B2 (3.4)

reduces to this method in the case αn ≡ 1 and S = P . The methods are
different in general.

4. Allowing variable P and avoiding inversion of U . In Algorithm (3.5), the
linear operator U must be inverted. In this section, for the special case domB2 =X =
H, we show how to replace this sometimes costly inversion with a single multiplication
by the map P , which, in addition, may vary at each iteration. This new feature is a
consequence of Proposition 4.1 below, which allows us to obtain from an operator of
the class T in (H, ‖·‖U ), another operator of the same class in (H, ‖·‖) preserving the
set of fixed points. This change to the standard metric allows us to use different linear
operators at each iteration by avoiding classical restrictive additional assumptions of
the type Un+1 4 Un(1+ηn) with (ηn)n∈N in ℓ1+. We recall that an operator S : H → H
belongs to the class T in (H, ‖ · ‖) if and only if domS = H and (∀y ∈ FixS)(∀x ∈
H) ‖x− Sx‖2 ≤ 〈x− Sx | x− y〉.

Proposition 4.1. Let U : H → H be a self-adjoint bounded linear operator such
that, for every x ∈ H, 〈Ux | x〉 ≥ ρ‖x‖2, for some ρ > 0, let 0 < µ ≤ ‖U‖−1,
and let S : H → H be an operator in the class T in (H, ‖ · ‖U ). Then, the operator
Q = Id −µU(Id −S) belongs to the class T in (H, ‖ · ‖) and FixS = FixQ.

Proof. First note that, under the assumptions on U it is invertible and, from [18,
Lemma 2.1], we deduce

(∀x ∈ H) ‖x‖2U = 〈Ux | x〉 =
〈
Ux | U−1Ux

〉
≥ ‖U‖−1‖Ux‖2, (4.1)

and FixS = FixQ thus follows from the definition of Q. Now let y ∈ FixS and
x ∈ H. We have from (4.1) that

‖x− Sx‖2U ≤ 〈x− Sx | x− y〉U ⇔ ‖x− Sx‖2U ≤ 〈U(x− Sx) | x− y〉
⇒ ‖U‖−1‖U(x− Sx)‖2 ≤ 〈U(x− Sx) | x− y〉

⇔ ‖U‖−1

µ
‖µU(x− Sx)‖2 ≤ 〈µU(x− Sx) | x− y〉

⇔ ‖U‖−1

µ
‖x−Qx‖2 ≤ 〈x−Qx | x− y〉 (4.2)

and, hence, if µ ∈]0, ‖U‖−1] we deduce the result.
Theorem 4.2. Under the hypotheses of Problem 1and assuming additionally that

B2 is L-Lipschitz in domB2 = H, let {Pk}k∈N be a sequence of bounded, linear maps
from H to H. For each k ∈ N, let Uk := (Pk + P ∗

k )/2 and Sk := (Pk − P ∗
k )/2 be the

self-adjoint and skew symmetric components of Pk, respectively. Suppose that M :=
supk∈N ‖Uk‖ < ∞ and that there exist ε ∈]0, (2M)−1[, ρ > 0, and {ρk}k∈N ⊆ [ρ,∞[
such that, for every k ∈ N,

(∀x ∈ H) ρk‖x‖2 ≤ 〈Ukx, x〉 and K2
k ≤ ρk

1 + ε

(
ρk

1 + ε
− 1

2β

)
, (4.3)
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where Kk ≥ 0 is the Lipschitz constant of B2 − Sk. Let {λk}k∈N be a sequence in
[ε, ‖Uk‖−1 − ε], let z0 ∈ H, and let {zk}k∈N be a sequence of points defined by the
following iteration:

(∀k ∈ N)

⌊
xk = JP−1

k
A(z

k − P−1
k (B1 +B2)z

k)

zk+1 = zk + λk
(
Pk(x

k − zk) +B2z
k −B2x

k
)
.

(4.4)

Then {zk}k∈N converges weakly to a solution to Problem 1.
Proof. For every invertible and bounded linear map P : H → H, let us denote

by TP : H → H the forward-backward-forward operator of Theorem 3.2 in the case
X = H, which associates, to every z ∈ H,

TP z = xz + U−1(B2z −B2xz − S(z − xz)),

where xz = JP−1A(z − P−1(B1 + B2)z). Recall that, from (2.2) and the proof of
Theorem 3.2, TP is a quasi-nonexpansive mapping in H endowed with the scalar
product 〈· | ·〉U . Observe that multiplying Id − TP by U on the left yields a U−1-free
expression:

(Id − TP )(z) = (z − xz) + U−1S(z − xz)− U−1(B2z −B2xz)

⇔ U(Id − TP )(z) = (U + S)(z − xz) +B2xz −B2z

= P (z − xz) +B2xz −B2z. (4.5)

Note that, since TP is quasi-nonexpansive in (H, ‖ · ‖U ), it follows from [15, Propo-
sition 2.2] that S := (Id +TP )/2 belongs to the class T in (H, ‖ · ‖U ) and, from
Proposition 4.1 and (4.5) we obtain that the operator

QP := Id − ‖U‖−1U(Id − S) = Id − ‖U‖−1

2
U(Id − TP ) (4.6)

belongs to the class T in (H, ‖·‖) and FixS = FixQP = zer(U(Id −TP )) = Fix(TP ) =
zer(A + B1 + B2). Hence, from (4.5) and (4.6), the algorithm (4.4) can be written
equivalently as

zk+1 = zk − λk(Pk(z
k − xzk) +B2xzk −B2z

k)

= zk + 2λk‖Uk‖(QPk
zk − zk). (4.7)

Hence, since 0 < lim inf λk‖Uk‖ ≤ lim supλk‖Uk‖ < 1, it follows from [15, Propo-
sition 4.2 and Theorem 4.3] that (‖zk − QPk

zk‖2)k∈N is a summable sequence and
{zk}k∈N converges weakly in (H, 〈· | ·〉) to a solution to ∩k∈N FixTPk

= zer(A+B1 +
B2) if and only if every weak limit of the sequence is a solution. Note that, since (4.3)
yields ‖U−1

k ‖ ≤ ρ−1
k , we have

‖zk − TPk
zk‖2Uk

=
〈
Uk(z

k − TPk
zk) | zk − TPk

zk
〉

≤ ‖Uk(z
k − TPk

zk)‖ ‖zk − TPk
zk‖

= ‖U−1
k ‖‖Uk(z

k − TPk
zk)‖2

≤ 4‖Uk‖2ρ−1
k ‖zk −QPk

zk‖2

≤ 4M2ρ−1‖zk −QPk
zk‖2 → 0. (4.8)
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Moreover, since TPk
coincides with T1 defined in (3.9) involving the operators Ak :=

U−1
k (A + Sk), B1,k = U−1

k B1, and B2,k = U−1
k (B2 − Sk) which are monotone, ρkβ-

cocoercive, and monotone and ρ−1
k Kk-lipschitzian in (H, ‖ · ‖Uk

), respectively, we
deduce from (2.2) that, for every z∗ ∈ zer(A+B1 +B2) = ∩k∈N zer(Ak +B1,k +B2,k)
we have

ρ−2
k K2

k(χ
2
k − 1)‖zk − JP−1

k
A(z

k − P−1
k (B1 +B2)z

k)‖2Uk

+
2βρk
χk

(χk − 1) ‖U−1
k (B1z

k −B1z
∗)‖2Uk

+
χk

2βρk

∥∥∥∥z
k − JP−1

k
A(z

k − P−1
k (B1z

k +B2z
k))− 2βρk

χk
U−1
k (B1z

k −B1z
∗)

∥∥∥∥
2

Uk

≤ ‖zk − z∗‖2Uk
− ‖TPk

zk − z∗‖2Uk

= −‖TPk
zk − zk‖2Uk

− 2〈TPk
zk − zk, z∗ − zk〉Uk

≤ −‖TPk
zk − zk‖2Uk

+ 2M‖TPk
zk − zk‖Uk

‖z∗ − zk‖, (4.9)

where

χk :=
4βρk

1 +
√
1 + 16β2K2

k

≤ ρk min{2β,K−1
k }. (4.10)

By straightforward computations in the line of (3.7) and (3.8) we deduce that (4.3)
implies, for all k ∈ N, χk ≥ 1 + ε, Kk ≤ ρk ≤ ‖Uk‖ ≤M and, hence, we deduce from
(4.9) and (4.3) that

ερK2
k

M2
‖zk − JP−1

k
A(z

k − P−1
k (B1 +B2)z

k)‖2 + ερ‖U−1
k (B1z

k −B1z
∗)‖2

+
ρ

2βM

∥∥∥∥z
k − JP−1

k
A(z

k − P−1
k (B1z

k +B2z
k))− 2βρk

χk
U−1
k (B1z

k −B1z
∗)

∥∥∥∥
2

≤ −‖TPk
zk − zk‖2Uk

+ 2M‖TPk
zk − zk‖Uk

‖z∗ − zk‖. (4.11)

Now, let z be a weak limit of some subsequence of (zk)k∈N called similarly for simplic-
ity. We have that (‖z∗−zk‖)k∈N is bounded and, since (4.8) implies ‖zk−TPk

zk‖2Uk
→

0 we deduce from (4.11) that, by denoting xk := JP−1

k
A(z

k − P−1
k (B1 +B2)z

k), that

zk − xk → 0. Hence, since, for every x ∈ H,

‖Skx‖ ≤ ‖(Sk −B2)x− (Sk −B2)0‖+ ‖B2x− B20‖ ≤ (Kk + L)‖x‖ ≤ (M + L) ‖x‖,
(4.12)

we have

‖Pk(z
k − xk)‖ = ‖(Uk + Sk)(z

k − xk)‖
≤ ‖Uk(z

k − xk)‖+ ‖Sk(z
k − xk)‖

≤ (2M + L)‖zk − xk‖ → 0. (4.13)

Finally, denoting by B := B1 +B2 we have

uk := Pk(z
k − xk)− (Bzk −Bxk) ∈ (A+B)xk, (4.14)

and since zk−xk → 0 and B is continuous, it follows from (4.13) that uk → 0 and the
result follows from the weak-strong closedness of the maximally monotone operator
A+B and [3, Theorem 5.33].



16 Luis M. Briceño-Arias Damek Davis

7
Remark 6.
1. Note that, in the particular case when Sk ≡ 0 and Pk = Uk = γ−1

k V −1
k ,

we have from [18, Lemma 2.1] that ρk = γ−1
k ‖V −1

k ‖, the conditions on the
constants involved in Theorem 4.2 reduce to

‖V −1
k ‖
M

≤ γk ≤ ‖V −1
k ‖
ρ

, L2 ≤ γ−1
k ‖V −1

k ‖
1 + ε

(
γ−1
k ‖V −1

k ‖
1 + ε

− 1

2β

)
, (4.15)

for some 0 < ρ < M , for every k ∈ N, and (4.4) reduces to

(∀k ∈ N)

⌊
xk = JγkVkA(z

k − γkVk(B1 +B2)z
k)

zk+1 = zk + λk

γk

(
V −1
k (xk − zk) + γkB2z

k − γkB2x
k
)
.

(4.16)
If in addition we assume that B2 = 0 and, hence L = 0, (4.15) reduces
to γk ≤ ‖V −1

k ‖2β/(1 + ε) which is more general than the condition in [19]
and, moreover, we do not need any compatibility assumption on (Vk)k∈N for
achieving convergence. Similarly, if B1 = 0, and hence, we can take β →
∞, (4.15) reduces to γk ≤ ‖V −1

k ‖/(L(1 + ε)) which is more general than
the condition in [41] and no additional assumption on (Vk)k∈N is needed.
However, (4.16) involves an additional computation of V −1

k in the last step
of each iteration k ∈ N.

2. In the particular case when, for every k ∈ N, Pk = Uk = Id /γk, where
(γk)k∈N is a real sequence, we have Sk ≡ 0, Kk ≡ L, ‖Uk‖ = ρk = 1/γk, and
conditions supk∈N ‖Uk‖ <∞ and (4.3) reduce to

0 < inf
k∈N

γk ≤ sup
k∈N

γk < χ, (4.17)

where χ is defined in (2.3) and (4.4) reduces to

(∀k ∈ N)

⌊
xk = JγkA(z

k − γk(B1 +B2)z
k)

zk+1 = zk + ηk
(
xk + γkB2z

k − γkB2x
k − zk

)
,

where ηk ∈ [ε, 1− ε], which is a relaxed version of Theorem 2.3.
3. As in Remark 2, by setting B1 = 0 or B2 = 0, we can derive from (4.4)

versions of Tseng’s splitting and forward-backward algorithm with non self-
adjoint linear operators but without needing the inversion of U . In particular,
the proximal point algorithm in (3.10) reduces to

z0 ∈ H, (∀k ∈ N) zk+1 = zk + λP (JP−1Az
k − zk) (4.18)

for λ < ‖U‖−1 and, in the case of (3.11), to avoid inversion is to come back
to the gradient-type method with the standard metric.

5. Primal-dual composite monotone inclusions with non self-adjoint

linear operators. In this section, we apply our algorithm to composite primal-dual
monotone inclusions involving a cocoercive and a lipschitzian monotone operator.

Problem 2. Let H be a real Hilbert space, let X ⊂ H be closed and convex, let
z ∈ H, let A: H → 2H be maximally monotone, let C1 : H → H be µ-cocoercive, for
some µ ∈ ]0,+∞[, and let C2 : H → H be a monotone and δ-lipschitzian operator, for
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some δ ∈ ]0,+∞[. Let m ≥ 1 be an integer, and, for every i ∈ {1, . . . ,m}, let Gi be a
real Hilbert space, let ri ∈ Gi, let Bi : Gi → 2Gi be maximally monotone, let Di : Gi →
2Gi be maximally monotone and νi-strongly monotone, for some νi ∈ ]0,+∞[, and
suppose that Li : H → Gi is a nonzero linear bounded operator. The problem is to
solve the primal inclusion.

find x ∈ X such that z ∈ Ax +

m∑

i=1

L∗
i (Bi �Di)(Lix− ri) + C1x + C2x (5.1)

together with the dual inclusion

find v1 ∈ G1, . . . , vm ∈ Gm

such that (∃x ∈ X)

{
z−∑m

i=1 L
∗
i vi ∈ Ax + C1x + C2x

(∀i ∈ {1, . . . ,m}) vi ∈ (Bi�Di)(Lix− ri)
(5.2)

under the assumption that a solution exists.
In the case when X = H and C2 = 0, Problem 2 is studied in [42]4 and models

a large class of problems including optimization problems, variational inequalities,
equilibrium problems, among others (see [8, 27, 42, 21] and the references therein).
In [42] the author rewrite (5.1) and (5.2) in the case X = H as

find z ∈ H such that 0 ∈Mz + Sz +Qz, (5.3)

where H = H×G1 × · · · ×Gm, M : H → 2H : (x, v1, . . . , vm) 7→ (Ax− z)× (B−1
1 v1 +

r1) × · · · × (B−1
m vm + rm) is maximally monotone, S : H → H : (x, v1, . . . , vm) 7→

(
∑m

i=1 L
∗
i vi,−L1x, . . . ,−Lmx) is skew linear, and Q : H → H : (x, v1, . . . , vm) 7→

(C1x,D
−1
1 v1, . . . ,D

−1
m vm) is cocoercive. If (x, v1, . . . , vm) is a solution in the primal-

dual space H to (5.3), then x is a solution to (5.1) and (v1, . . . , vm) is a solution
to (5.2). The author provide an algorithm for solving (5.1)–(5.2) in this particular
instance, which is an application of the forward-backward splitting (FBS) applied to
the inclusion

find z ∈ H such that 0 ∈ V −1(M + S)z + V −1Qz, (5.4)

where V is a specific symmetric strongly monotone operator. Under the metric 〈V · | ·〉,
V −1(M +S) is maximally monotone and V −1Q is cocoercive and, therefore, the FBS
converges weakly to a primal-dual solution.

In order to tackle the case C2 6= 0, we propose to use the method in Theo-
rem 4.2 for solving 0 ∈ Ax + B1x + B2x where A = M , B1 = Q, B2 = S + C2,
and C2 : (x, v1, . . . , vm) 7→ (C2x, 0, . . . , 0) allowing, in that way, non self-adjoint lin-
ear operators which may vary among iterations. The following result provides the
method thus obtained, where the dependence of the non self-adjoint linear operators
with respect to iterations has been avoided for simplicity.

Theorem 5.1. In Problem 2, set X = H, set G0 = H, for every i ∈ {0, 1, . . . ,m}
and j ∈ {0, . . . , i}, let Pij : Gj → Gi be a linear operator satisfying

(∀xi ∈ Gi) 〈Piixi | xi〉 ≥ ̺i‖xi‖2 (5.5)

4Note that in [42], weights (ωi)1≤i≤m multiplying operators (Bi �Di)1≤i≤m are considered.
They can be retrieved in (5.1) by considering (ωiBi)1≤i≤m and (ωiDi)1≤i≤m instead of (Bi)1≤i≤m

and (Di)1≤i≤m. Then both formulations are equivalent.
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for some ̺i > 0. Define the (m+ 1)× (m+ 1) symmetric real matrices Υ, Σ, and ∆
by

(∀i ∈ {0, . . . ,m})(∀j < i) Υij =

{
0, if i = j;

‖Pij‖/2, if i > j,

Σij =






‖Pii − P∗
ii‖/2, if i = j;

‖Li + Pi0/2‖, if i ≥ 1; j = 0;

‖Pij‖/2, if i > j > 0,

(5.6)

and ∆ = Diag(̺0, . . . , ̺m). Assume that ∆ − Υ is positive definite with smallest
eigenvalue ρ > 0 and that

(‖Σ‖2 + δ)2 < ρ

(
ρ− 1

2β

)
, (5.7)

where β = min{µ, ν1, . . . , νm}. Let M = maxi=0,...,m ‖Pii‖ + ‖Υ‖2, let λ ∈]0,M−1[,
let (x0, u01, . . . , u

0
m) ∈ H×G1 × · · · × Gm, and let {xk}k∈N and {uki }k∈N,1≤i≤m the

sequences generated by the following routine: for every k ∈ N



yk=JP−1

00
A

(
xk − P−1

00

(
C1x

k +C2x
k +

∑m
i=1 L

∗
i u

k
i

))

vk1 =JP−1

11
B−1

1

(
uk1 − P−1

11

(
D−1

1 uk1 − L1x
k − P10(x

k − yk)

))

vk2 =JP−1

22
B−1

2

(
uk2 − P−1

22

(
D−1

2 uk2 − L2x
k − P20(x

k − yk)− P21(u
k
1 − vk1)

))

...

vkm=JP−1
mmB−1

m

(
ukm−P−1

mm

(
D−1

m ukm−Lmxk−Pm0(x
k−yk)−∑m−1

j=1 Pmj(u
k
j−vkj )

))

xk+1 = xk + λ
(
P00(y

k − xk) +
(
C2x

k − C2y
k +

∑m
i=1 L

∗
i (u

k
i − vki )

))

uk+1
1 = uk1 + λ

(
P10(y

k − xk) + P11(v
k
1 − uk1)− L1(x

k − yk)
)

...

uk+1
m = ukm + λ

(
Pm0(y

k − xk) +
∑m

j=1 Pmj(v
k
j − ukj )− Lm(xk − yk)

)
.

(5.8)
Then there exists a primal-dual solution (x∗, u∗1, . . . , u

∗
m) ∈ H×G1 × · · · × Gm to

Problem 2 such that xk ⇀ x∗ and, for every i ∈ {1, . . . ,m}, uki ⇀ u∗i .
Proof. Consider the real Hilbert space H = H⊕G1 ⊕ · · · ⊕ Gm, where its

scalar product and norm are denoted by 〈〈· | ·〉〉 and ||| · |||, respectively, and x =
(x0, x1, . . . , xm) and y = (y0, y1, . . . , ym) denote generic elements of H. Similarly as
in [42], note that the set of primal-dual solutions x∗ = (x∗, u∗1, . . . , u

∗
m) ∈ H to Prob-

lem 2 in the case X = H coincides with the set of solutions to the monotone inclusion

find x ∈ H such that 0 ∈ Ax+B1x+B2x, (5.9)

where the operators A : H → 2H, B1 : H → H, and B2 : H → H (domB2 = H)
defined by





A : (x, v1, . . . , vm) 7→ (Ax− z)× (B−1
1 v1 + r1)× · · · × (B−1

m vm + rm)

B1 : (x, v1, . . . , vm) 7→ (C1x,D
−1
1 v1, . . . ,D

−1
m vm)

B2 : (x, v1, . . . , vm) 7→ (C2x +
∑m

i=1 L
∗
i vi,−L1x, . . . ,−Lmx),

(5.10)
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are maximally monotone, β-cocoercive, and monotone-Lipschitz, respectively (see [3,
Proposition 20.22 and20.23] and [42, Eq. (3.12)]).

Now let P : H → H defined by

P : x 7→



P00x0,P10x0 + P11x1, . . . ,
m∑

j=0

Pmjxj



 =




i∑

j=0

Pijxj




m

i=0

. (5.11)

Then P ∗ : x 7→ (
∑m

j=i P
∗
jixj)

m
i=0 and U : H → H and S : H → H defined by

U : x 7→



1

2

i−1∑

j=0

Pijxj +

(
Pii + P∗

ii

2

)
xi +

1

2

m∑

j=i+1

P∗
jixj




m

i=0

(5.12)

S : x 7→


1

2

i−1∑

j=0

Pijxj +

(
Pii − P∗

ii

2

)
xi −

1

2

m∑

j=i+1

P∗
jixj




m

i=0

(5.13)

are the self-adjoint and skew components of P , respectively, satisfying P = U + S.
Moreover, for every x = (x0, x1, . . . , xm) in H, we have

〈〈Ux | x〉〉 =
m∑

i=0

1

2

i−1∑

j=0

〈Pijxj | xi〉+ 〈Piixi | xi〉+
1

2

m∑

j=i+1

〈
P∗
jixj | xi

〉

=

m∑

i=0

〈Piixi | xi〉+
m∑

i=1

i−1∑

j=0

〈Pijxj | xi〉

≥
m∑

i=0

̺i‖xi‖2 −
m∑

i=1

i−1∑

j=0

‖Pij‖ ‖xi‖ ‖xj‖

= ξ · (∆−Υ)ξ ≥ ρ|ξ|2 = ρ |||x|||2, (5.14)

where ξ := (‖xi‖)mi=0 ∈ R
m+1, Υ is defined in (5.6), and ρ is the smallest (strictly

positive) eigenvalue of ∆ − Υ. In addition, we can write B2 − S = C2 + R, where
C2 : x 7→ (C2x, 0, . . . , 0) is monotone and δ-lipschitzian, and R is a skew linear operator
satisfying, for every x = (x0, x1, . . . , xm) ∈ H, Rx = (

∑m
j=0 Ri,jxj)0≤i≤m, where

the operators Ri,j : Gj → Gi are defined by Ri,j = −Pij/2 if i > j > 0, Ri,j =
−(Li+Pi0)/2 if i > j = 0, Ri,i = (P∗

ii−Pii)/2 and the other components follow from
the skew property of R. Therefore,

|||Rx|||2=
m∑

i=0

∥∥∥∥∥∥

m∑

j=0

Ri,jxj

∥∥∥∥∥∥

2

≤
m∑

i=0




m∑

j=0

‖Ri,j‖ ‖xj‖




2

= |Σξ|2≤ ‖Σ‖22|ξ|2= ‖Σ‖22|||x|||2,

(5.15)

from which we obtain that B2 − S is (δ + ‖Σ‖2)-lipschitzian. Altogether, by noting
that, for every x ∈ H, ‖Ux‖ ≤ M , all the hypotheses of Theorem 4.2 hold in this
instance and by developing (4.4) for this specific choices of A, B1, B2, P , γ, and
setting, for every k ∈ N, zk = (xk, uk1 , . . . , u

k
m) and xk = (yk, vk1 , . . . , v

k
m), we obtain

(5.8) after straighforward computations and using

xk = JP−1A(z
k − P−1(B1z

k +B2z
k)) ⇔ P (zk − xk)− (B1z

k +B2z
k) ∈ Axk.

(5.16)
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The result follows, hence, as a consequence of Theorem 4.2.
Remark 7.
1. As in Theorem 4.2, the algorithm in Theorem 5.1 allows for linear operators

(Pij)0≤i,j≤m depending on the iteration, whenever (4.3) holds for the corre-
sponding operators defined in (5.11)–(5.13). We omit this generalization in
Theorem 5.1 for the sake of simplicity.

2. In the particular case when, for every i ∈ {1, . . . ,m}, Bi = B̃i �Mi, where
Mi is such that M−1

i is monotone and σi-Lipschitz, for some σi > 0, Prob-
lem (2) can be solved in a similar way if, instead of B2 and δ, we consider

B̃2 : (x, v1, . . . , vm) 7→ (C2x +
∑m

i=1 L
∗
i vi,M

−1
1 v1 − L1x, . . . ,M

−1
m vm − Lmx)

and δ̃ = max{δ, σ1, . . . , σm}. Again, for the sake of simplicity, this extension
has not been considered in Problem 2.

3. If the inversion of the matrix U is not difficult or no variable metric is used
and the projection onto X ⊂ H is computable, we can also use Theorem 3.2
for solving Problem 2 in the general case X ⊂ H.

Corollary 5.2. In Problem 2, let θ ∈ [−1, 1], let σ0, . . . , σm be strictly positive
real numbers and let Ω the (m+ 1)× (m+ 1) symmetric real matrix given by

(∀i, j ∈ {0, . . . ,m}) Ωij =





1
σi
, if i = j;

−(1+θ
2 )‖Li‖, if 0 = j < i;

0, if 0 < j < i.

(5.17)

Assume that Ω is positive definite with ρ > 0 its smallest eigenvalue and that


δ +

(
1− θ

2

)√√√√
m∑

i=1

‖Li‖2



2

< ρ

(
ρ− 1

2β

)
, (5.18)

where β = min{µ, ν1, . . . , νm}. Let M = (min{σ0, . . . , σm})−1 + (1+θ
2 )
√∑m

i=1 ‖Li‖2,
let λ ∈]0,M−1[, let (x0, u01, . . . , u

0
m) ∈ H×G1 × · · · × Gm, and let {xk}k∈N and

{uki }k∈N,1≤i≤m the sequences generated by the following routine:

(∀k ∈ N)



yk = Jσ0A

(
xk − σ0

(
C1x

k +C2x
k +

∑m
i=1 L

∗
i u

k
i

))

For every i = 1, . . . ,m⌊
vki = JσiB

−1

i

(
uki − σi

(
D−1

i uki − Li(y
k + θ(yk − xk))

))

xk+1 = xk + λ
σ0

(
yk − xk + σ0

(
C2x

k − C2y
k +

∑m
i=1 L

∗
i (u

k
i − vki )

))

For every i = 1, . . . ,m⌊
uk+1
i = uki +

λ
σi

(
vki − uki − σiθLi(y

k − xk)
)
,

(5.19)
Then there exists a primal-dual solution (x∗, u∗1, . . . , u

∗
m) ∈ H×G1 × · · · × Gm to

Problem 2 such that xk ⇀ x∗ and, for every i ∈ {1, . . . ,m}, uki ⇀ u∗i .
Proof. This result is a consequence of Theorem 5.1 when, for every i ∈ {0, . . . ,m},

Pii = Id /σi, Pi0 = −(1+θ)Li, and, for every 0 < j < i, Pij = 0. Indeed, we have from
(5.5) that ̺i = 1/σi, and from (5.6) we deduce that, for every x = (ξi)0≤i≤m ∈ R

m+1,

‖Σx‖2 =
(
1− θ

2

)2


(

m∑

i=0

‖Li‖ξi
)2

+ ξ20

m∑

i=1

‖Li‖2

 ≤

(
1− θ

2

)2
(

m∑

i=0

‖Li‖2
)
‖x‖2,

(5.20)
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from which we obtain ‖Σ‖2 ≤ (1−θ
2 )
√∑m

i=1 ‖Li‖2. Actually, we have the equality by

choosing x̄ = (ξ̄i)0≤i≤m defined by ξ̄i = ‖Li‖/
√∑m

j=1 ‖Lj‖2 for every i ∈ {1, . . . ,m}
and ξ̄0 = 0, which satisfies ‖x̄‖ = 1 and ‖Σx̄‖ = (1−θ

2 )
√∑m

i=1 ‖Li‖2. There-
fore, condition (5.7) reduces to (5.18). On the other hand, from (5.6) we deduce
that Ω = ∆ − Υ and Υ = (1+θ

1−θ )Σ, which yields ‖Υ‖2 = (1+θ
2 )
√∑m

i=1 ‖Li‖2 and

maxi=0,...,m ‖Pii‖ = (min{σ0, . . . , σm})−1. Altogether, since (5.19) is exactly (5.8) for
this choice of matrices (Pi,j)0≤i,j,≤m, the result is a consequence of Theorem 5.1.

Remark 8.
1. Note that, the condition ρ > 0 where ρ is the smallest eigenvalue of Ω defined

in (5.17), is guaranteed if σ0(
1+θ
2 )2

∑m
i=1 σi‖Li‖2 < 1. Indeed, by repeating

the procedure in [42, (3.20)] in finite dimension we obtain, for every x =
(ξi)0≤i≤m ∈ R

m+1,

x · Ωx =

m∑

i=0

ξ2i
σi

−
m∑

i=1

2

(
1 + θ

2

)
ξ0‖Li‖ξi

=
m∑

i=0

ξ2i
σi

−
(
1 + θ

2

) m∑

i=1

2

√
σi‖Li‖ξ0

(σ0
∑m

j=1 σj‖Lj‖2)1/4
(σ0
∑m

j=1 σj‖Lj‖2)1/4ξi√
σi

(5.21)

≥
m∑

i=0

ξ2i
σi

−
(
1 + θ

2

)

 ξ20√
σ0

√√√√
m∑

j=1

σj‖Lj‖2 +

√√√√σ0

m∑

j=1

σj‖Lj‖2
m∑

j=1

ξ2j
σj





=


1−

(
1 + θ

2

)√√√√σ0

m∑

j=1

σj‖Lj‖2



m∑

i=0

ξ2i
σi

≥ ρv‖x‖2 (5.22)

with

ρv = max{σ0, . . . , σm}−1



1−
(
1 + θ

2

)√√√√σ0

m∑

j=1

σj‖Lj‖2


 . (5.23)

Note that ρv coincides with the constant obtained in [42] in the case θ = 1
and we have ρ ≥ ρv. Moreover, σ0(

1+θ
2 )2

∑m
i=1 σi‖Li‖2 < 1 is also necessary

for obtaining ρ > 0, since in (5.21) we can choose a particular vector x for
obtaining the equality. Of course, this choice does not guarantee to also have
equality in the last inequality in (5.22) and, hence, ρ ≥ ρv in general.

2. If we set θ = 1 and C2 = 0 and, hence, δ = 0, (5.18) reduces to 2βρ > 1
and we obtain from (5.19) a variant of [42, Theorem 3.1] including an extra
forward step involving only the operators (Li)1≤i≤m. However, our condition
is less restrictive, since ρ ≥ ρv, where ρv is defined in (5.23) and it is obtained
in [42] as we have seen in the last remark. Actually, in the particular case
when m = 1, L1 = α Id , σ0 = η2σ1 =: ησ for some 0 < η < 1, constants ρv
and ρ reduce to

ρv(η) =
1− ησα

σ
and ρ(η) =

1

2σ


η

2 + 1

η2
−

√(
η2 − 1

η2

)2

+ 4α2σ2


 ,
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respectively. By straightforward computations we deduce that ρ(η) > ρv(η)
for every 0 < η < (ασ)−1, and hence our constant can strictly improve the
condition 2βρ > 1, needed in both approaches. Moreover, since Theorem 5.1
allows for non self-adjoint linear operators varying among iterations, we can
permit variable stepsizes σk

0 , . . . , σ
k
m in Theorem 5.1, which could not be used

in [42] because of the variable metric framework.
3. In the particular case when C1 = 0 and C2 = 0 we can take β → +∞ and,

hence, condition (5.18) reduces to

(
1− θ

2

)√√√√
m∑

i=1

‖Li‖2 < ρ, (5.24)

which is stronger than the condition in [27] for the case m = 1, in which it is
only needed that ρ > 0 for achieving convergence. Indeed, in the case m = 1,
(5.24) reduces to 2−2θσ0σ1‖L1‖2 > (1−θ)(σ0+σ1)‖L1‖, which coincides with
the condition in [27] in the case θ = 1, but they differ if θ 6= 1 because of the
extra forward step coming from the Tseng’s splitting framework. Actually, in
the case θ = 0 it reduces to σ0+σ1 < 2/‖L1‖ and in the case θ = −1 we obtain
the stronger condition max{σ0, σ1} < 1/‖L1‖. Anyway, in our context we can
use constants σk

0 , . . . , σ
k
m varying among iterations and we have a variant of

the method in [27] and, in the case when θ = 1, of Chambolle-Pock’s splitting
[13].

4. Since ρv defined in (5.23) satisfies ρv ≤ ρ in the case when C1 = C2 = 0, a
sufficient condition for guaranteeing (5.24) is (1 − θ)

√∑m
i=1 ‖Li‖2/2 < ρv,

which implied by the condition

max{σ0, . . . , σm}

√√√√
m∑

i=1

‖Li‖2 < 1. (5.25)

5. Consider the case of composite optimization problems, i.e., when A = ∂f,
C1 = ∇h for every i = 1, . . . ,m, Bi = ∂gi and Di = ∂ℓi, where, for every
i = 1, . . . ,m, f : H → ]−∞,+∞] and gi : Gi → ]−∞,+∞] are proper lower
semicontinuous and convex functions and h: H → R is differentiable, convex,
with β−1-Lipschitz gradient. In this case, any solution to Problem 2 when
C2 = 0 is a solution to the primal-dual optimization problems

min
x∈H

f(x) + h(x) +

m∑

i=1

(gi � ℓi)(Lix) (5.26)

and

min
u1∈G1,...,um∈Gm

(f∗ �h∗)

(
−

m∑

i=1

L∗
i ui

)
+

m∑

i=1

g∗i (ui) + ℓ∗i (ui), (5.27)

and the equivalence holds under some qualification condition. In this partic-
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ular case, (5.19) reduces to


yk = proxσ0f

(
xk − σ0

(
∇h(xk) +

∑m
i=1 L

∗
i u

k
i

))

For every i = 1, . . . ,m⌊
vki = proxσig∗

i

(
uki − σi

(
∇ℓ∗i (uki )− Li(y

k + θ(yk − xk))
))

xk+1 = xk + λ
σ0

(
yk − xk + σ0

∑m
i=1 L

∗
i (u

k
i − vki )

)

For every i = 1, . . . ,m⌊
uk+1
i = uki +

λ
σi

(
vki − uki − σiθLi(y

k − xk)
)
,

(5.28)

which, in the case m = 1, is very similar to the method proposed in [30,
Algorithm 3] (by taking µ = (1−θ)−1 for θ ∈ [−1, 0]), with a slightly different
choice of the parameters involved in the last two lines in (5.28). On the other
hand, in the case when ℓ = 0 and θ = 1, it differs from [21, Algorithm 5.1]
in the last two steps, in which linear operators are involved in our case. An
advantage of our method, even in the case m = 1, is that the stepsizes σ0 and
σ1 may vary among iterations.

6. Applications. In this section we explore four applications for illustrating
the advantages and flexibility of the methods proposed in the previous sections. In
the first application, we apply Theorem 2.3 to the obstacle problem in PDE’s in
which dropping the extra forward step decreases the computational cost per itera-
tion because the computation of an extra gradient step is numerically expensive. In
the second application, devoted to empirical risk minimization (ERM), we illustrate
the flexibility of using non self-adjoint linear operators. We derive different sequen-
tial algorithms depending on the nature of the linear operator involved. In the
third application, we develop a distributed operator-splitting scheme which allows for
time-varying communication graphs. Finally, the last application focuses in nonlinear
constrained optimization, in which monotone non-Lipschitz operators arise naturally.

6.1. Obstacle problem. The obstacle problem is to find the equilibrium posi-
tion of an elastic membrane on a domain Ω, whose boundary is fixed and is restricted
to remain above the some obstacle, given by the function ϕ : Ω → R. This problem
can be applied to fluid filtration in porous media, elasto-plasticity, optimal control
among other disciplines (see, e.g., [11] and the references therein). Let u : Ω → R be
a function representing the vertical displacement of the membrane and let ψ : Γ → R

be the function representing the fixed boundary, where Γ is the smooth boundary of
Ω. Assume that ψ ∈ H1/2(Γ) and ϕ ∈ C1,1(Ω) satisfy Tϕ ≤ ψ, and consider the
problem

min
u∈H1(Ω)

1

2

∫

Ω

|∇u|2dx

s.t. Tu = ψ, a.e. on Γ; (6.1)

u ≥ ϕ, a.e. in Ω,

where T: H1(Ω) → H1/2(Γ) is the (linear) trace operator and H1(Ω) is endowed with
the scalar product 〈· | ·〉 : (u, v) 7→

∫
Ω uv dx+

∫
Ω∇u ·∇v dx. There is a unique solution

to this obstacle problem [12].
In order to set this problem in our context, let us define the operator

Q : H−1(Ω)×H−1/2(Γ) → H1(Ω) (6.2)
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which associates to each (q,w) ∈ H−1(Ω) × H−1/2(Γ) the unique weak solution (in
the sense of distributions) to [44, Section 25]

{
−∆u + u = q, in Ω;
∂u
∂ν = w, on Γ,

(6.3)

where ν is outer unit vector normal to Γ. Hence, Q satisfies

(∀v ∈ H) 〈Q(q,w) | v〉 = 〈w | Tv〉−1/2,1/2 + 〈q | v〉−1,1, (6.4)

where 〈· | ·〉−1/2,1/2 and 〈· | ·〉−1,1 stand for the dual pairs H−1/2(Γ) − H1/2(Γ) and

H−1(Ω) −H1(Ω), respectively. Then, by defining H = H1(Ω), G = H1/2(Γ), f : u 7→
1
2

∫
Ω
|∇u|2dx, g = ιC, where C =

{
u ∈ H

∣∣ u ≥ ϕ a.e. in Ω
}
, let D = {ψ}, and let

L = T, (6.1) can be written equivalently as

min
Lu∈D

f(u) + g(u). (6.5)

Moreover, it is easy to verify that f is convex and, by using integration by parts and
(6.4), for every h ∈ H we have

f(u + h)− f(u) −
〈
Q

(
−∆u,

∂u

∂ν

)∣∣∣∣ h
〉

=
1

2

∫

Ω

|∇h|2dx+

∫

Ω

∇u · ∇h dx+ 〈∆u | h〉−1,1

−
〈
∂u

∂ν
| Th

〉

−1/2,1/2

=
1

2

∫

Ω

|∇h|2dx, (6.6)

which yields

lim
‖h‖→0

∣∣∣∣f(u + h)− f(u)−
〈
Q
(
−∆u, ∂u∂ν

) ∣∣∣∣ h
〉∣∣∣∣

‖h‖ =
1

2
lim

‖h‖→0

‖∇h‖2L2

‖h‖ = 0. (6.7)

Hence, f is Fréchet differentiable with a linear gradient given by∇f : u 7→ Q
(
−∆u, ∂u∂ν

)
.

Moreover, from integration by parts we have

〈
Q

(
−∆u,

∂u

∂ν

) ∣∣∣∣ h
〉

=

〈
∂u

∂ν

∣∣∣∣ Th
〉

−1/2,1/2

−〈∆u | h〉−1,1 =

∫

Ω

∇u·∇h dx ≤ ‖u‖‖h‖,

(6.8)
which yields ‖∇f(u)‖ ≤ ‖u‖ and, hence, it is 1-cocoercive [1]. In addition, the trace
operator is linear and bounded [26] and we have from (6.4) that

(∀v ∈ H)(∀w ∈ H1/2(Γ)) 〈Q(0,w) | v〉 = 〈w | Tv〉−1/2,1/2, (6.9)

which yields L∗ : w 7→ Q(0,w) and since C is non-empty closed convex, g is convex,
proper, lower semicontinuous and proxγg = PC, for any γ > 0.

Since first order conditions of (6.5) reduce to find (u,w) ∈ H × G such that
0 ∈ NC(u) + ∇f(u) + T∗ND(Tu), which is a particular case of Problem 2 and from
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Corollary 5.2 when θ = 1 the method



vk = PC

(
uk − σ0Q

(
−∆uk, ∂u

k

∂ν +wk
))

tk = wk + σ1
(
T(2yk − xk)− ψ

)

uk+1 = uk + λ
σ0

(
vk − uk + σ0Q(0,wk − tk)

)

wk+1 = wk + λ
σ1

(
tk − wk − σ1T(v

k − uk)
)

(6.10)

generates a weakly convergent sequence (uk)k∈N to the unique solution to the obstacle
problem provided, for instance (see Remark 8.1), that max{σ0, σ1}+2

√
σ0σ1‖T‖ < 2.

Note that ∇f must be computed only once at each iteration, improving the perfor-
mance with respect to primal-dual methods following Tseng’s approach, in which ∇f
must be computed twice by iteration (see, e.g., [8, 40]). The method proposed in
[21, 42] can also solve this problem but with stronger conditions on constants σ0 and
σ1 as studied in Remark 8. Moreover, our approach may include variable stepsizes to-
gether with different assymetric linear operators which may improve the performance
of the method.

On the other hand, the general version of our method in Theorem 3.2 allows for
an additional projection onto a closed convex set. In this case this can be useful to
impose some of the constraints of the problem in order to guarantee that iterates at
each iteration satisfy such constraints. An additional projection step may accelerate
the method as it has been studied in [9]. Numerical comparisons among these methods
are part of further research.

6.2. An Incremental Algorithm for Nonsmooth Empirical Risk Mini-

mization. In machine learning [37], the Empirical Risk Minimization (ERM) prob-
lem seeks to minimize a finite sample approximation of an expected loss, under con-
ditions on the feasible set and the loss function. If the solution to the sample approx-
imation converges to a minimizer of the expected loss when the size of the sample
increases, we say that the problem is learnable. Suppose that we have a sample of
size m, and, for every i ∈ {1, . . . ,m}, the loss function associated to the sample zi is
given by l(·; zi) : x 7→ fi(a

⊤
i x), where each ai ∈ R

d\{0} and each fi : R → (−∞,∞] is
closed, proper, and convex. Then the ERM problem is to

minimize
x∈Rd

1

m

m∑

i=1

fi(a
⊤
i x). (6.11)

This form features in support vector machines, logistic regression, linear regression,
least-absolute deviations, and many other common models in machine learning.

The parameter m indicates the size of the training set and is typically large.
Parallelizing a (sub)gradient computation of (6.11) is straightforward, but in general,
because training sets are large, we may not have enough processors to do so. Thus,
when only a few processors are available, incremental iterative algorithms, in which
one or a few training samples are used per iteration to update our solution estimate,
are a natural choice.

Several incremental algorithms are available for solving (6.11), including incre-
mental (sub)gradient descent and incremental aggregated gradient methods [36, 24,
29, 23, 6, 43, 5, 33, 7]. The former class requires diminishing stepsizes (e.g., of size
O(k−1/2)) and, hence, their convergence may be very slow, while the latter class of
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algorithms is usually restricted to the cases in which either fi is smooth or the dual
problem of (6.11) is smooth (in which case (6.11) is strongly convex). In contrast,
we now develop an incremental proximal algorithm, which imposes no smoothness or
strong convexity assumptions. It has a Gauss-Seidel structure and is obtained by an
application of Theorem 5.1. The involved stepsizes may vary among iterations but
they are set to be constants for simplicity.

The method follows from the following first-order optimality conditions obtained
assuming some qualification condition:

x solves (6.11) ⇔ 0 ∈
m∑

i=1

ai∂fi(a
⊤
i x), (6.12)

which is a particular case of Problem 2 when H = R
d, A ≡ {0}, C1 = C2 ≡ 0 and, for

every i ∈ {1, . . . ,m}, Gi = R, D−1
i = 0, Li = a⊤i , and Bi = ∂fi. By using Theorem 5.1

in this case for matrices (Pij)0≤i<j≤m given by

(∀0 ≤ j < i ≤ m) Pij =





Id
σ0
, if i = j = 0;

1
σi
, if i = j > 0;

−a⊤i , if j = 0;

σ0a
⊤
i aj , if 0 < j < i,

(6.13)

we obtain


vk1 = proxσ1f∗1

(
uk1 + σ1

(
a⊤1 x

k − σ0
∑m

i=1 a
⊤
1 aiu

k
i

))

vk2 = proxσ2f∗2

(
uk2 + σ2

(
a⊤2 x

k − σ0
(
a⊤2 a1v

k
1 +

∑m
i=2 a

⊤
2 aiu

k
i

)))

...

vkm = proxσmf∗m

(
ukm + σm

(
a⊤mxk − σ0

(∑m−1
i=1 a⊤maiv

k
i + ‖am‖2ukm

)))

xk+1 = xk − λ
∑m

i=1 aiv
k
i

uk+1
1 = uk1 + λ

σ1

(
vk1 − uk1

)

...

uk+1
m = ukm + λ

σm

(
vkm − ukm

)
+ σ0

∑m−1
j=1 a⊤maj(v

k
j − ukj ).

(6.14)
Since conditions (5.5)-(5.7) hold if

√√√√
m∑

i=1

‖ai‖2+σ0
m∑

i=1

‖ai‖2+
σ0
2

(
max

i=1,...,m
‖ai‖2 − min

i=1,...,m
‖ai‖2

)
<

1

max
i=0,...,m

σi
, (6.15)

by choosing (σi)0≤i≤m satisfying (6.15) the sequence (xk)k∈N generated by (6.14)
converges to a solution provided that λ < M−1 where

M =

(
min

i=0,...,m
σi

)−1

+
1

2

√√√√
m∑

i=1

‖ai‖2 +
σ0
2

(
m∑

i=1

‖ai‖2 + max
i=1,...,m

‖ai‖2
)
.

Note that, without loss of generality, we can assume, for every i ∈ {1, . . . ,m},
‖ai‖ = 1, since fi(a

⊤
i x) = gi((ai/‖ai‖)⊤x) with gi : x 7→ fi(‖ai‖x) and proxgi : x 7→

prox‖ai‖2fi(‖ai‖x)/‖ai‖. Therefore, condition (6.15) can be reduced to
√
m+mσ0 <

(maxi=0,...,m σi)
−1, which, in the case σ0 = · · · = σm reduces to σ0 < (

√
5−1)/(2

√
m).
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6.3. A Distributed Operator Splitting Scheme with Time-Varying Net-

works. In this section we develop an extension of the popular distributed operator
splitting scheme PG-Extra [38, 39] to time-varying graphs. The problem data are a
collection of cost functions f1, . . . , fn on a Hilbert space H and a sequence of con-
nected, undirected communication graphs Gt = (Vt, Et) with vertices Vt = {1, . . . , n}
and edges Et ⊆ {1, . . . , n}2. Then the goal of distributed optimization is to

minimize
x∈H

n∑

i=1

fi(x), (6.16)

through an iterative algorithm that, at every time t ∈ N, only allows communication
between neighbors in Gt. For simplicity, we focus on the case wherein fi : H →
]−∞,+∞] is proper, lower semicontinuous and convex.

A well-known distributed operator splitting schemes is known as PG-Extra. This
method applies to fixed communicated graphs Gt ≡ G, and can be viewed as an
instance of modern primal-dual algorithms, such as Condat-Vu [21, 42]. To the best
of our knowledge there is no known extension of PG-Extra to time-varying graphs that
may also be applied to monotone inclusions. We will now develop such an extension.

For the graph Gt, let At denote its adjacency matrix and let Dt denote its degree
matrix.5 The Laplacian matrix of Gt is defined as the difference

Lt := Dt −At.

It is well-known that, for fully connected graphs, we have the identity ker(Lt) =
span(1n) [14]. We may exploit this fact to develop an equivalent formulation of (6.16).

The Laplacian operator has a natural extension to the product space Hn. It
is then a straightforward exercise to show that the extension induces the following
identity:

(∀x := (x1, . . . , xn) ∈ Hn) Ltx = 0 ⇐⇒ x1 = x2 = · · · = xn.

Therefore, a family of equivalent formulations of (6.16) is given by

minimize
x∈Hn

∑

i∈V

fi(xi)

subject to: Ltx = 0. (6.17)

The constraint Ltx = 0 is equivalent to the constraint x ∈ U := {x ∈ Hn | x1 = . . . =
xn}. Thus, one could apply a splitting method to derive a distributed algorithm
consisting of decoupled proximal steps on the fi followed by global averaging steps
induced by the projection onto U . However, in order to develop an algorithm that
respects the local communication structure of the graphsGt, we must avoid computing
such projections onto U . For any fixed t, we may develop such a method as a special
case of modern primal-dual algorithms.

Indeed, a straightforward application of Condat-Vu [21, 42] yields the update rule

For all i ∈ V in parallel

xk+1
i = proxγfi(x

k
i − γ(Lty

k)i)

yk+1 = yk + τLt(2x
k+1 − xk), (6.18)

5Briefly, (At)ij = 1 if (i, j) ∈ E and is zero otherwise, while D is a diagonal matrix with diagonal
entries Dii = deg(i).
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where γ, τ > 0 are appropriately chosen stepsizes. This algorithm is fully decentralized
because multiplications by Lt only induce communication among neighbors in the
graph Gt.

If we allow t = k, this Condat-Vu [21, 42] algorithm has, to the best of our know-
eldge, no supporting convergence theory, although each of the optimization prob-
lems (6.17) have the same set of solutions. The lack of convergence theory arises
because Condat-Vu measures convergence in the product space (Hn × Hn, ‖ · ‖Pt

),
where Pt is a metric inducing linear transformation depending on Lt:

Pt :=

[ 1
γ Id −Lt

−Lt
1
τ Id

]
.

One may hope to apply standard variable metric operator-splitting schemes [19, 41],
but the compatibility condition cannot hope to be satisfied. Thus, instead of Condat-
Vu, we apply the variable metric technique developed in this manuscript.

Mathematically, we let

St : Hn ×Hn → Hn ×Hn

(x,y) 7→ ((proxγfi(x
k
i − γ(Lty

k)i))
n
i=1,y

k + τLt(2x
k+1 − xk)).

Given a proper choice of γ and τ , the results of [21, 42] show that St is of T-class in
the space (Hn×Hn, ‖ ·‖Pt

) (indeed, St is a resolvent). Thus, for any 0 < µ ≤ ‖Pt‖−1,
Proposition 4.1 implies that

Qt = Id −µPt(Id −St),

is of T-class in the space (Hn×Hn, ‖·‖) and Fix(Qt) = Fix(St). Like St, the operator
Qt may be computed in a decentralized fashion, as communication between agents is
only induced through multiplications by Lt.

The algorithm resulting from applying Qt is a time-varying distributed operator-
splitting scheme:

(xk+1,yk+1) = Qk(x
k,yk).

The convergence of this iteration may be proved using an argument similar to Theo-
rem 4.2 (which does not capture the case in which the operator at hand is varying).
To prove convergence of this iteration, one must observe that the Fix(Qk) is constant,
that for all (x∗,y∗) ∈ Fix(Qk) the sequence ‖((xk,yk) − (x∗,y∗)‖ is nonincreasing,
and that

∑∞
k=0 ‖(xk+1,yk+1) − (xk,yk)‖2 < ∞. A standard argument then shows

that (xk,yk) converges to an element of Fix(Qk) ≡ Fix(Q0).

6.4. Nonlinear constrained optimization problems. In this application we
aim at solving the nonlinear constrained optimization problem

minimize
x∈C

f(x) + h(x), (6.19)

where C =
{
x ∈ H

∣∣ (∀i ∈ {1, . . . , p}) gi(x) ≤ 0
}
, f : H → ]−∞,+∞] is lower semi-

continuous, convex and proper, for every i ∈ {1, . . . , p}, gi : dom(gi) ⊂ H → R and
h : H → R are C1 convex functions in int dom gi and H, respectively, and ∇h is
β−1−Lipschitz. A solution of the optimization problem (6.19) can be found via the
saddle points of the Lagrangian

L(x, u) = f(x) + h(x) + u⊤g(x)− ιRp

+
(u), (6.20)
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which, under standard qualification conditions can be found by solving the monotone
inclusion (see [34])

find x ∈ Y such that (∃u ∈ R
p
+) (0, 0) ∈ A(x, u)+B1(x, u)+B2(x, u), (6.21)

where Y ⊂ H is a nonempty closed convex set modeling apriori information on the
solution (eventually we can take Y = H), A : (x, u) 7→ ∂f(x) × NR

p

+
u is maximally

monotone, B1 : (x, u) 7→ (∇h(x), 0) is β−cocoercive, and

B2 : (x, u) 7→
(

p∑

i=1

ui∇gi(x),−g1(x), . . . ,−gp(x)
)

is nonlinear, monotone and continuous [34]. If Y ⊂ dom ∂f ⊂ ∩p
i=1 int dom gi we have

that X := Y × R
p
+ ⊂ domA = dom ∂f × R

p
+ ⊂ domB2 = ∩p

i=1 int dom gi × R
p and,

from [3, Corollary 25.5], we have that A + B2 is maximally monotone. The method
proposed in Theorem 2.3 reduces to

(∀k ∈ N)



yk = proxγkf

(
xk − γk(∇h(xk) +

∑p
i=1 u

k
i∇gi(xk))

)

For every i = 1, . . . , p⌊
ηki = max

{
0, uki + γkgi(x

k)
}

uk+1
i = max

{
0, ηki − γk(gi(x

k)− gi(y
k))
}

xk+1 = PY

(
yk + γk

∑p
i=1(u

k
i∇gi(xk)− ηki ∇gi(yk))

)
,

(6.22)

where, for every k ∈ N, γk is found by the backtracking procedure defined in (2.9).
Note that, since B2 is nonlinear, the approaches proposed in [21, 42] cannot be applied
to this instance.

In the particular instance when f = ιΩ for some nonempty closed convex set Ω,
we can choose, among other options, Y = Ω since we know that any solution must
belong to Ω. Moroever, when, for every i ∈ {1, . . . , p}, gi : x 7→ d⊤i x, where di ∈ R

N ,
we have B2 : (x, u) 7→ (D⊤u,−Dx), where D = [d1, . . . , dp]

⊤. This is a particular
instance of problem (1.2) and B2 is ‖D‖−Lipschitz in this case, which allows us to
use constant stepsizes γk = γ ∈]0, χ[, where χ is defined in (2.3) and L = ‖D‖.
Theorem 2.3 guarantees the convergence of the iterates {xk}k∈N thus generated to a
solution to (6.19) in any case.

In the next section, we explore some numerical results showing the good per-
formance of this method and the method with constant step-size when gi are affine
linear.

7. Numerical simulations. In this section we provide two instances of Sec-
tion 6.4 and we compare our proposed method with available algorithms in the liter-
ature.

7.1. Optimization with linear inequalities. In the context of problem (6.19),
suppose that H = R

N , h : x 7→ ‖Ax− b‖2/2, A is a m×N real matrix with N = 2m
and b ∈ R

m, f = ι[0,1]N , and

(∀i ∈ {1, . . . , p}) gi(x) = d⊤i x,

where d1, . . . , dp ∈ R
N . In this case, B1 : (x, u) 7→ (A⊤(Ax − b), 0), B2 : (x, u) 7→

(D⊤u,−Dx), where D = [d1, . . . , dp]
⊤, β = ‖A‖−2 and L = ‖D‖. We compare the

method proposed in (6.22) using the line search (FBHF-LS), the version with constant
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ǫ = 10−7 Tseng FBHF CV Tseng-LS FBHF-LS
δ,σ̄ 0.8 0.9 0.99 3.2 3.99 4.4 0.0125 0.0031 0.0008 0.0002 LS LS
h(x∗) 158.685 158.684 158.684 158.681 158.680 158.679 158.674 158.674 158.676 158.687 158.683 158.680
iter. 20564 18482 16791 11006 8915 8243 9384 9158 8516 13375 14442 10068
time (s) 41.55 37.18 33.76 13.11 10.48 9.76 10.70 10.61 9.67 15.27 94.86 12.40

Table 1
Comparison of Tseng, FBHF and CV (with different values of δ and σ̄), Tseng-LS and FBHF-

LS for a stop criterion of ǫ = 10−7.

ǫ = 10−7 av. iter. av. time (s)
FBHF-LS 36225 43.96
FBHF (δ = 3.999) 32563 39.07
FBHF (δ = 4.7) 28364 34.14
CV (σ = 0.0008) 33308 38.60

Table 2
Average performance of the more efficient methods for 20 random realizations of A, D and b

with N = 2000 and p = 100.

stepsize (FBHF), the method proposed by Condat and Vũ [21, 42] (CV), the method
proposed by Tseng [40] with line search (Tseng-LS) and with constant stepsize (Tseng)
for randomly generated matrices and vectors A, D and b. We choose the same starting
point for each method and the parameters for the line search for Tseng-LS and FBHF-
LS are θ = 0.316, ε = 0.88 and σ = 0.9. For the constant stepsizes versions of Tseng
and FBHF, we use γ = δ/(β−1+L) and γ = δβ/(1+

√
1 + 16β2L2), respectively, and

for σ̄ > 0 we select τ = 1/(1/2β+σ̄L2) in order to satisfy the convergence conditions on
the parameters of each algorithm. We choose several values of δ and σ̄ for studying the
behavior and we use the stopping criterion ‖(xk+1−xk, uk+1−uk)‖/‖(xk, uk)‖ < 10−7.
In Table 1 we show the performance of the five algorithms for random matrices A and
D and a random vector b withN = 2000 and p = 100 and a selection of the parameters
σ, δ. We see that for Tseng and FBHF the performance improve for larger choices
of δ, while for CV it is not clear how to choose σ̄ in general. Even if the theoretical
bound of FBHF does not permit δ to go beyond 4, for δ = 4.4 the convergence is
also obtained for this case with a better performance. We suspect that the particular
structure of this particular case can be exploited for obtaining a better bound. We
also observe that the best performance in time is obtained for the lowest number of
iterations for each method. In addition, for this instance, algorithms FBHF, CV and
FBHF-LS are comparable in computational time, while the algorithms by Tseng [40]
are considerably less efficient in time and in number of iterations. In Table 2 we
compare the average time and iterations that the more efficient methods in the first
simulation take to achieve the stop criterion (ǫ = 10−7) for 20 random realizations of
matrices A and D and a random vector b, with N = 2000 and p = 100. We use the
parameters yielding the best performance of each method in the first simulation. For
FBHF we also explore the case when δ = 4.7, which gives the best performance. We
also observe that FBHF for δ = 3.999 is comparable with CV in average time, while
FBHF-LS is slower for this instance.

7.2. Entropy constrained optimization. In the context of problem (6.19),
suppose that H = R

N , h : x 7→ x⊤Qx− d⊤x + c, Q is a N ×N semidefinite positive



Forward-Backward-Half Forward Algorithm for Solving Monotone Inclusions 31

real matrix, b ∈ R
N , c ∈ R, f = ιΩ, Ω is a closed convex subset of RN , p = 1, and

g1 : R
N
+ → R : x 7→

N∑

i=1

xi

(
ln

(
xi
ai

)
− 1

)
− r,

where −∑N
i=1 ai < r < 0, a ∈ R

N
++ and we use the convention 0 ln(0) = 0. This

problem appears in robust least squares estimation when a relative entropy constraint
is included [31]. This constraint can be seen as a distance constraint with respect to
the vector a, where the distance is measured by the Kullback-Leibler divergence [2].

In our numerical experience, we assume Q = A⊤A, d = A⊤b and c = ‖b‖2/2,
where A is a m × N real matrix with N = 2m and b ∈ R

m, which yields h : x 7→
‖Ax − b‖2/2, β = ‖A‖−2, Ω = [0.001, 1]N , and a = (1, . . . , 1)⊤. In this context,
g1 achieves its minimum in x̄ = (1, . . . , 1)⊤ and g1(x̄) = −N and we choose r ∈
] − N, 0[. Since the constraint is not linear, we cannot use the methods proposed in
[42, 21]. We compare the method proposed in (6.22) with line search (FBHF-LS)
with the Tseng’s method with linesearch [40] (Tseng-LS) and two routines in matlab:
fmincon.interior-point (FIP) and fmincon.sqp (SQP). For m = 100, 200, 300, we
generate 20 random matrices A and random vectors b and we compare the previous
methods by changing r ∈ {−0.2N,−0.4N,−0.6N,−0.8N} in order to vary the feasible
regions. We choose the same starting point for each method and the parameters for
the line search for Tseng-LS and FBHF-LS are θ = 0.707, ε = 0.88 and σ = 0.9. The
stopping criterion is ‖(xk+1−xk, uk+1−uk)‖/‖(xk, uk)‖ < ǫ with ǫ = 10−11. In Table 3
we show, form = 300, the value of the objective function h, the nonlinear constraint g1
and time for achieving the stopping criterion for a fixed random matrix A and vector b
by moving r ∈ {−0.2N,−0.4N,−0.6N,−0.8N}. We observe that all methods achieve
almost the same value of the objective function and satisfy the constraints, but in time
FBHF-LS obtains the best performance, even if the number of iterations are larger
than that of FIP and SQP. Tseng-LS has also a better performance in time than FIP
and SQP, with a much larger number of iterations. We also observe that, the smaller
the feasible set is, the harder is for all the methods to approximate the solution and
the only case when the constraint is inactive is when r = −0.2N . On the other hand,
even if in the cases r = −0.6N and r = −0.8N we have g1(x

∗) > 0, the value is
≈ 10−6 which is very near to feasibility. This behavior is confirmed in Table 4, in
which we show, for eachm ∈ {100, 200, 300}, the average time and iterations obtained
from the 20 random realizations by moving r ∈ {−0.2N,−0.4N,−0.6N,−0.8N}. We
observe that FBHF-LS takes considerably less time than the other algorithms to
reach the stopping criterion and the difference is more when dimension is higher.
Since FIP and SQP are very slow for high dimensions, in Table 5 we compare the
efficiency of Tseng-LS and FBHF-LS for 20 random realizations of A and b with
N ∈ {1000, 2000, 3000} for r = −0.4N and ǫ = 10−5. The computational time
of both methods are reasonable, but again FBHF-LS is faster. FBHF-LS use less
iterations than Tseng-LS for achieving the same criterion and, even if we reduce ǫ
from 10−5 to 10−10 and the number of iterations are more than 3 times that of
Tseng-LS for the weaker criterion, the computational time is similar. We also observe
that the percentage of relative improvement of an algorithm A with respect to Tseng-
LS, measured via %imp.(A) = 100∗ (f(xA)−f(xT ))/f(xT ), where xT and xA are the
approximative solutions obtained by Tseng-LS and A, is bigger for smaller dimensions.
For instance, in the case 500× 1000, FBHF-LS obtain an approximative solution for
which the objective function has a 12% of relative improvement with respect to that of
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r = −0.2N r = −0.4N r = −0.6N r = −0.8N
300× 600 h(x∗) g1(x

∗) time (s) iter. h(x∗) g1(x
∗) time (s) iter. h(x∗) g1(x

∗) time (s) iter. h(x∗) g1(x
∗) time (s) iter.

FIP 6.06E-10 -105.038 165.190 562 3.73E-09 -7.78E-02 183.467 574 244.551 -3.39E-08 218.413 794 4075.6824 -3.20E-09 378.269 1197
SQP 6.06E-10 -105.038 372.210 357 3.73E-09 -7.78E-02 598.258 341 244.551 -3.39E-08 515.568 653 4075.6824 -3.20E-09 988.143 655
Tseng-LS 5.47E-15 -119.365 13.682 13785 1.41E-14 -9.81E-09 29.160 30110 244.551 1.16E-06 44.248 20717 4075.6822 2.67E-06 110.916 75254
FBHF-LS 2.15E-15 -119.338 1.053 9680 5.56E-15 -4.71E-09 2.220 21106 244.551 1.10E-06 10.381 19492 4075.6822 2.07E-06 17.464 60442

Table 3
Comparison of objective function and constraints values, time and number of iterations of FIP,

SQP, Tseng-LS and FBHF-LS algorithms for solving the entropy constrained optimization when
N = 600, m = 300 and r ∈ {−0.2N,−0.4N,−0.6N,−0.8N}.

Time (s) 100× 200 200× 400 300× 600
constraint r = −0.2N r = −0.4N r = −0.6N r = −0.8N r = −0.2N r = −0.4N r = −0.6N r = −0.8N r = −0.2N r = −0.4N r = −0.6N r = −0.8N
FIP 8.24 9.50 11.92 11.22 52.95 57.92 75.02 76.29 142.51 183.22 253.80 324.42
SQP 8.60 11.18 14.28 18.51 70.88 98.70 122.03 209.73 313.52 489.95 569.34 1075.42
Tseng-LS 22.92 10.71 7.92 9.91 81.16 13.46 39.17 83.01 139.47 26.50 84.07 111.44
FBHF-LS 2.21 0.99 2.72 2.51 7.06 0.95 10.23 18.09 12.48 1.88 20.59 18.30

Table 4
Average time (s) to reach the stopping criterion of 20 random realizations for FIP, SQP,

Tseng-LS and FBHF-LS for a matrix A with dimension 100 × 200, 200 × 400 and 300 × 600 and
r ∈ {−0.2N,−0.4N,−0.6N,−0.8N}.

Tseng-LS for ǫ = 10−5 and, if the criterion is strengthened to 10−10, the improvement
raises to 20%. For higher dimensions, this quantities are considerably reduced.

8. Conclusion. In this paper, we systematically investigated a new extension of
Tseng’s forward-backward-forward method and the forward-backward method. The
three primary contributions of this investigation are (1) a lower per-iteration complex-
ity variant of Tseng’s method which activates the cocoercive operator only once; (2)
the ability to incorporate variable metrics in operator-splitting schemes, which, un-
like typical variable metric methods, do not enforce compatibility conditions between
metrics employed at successive time steps; and (3) the ability to incorporate modified
resolvents JP−1A in iterative fixed-point algorithms, which, unlike typical precondi-
tioned fixed point iterations, can be formed from non self-adjoint linear operators P ,
which lead to new Gauss-Seidel style operator-splitting schemes.
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cycliquement monotones, Israel Journal of Mathematics, 26 (1977), pp. 137–150.

[2] M. Basseville, Divergence measures for statistical data processing–an annotated bibliography,
Signal Processing, 93 (2013), pp. 621 – 633.

[3] H. H. Bauschke and P. L. Combettes, Convex analysis and monotone operator theory in
Hilbert spaces, Second Edition, Springer, 2017.

[4] J. Y. Bello Cruz and T. T. A. Nghia, On the convergence of the forward-backward splitting
method with linesearches, Optim. Methods Softw., 31 (2016), pp. 1209–1238.

[5] D. P. Bertsekas, Incremental proximal methods for large scale convex optimization, Mathe-
matical Programming, 129 (2011), pp. 163–195.

[6] , Incremental Aggregated Proximal and Augmented Lagrangian Algorithms, arXiv
preprint arXiv:1509.09257, (2015).

[7] P. Bianchi, A stochastic proximal point algorithm: convergence and application to convex



Forward-Backward-Half Forward Algorithm for Solving Monotone Inclusions 33

500× 1000 1000× 2000 1500× 3000
stop crit. Algorithm time (s) iter. % imp. time (s) iter. % imp. time (s) iter. % imp.

10−5 Tseng-LS 17.22 2704 0 52.80 4027 0 91.23 3349 0
FBHF-LS 2.33 1993 12.2 6.26 3239 3.2 9.56 2474 0.1

10−10 FBHF-LS 10.67 10092 20.1 71.51 33637 6.5 53.47 12481 0.2

Table 5
Comparison between Tseng-LS and FBHF-LS for higher dimensions. We compare average

time and average number of iterations for achieving stop criteria together with percentage of relative
improvement with respect to Tseng-LS approximate solution.

optimization, in IEEE 6th International Workshop on Computational Advances in Multi-
Sensor Adaptive Processing, 2015, pp. 1–4.

[8] L. M. Briceño-Arias and P. L. Combettes, A monotone+ skew splitting model for composite
monotone inclusions in duality, SIAM Journal on Optimization, 21 (2011), pp. 1230–1250.

[9] L. M. Briceño-Arias, D. Kalise, and F. J. Silva, Proximal methods for stationary mean
field games with local couplings, https://arxiv.org/abs/1608.07701, (2017).

[10] R. E. Bruck, An iterative solution of a variational inequality for certain monotone operators
in hilbert spaces, Bull. Amer. Math. Soc., 81 (1975), pp. 890–892.

[11] L. Cafarelli, The obstacle problem revisited, The Journal of Fourier Analysis and Applications,
4 (1988), pp. 383–402.

[12] L. A. Caffarelli, The obstacle problem, Lezioni Fermiane. Accademia Nazionale dei Lincei,
Rome; Scuola Normale Superiore, Pisa, 1998.

[13] A. Chambolle and T. Pock, A first-order primal-dual algorithm for convex problems with
applications to imaging, Journal of Mathematical Imaging and Vision, 40 (2011), pp. 120–
145.

[14] F. R. Chung, Spectral graph theory, no. 92, American Mathematical Soc., 1997.
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