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Abstract

In this paper we are interested in the differential inclusion 0 € &(t) 4 2i(t) + OF (z(t)) in a finite-
dimensional Hilbert space R?, where F is a proper, convex, lower semi-continuous function. The
motivation of this study is that the differential inclusion models the FISTA algorithm as considered
in [1I8]. In particular we investigate the different asymptotic properties of solutions for this inclusion
for b > 0. We show that the convergence rate of F(z(t)) towards the minimum of F' is of order

2

of O(tin) when 0 < b < 3, while for b > 3 this order is of 0(1‘72) and the solution-trajectory

converges to a minimizer of F'. These results generalize the ones obtained in the differential setting
(where F is differentiable ) in [6], [7], [1I] and [3I]. In addition we show that the order of the



convergence rate O(t_%b) of F(z(t)) towards the minimum is optimal, in the case of low friction

b < 3, by making a particular choice of F'.

Keywords : Convex optimization, differential inclusion, FISTA algorithm, fast minimization,
asymptotic behavior

1 Introduction

In this paper we are interested in the following second order differential inclusion.

Z(t) + g:c(t) +0F(x(t)) 20 (DI)
with some initial conditions x(ty) = 7o € RY and #(ty) = vy € H. We make the following hypotheses :
H 1. # is a finite dimensional Hilbert space ( e.g. H =R%,d > 1)

H2. t,>0
H3.0>0
H4. F:R?— R =RU{+0c0} a lower semi-continuous, convex and coercive function

Remark 1. We point out that the hypotheses made on F, ensure the existence of a minimizer of F' (
which may not be necessarily unique )

The interest of studying this inclusion comes from the fact that it models the FISTA algorithm.
In other words the numerical scheme that one can obtain by discretizing is FISTA. The FISTA
algorithm (Fast Iterative Shrinkage-Thresholding Algorithm) consists of an accelerated version of the
classical proximal algorithm (Forward-Backward algorithm). Its basic tool is the proximal operator,
which we recall in Section 2. It was introduced by Beck and Teboulle in [I3], based on ideas of Nesterov
in [26] ( see also [27] ) and Giiler [22].

In the seminal works of Alvarez [3] and Attouch and al [§], the authors study the following second
order differential equation often called "Heavy Ball with Friction" (HBF).

() + ya(t) + VF(x(t) = 0 (HBF)

where 7 > 0 is a non-negative parameter and F' is a convex and continuously differentiable function. The
interest on studying this differential equation, is that its solution describes the motion of a mass rolling
over the graph of F, allowing to explore the different minimum points. It turns out that the values of
F over the trajectory, converge asymptotically to its minimum (if one exists for the non-convex case)
with an order of convergence rate O(til), as well as that the trajectory itself converges to minimizer of
F.

Further investigations concerning the asymptotic properties of the solution -trajectory of ,
had also been carried out, when the constant term « > 0 is replaced by a general asymptotical vanishing
viscosity term ~y(t) > 0 verifying some integrability conditions ( see for example [15], [16] and [24] )

By extending the analysis for the semi-differential case (when F is not necessarily differentiable), in
[5] and [17] the authors study the corresponding differential inclusion:

F(t) +ya(t) + OF (2(t)) 50 (1.1)

where v > 0 and domF is possibly different from the whole space R? ( this allows for example g be an
indicator function of a closed convex set). This leads to consider new types of solutions to , other
than the classical ones ( see definition 2.1 in [5] and in [I7]), due to the fact that & can be a Radon-
measure. For these solutions it is shown that the same asymptotical properties as the ones obtained in
the completely differential setting in [3], hold true.

In [2] the authors study a differential inclusion in the same setting as the one that we also treat in
this work (where D(F) = R?), with the viscosity term 2 (¢) replaced by the term dg(i(t)). The authors
show the existence and uniqueness of a solution. Moreover by some additional hypotheses, they obtain
a finite-time stabilization result concerning the generated trajectory.



In [31], [6], [25], [7] and [L1] the authors study, in a possible infinite dimensional Hilbert space R,
the differential equation modeling Nesterov’s accelerated algorithm (see [20]) :

#(t) + ?:’r(t) +VF(z(t) =0 (1.2)

where b > 0 and I is a continuously differentiable and convex function.

The importance of studying this particular equation compared to is the "acceleration effect"
due to the viscosity term % In particular, in these works, it is shown that under some additional
hypothesis b > 3, the solution-trajectory of enjoys fast convergence minimization properties over
F of inverse quadratic order O(t‘2). Furthermore in [6] the authors establish the weak convergence of
the trajectory to a minimizer of F'. Further investigation of this ODE concerning the convergence rate
of F to its minimum, has been made recently in the case when b < 3, in [7] and [11].

Let us recall here that the FISTA algorithm (version considered in [I8]), consists in the following

scheme. Let g = yo € R%, b > 0 and the step v > 0. For all n > 1, define :

Tn+1 = Prox’yg (yn - va(yn)) (FISTA)

Yn = Tn + (Tn — Tp—1)

n
n+b
where f is a convex differentiable function with Lipschitz derivative and ¢ is a proper, lower semi-
continuous convex function (for a definition of the proximal operator Prox see in Section 2).

In the case when the function g is also differentiable, FISTA is equivalent to Nesterov’s accelerated
algorithm, i.e. forallmn > 1 :

Tp+1 = Yn — Vv(f(yn) + g(yn) =Yn — IVVF(yn)

(xn - xn—l)

(NS)
Yn = Tpn + m

For Nesterov’s accelerated algorithm and algorithm , it is proven that the objective
function F(x,) — min F' enjoys an inverse quadratic order of convergence rate O(n‘z) asymptotically
when b > 3, as also this order becomes a o(n’Q) and the sequence {x,},>1 converge to a minimizer of

F, when b > 3 (see [26],[27], [13], [18], [6] and [9]). For b < 3 it is recently proven (see [7] and [4]) that
the order of the convergence rate for F(x,) — min F' is O (n_%b asymptotically.

As mentioned before, a time discretization of the ODE (1.2)) with time step /¥ and F' = f +¢
corresponds to algorithm ( see for example [31] and [0] ) and in the same way the same discretization
of the differential inclusion corresponds to FISTA algorithm.

Motivated by these works, in this paper we study the differential inclusion where F' is a proper,
convex and lower semi-continuous function (not necessarily differentiable) with domain D(F') which is
the same setting as the one considered for the study of the FISTA algorithm.

In fact, concerning the existence of a solution of , the inclusion falls into the generalized
one, studied in [29] (see also [30]) which is the following :

#(t) + OF (z(t)) > h(t, (t), &(t)) (1.3)

where h : RT x RY x R — R? is a continuous function and Lipschitz continuous in its last two
arguments uniformly with respect to the first one and F' is a proper, convex and lower semi-continuous
function.

The contributions of this paper are the followings. We extend the study in the differential setting
[31], [6], [25], [7] and [1I] for the ODE (L.2), to the non-differential setting, which is the same as the
one considered for the study of FISTA algorithm ( see for example [I8], [4], [I0] ). In particular, for a
shock solution z of ( see Definition we obtain "almost" the same fast asymptotic properties
as the ones obtained in the differential setting when b > 3, i.e. :

(F(2(t)) —min F) ~ O(t™?) and ||2(t)| ~ O(t™") almost everywhere when ¢ — +oo

and the convergence of the trajectory {z(t)};>4, to a minimizer of F, as also the improvement of the
previous orders to o(t*2) and o(tfl) respectively, when b > 3. In the same spirit, we show that for
0 < b < 3, almost the same asymptotic properties hold true as the ones settled in the differential setting
in [7] and [I1], i.e.

(F(z(t)) —min F) ~ O(t_%) and || &(t)]| ~ O(t_%) a.e. when t — 400



In the case when the domain of F is the whole space R?, we show that the regularity of a solution
x of is sufficient to obtain exactly the same results concerning the asymptotical behavior of this
solution, to the ones obtained for the solution of the ODE in the differential setting.

Finally, we show that in the particular case when F is the absolute value function and b < 3, the

convergence rate O(t*%b> of F(z(t)) to the minimum can not be improved (it is achieved), therefore

this order is optimal. Here we must stress out that the example of the absolute value, is only valid in
the non-differential setting (since the absolute value is not everywhere differentiable).

Remark 2. The inclusion can be written equivalently as
X(t) + A(t, X(t)) + H(X(t)) 30 (1.4)

with X (¢) = (z(t),2(t))T , A(t, (a1,a2)) = (—az, %ag + Vf(a1))T and H(((a1,az))) = (0,0g(a1))T for
all t > tg and a = (a,a2) € R? x R% Nevertheless, under this reformulation, the operator H is not
necessarily maximal monotone, hence the classical theory for monotone inclusions for existence and
uniqueness of a solution of , can not be applied directly ( for more information in this topic, we
address the reader to Chapter 3 in [14] ).

The organization of this paper is the following. In Section 2, we introduce some standard notions
that we use in our analysis. In Section 3, we present some results, concerning the existence of a solution
of . In Section 4 we present the results concerning the asymptotic properties of a solution of
in the case when b > 3 and when 0 < b < 3. Finally in Section 5 we show the optimality of the order of
convergence rate of F'(x(t)) to min F' in the case when b < 3 by making a special choice for F.

2 Preliminary material

2.1 Basic Notions

We start by recalling some basic tools that will be used in this paper.

Given an interval I C RT, p € [1, +00] and m € IN, we denote as W™P(I; R?) the classical Sobolev
space with values on R?, i.e. the space of functions in LP(I) whose distributional derivatives up to order
m belong to LP(I) and with BV (I; R?) the space of functions with bounded variation. We also denote
with C"™'(I;R?) the class of continuously differentiable functions up to order m with Lipschitz m-th
derivative and M(I; R?) the class of all Radon measures with values in R%. For a detailed presentation
of some properties of these spaces, we address the reader to [1] [14], [20] and [21].

Given a function G : R?* — R, we define its subdifferential, as the multi-valued operator G : R¢ —
ZRJ, such that for all z € R¢ :

0G(z) ={z e RY: Yy e RY, G(z) < G(y) + (z,x — y)}

We also recall the definition of the proximal operator which is the basic tool for FISTA algorithm.
If G is a lower semi-continuous, proper and convex function, the proximal operator of G is the operator
Proxg : H — R, such that :

2
Proxg(z) = argmin{G(y) + M} Vo € R? (2.1)
yERA 2

Here we must point out that the proximal operator is well-defined, since by the hypothesis made on G,

2
for every z € R?, the function y — G(y) + @, has a unique minimizer.
Equivalently the proximal operator can be also seen as the resolvent of the maximal monotone
operator 9G, i.e. for all z € R* and ~ a positive parameter we have that :

Prox.,q(z) = (Id +v0G) " (z) (2.2)

For a detailed study concerning the subdifferential and the proximal operator and their properties,
we address the reader to [12].

Finally, for a sequence of {f,},ecn defined in X* (the dual of a Banach space X), we will use the
classical notation for weak-star convergence to f with the symbol —=*, ( f,, =* fin X* ) i.e.

(fn0) = (f.0) VoeX (2.3)



3 Existence of a solution of (DI

3.1 Shock solutions

In this section we will present the results concerning the existence of a solution of (DI). As mentioned
before for most of these results we address the reader to [5] and [29].
Let us recall the system (DI]) with some initial condition

E(t) + ba(t) + OF (z(t) 2 0
x(tp) =x9 € D(F) and &(tg) =vg € Tszy(o)

where Tk denotes the tangent cone of a closed convex set K ,i.e. for all z € K.

Ty (z) = {—=

:s>0,u€ K}

As already mentioned the system falls into the one studied in [29] : &+ OF(z) > h(t,z, %) for
a general continuous function h from R x R? x R to R? and Lipschitz in its last two arguments with
respect to the first one.

Here we recall the basic results concerning the existence of a solution fo . For a detailed
presentation and proofs of these results, we address the reader in [29].

Definition 3.1. Let I = [ty, +00). A function x : I — R? is an energy-conserving shock solution of
(D) if the following conditions hold :

1. x € COY([tg, T); RY), for all T >t i.e. x is a Lipschitz continuous function
2. i € BV ([to, T]; RY), for all T >
3. z(t) e D(F), forallt € I,
4. For all ¢ € CL(I,R*) and v € C(I, D(F)), it holds :
r b
| o) - o < i+ 3 0 - o (31)
In fact we have that holds almost everywhere in I

5. x satisfies the following energy equation
o2 L 2 ‘b 2
F(x(t) = F(zo) + 5ll2@)I" = Sllvll” + | ~ll(s)["ds =0 (3-2)
to

almost everywhere in I
We have the following existence result ( see Theorem 3.1 in [29]).

Theorem 3.1. Under the hypotheses H1|., I@., H.@ and H. made on F', the inclusion admits
a solution x in the sense of Definition In fact we have that holds a.e. in I

Following [29] we consider the Moreau-Yosida approximation of OF, which we denote as VF, and
for all v > 0 we consider the following approximating ODE :
() + Ly () + VF, (24(1)) .9 0 (ADE)
zy(to) =20 € D(F) and &,(to) = vo

We will give a sketch of the proof of Theorem [3.]] since we will use some of its elements in the
following section. For a full proof we address the reader to [29].

The schema of the proof is classic. Find some a-priori estimates for the family of solutions {x,},>0
of and its derivatives {@}y>0, {Z,},>0 and then conclude by extracting a subsequence which
converge to a solution of in some suitable space.

In particular we have the following Theorem ( see proof of Theorem 3.1 in [29]) :



Theorem 3.2. Let {F,},~¢ a family of functions such that VF, is the Moreau -Yosida approzimation
of OF for all v > 0. There exists a subsequence {x~}~o of solutions of (ADE) that converge to a shock
solution x of (DI)) in the following sense :

Al z, 7 uniformly on [to, T] for all T >ty
v

A.2 &y — i in LP([to, T); RY) , for all p € [1,+00), for all T > tg AS
Y=

A.3 F,(zy) — F(z) in LP([to, T); R?) , for all p € [1,+00), for all T > tg
Y=

In order to prove Theorem and we make use of the following a-priori estimates for the
approximations {z-},>0. In particular we have the following :

Lemma 3.1. Let {x},>0 be a family of solutions of (ADE) for any~y >0 . Then :

sup{{[|@+ [| oo 85[0} < 400 (3.3)
v>0

Lemma 3.2. Let {x,},>0 be a family of solutions of (ADE) for any~y >0 . Then :

jg]g{{HVFW(mv)Hp {l&4 [} < +o0 (3.4)

From Lemmag3.1| and one can extract a subsequence -still- denoted as {2 },~0 which converges
according to the approximate scheme (LAS) to a solution of (DI) in the sense of Definition

3.2 The case of D(F) = R?

In the case when D(F) = R%, one can expect more regularity over the solution x of (DI)). In particular
we have the following corollary.

Corollary 3.1. Under the hypotheses ,, F@., H@ H,, if we suppose additionally that D(F) = RY,
then the differential inclusion admits a solution x in the sense of Definition such that :
x € W2 ((to, T); RY) N CY([to, +00); RY), for all T > tg, i.e. x is defined everywhere in [tg, +oc0) and
differentiable with locally Lipschitz gradient.

Remark 3. Notice that when D(F) = R?, the function is continuous ( as it is convex in R?), hence the
lower semi-continuity property of hypothesis H[]is automatically satisfied.

In order to achieve this supplementary regularity for the solution x, we use the following Lemma :

Lemma 3.3. Let {x,},>0 be a family of solutions of (ADE) for v > 0. Then :

sup{[[i, o} < 400 (3-5)
>0

Proof. In fact by Lemma [3.1| we have that {||z,| . }y>0 and {||Z|| }y>0 are uniformly bounded with
respect to 7. By using Lemma we deduce that the family {||VF,(z,)| . }y>0 is also uniformly
bounded with respect to v sequences. Finally by invoking equation , we obtain that {Z,}y>0 is
uniformly bounded with respect to ~. O

Proof. By estimations and we deduce that {z},~0 is bounded in W2 (ty,T); R%). By
using the fact that W2°°((to, T); RY) C C11([to, T); RY) € C([to, T); R?) ( see Theorem 4.5 in [20] and
Theorem 1.34 in [I), we deduce the existence of a subsequence (still denoted as) {z-},>0 that converges
to a function x in C1([ty, T]; RY).

Furthermore, as 7., is bounded in L>((to, T'); RY) and L>((to, T'); R¢) can be identified with the dual
space of L'((tp, T); R?), we also have ( that is the Banach-Alaoglu Theorem ) that, up to a subsequence
( here we extract from the subsequence considered before ) still denoted by {Z,}>0, :

iy —=*u  in L®((to, T); RY) (3.6)

where by uniqueness of the limit (in the distributional sense) we have that & = u € L>®((to,T); R?).
Hence we have that x € € ([to, T]; RY) N W2 ((to, T); RY).



In fact for all ¢ € IN*, one can construct the sequences (of sequences) of functions {{xZ(y)}v>0}i€W

as follows : ) ) )
~ A o0
"L‘h(’y) fy—>—>0 X € “f ’ ([t07 tO + 1])

&7 = 22 e W ([to, to +2])

Ty € W2 ([to b0+ i)

in a way that every time we extract a subsequence {m:’(’i)}vw from the subsequence considered before
{xz(w)}npo , for every i € IN*. By diagonal extraction we consider the sequence of functions {xz(l/i)}iem.
We then define the sequence of functions {w;}ien in [to, +00), as the W2 ([to + i, +00)) extensions of
Th1/4) for all i € IN. By this construction there exists a function = : [ty, +00) — R? such that the

sequence of functions {w; };en converges to, with respect to the Wlicoo ([to, +00)) norm. This shows that
x € W2 ((to, T); RY) N CL([to, +00); RY), for all T > .
O

4 Asymptotic behavior of the trajectory

In this section we are interested in the asymptotic properties of a solution of . As the regularity of
such a solution depends on the domain of F', we will split the presentation into two parts, one which
treats the case of a shock solution and the other concerning the case when D(F) = R¢. In what follows
we denote z* a minimizer of F and W (t) = F(x(t)) — F(x*).

4.1 Energy estimates for shock solutions

For A > 0 and £ > 0 we define the following energy-function :

Ene(t) =W (1) + %II/\(:C(t) — )+t (b)) + g\lx(t) —a|? (4.1)

This function can be seen as the negative entropy up to the balanced distance %Hx(t) — 2*||°. This
functional was considered in [3I] and in [6] in order to deduce some fast convergence asymptotic behavior
for W (t) and ||&(t)| as well as the convergence of the trajectory to a minimizer 2* . Here in the same
way, one can obtain the same fast convergence properties for a shock solution of . The difficulty
comes from the fact that the solution is not everywhere differentiable, hence we can not differentiate
directly £y ¢. Nevertheless by an approximating scheme we deduce the same bound estimates for W (¢)
and ||z(¢)|| as in [6] hold for almost every ¢ > t.

For the asymptotic properties of a shock solution we will systematically make use of its approximative
scheme in the spirit of the study made in [5]. Let {2} >0 a suitable subsequence of solutions of
such that the approximating scheme (\AS) holds, i.e. :

Al z, A uniformly on [0,T] for all T > 0
A.2 i, = @ in LP([tg, T); RY) , for all p € [1, +00), for all T > t,
A.3 F,(x,) m F(z) in LP([te, T]; R?) , for all p € [1,+00), for all T > t,
We will also use the following notation W, (t) = F,(x(t)) — Fy(z*), for all v > 0.

£76(1) = W) + 5 INa (1) — 2) b ()] + Sy () — 2] (12)



By differentiating we find :

%51,5(15) = 2tW, (t) + t*(VE, (2 (1)), &+ (1)) + &(24 (1), 24 (1) — 27)
+ (A + D)y (2) + b (8), Ay (£) — %) + L4 (2))
(ADE) = 2tW, () + t*(VE, (2 (t)), () + &+ (1), 24 (t) — 27) (4.3)
+ (A +1=b)iy (1) = tVE, (2(1)), Mz, (1) — 27) + tdy (1))
= 2W,(£) = H{V E, (24(1)), @y () — &*) + (A + 1 = b}t (1)
+(EF AN+ 1 =0)) (@ (1), 24 (1) — 2¥)
By choosing £ = A(b — A — 1) and the convexity of F, we find :

D65 () = 2, (1) ~ (Ve (1)), 2 (1) = 27) + (A4 1= D)t 1)

< (2= WL (1) + (A + 1 = bt ()|

4.1.1 The case of high friction b > 3

In this paragraph we study the case where the friction parameter b in (DI is high i.e. we consider b > 3.
We have the following Lemma :

Lemma 4.1. Let x be a shock solution of and b>3. For§ =Xb—XA—1) and2 <A <b—1 the
function Ey ¢ is essentially non-increasing, i.e.

Ene(t) <Ene(s) forae tog<s<t (4.5)
In particular Ex¢(t) < Exe(to) for a.e. t >ty

Proof. Following [6], as b > 3 by choosing 2 < A < b—1 in , we have that %5175(15) <0 for all
7 > 0. Hence &) ; is non-increasing in [tg, +00). In particular for 2 <A <b—1and { = A(b— A — 1),
we have :

Exe(t) <El(s) forae to<s<t (4.6)

Let T > to. By extracting a suitable subsequence when v — 0 in (4.6)), thanks to the approximation
scheme (AS), we obtain :

Ene(t) <Enels) forae tog<s<t<T (4.7)

Since T' > to is arbitrary, we deduce that £y ¢(t) < Exe(s) forae. top < s < t and in particular
Exne(t) < Exelto) for ae. t >ty , which concludes the proof of this Lemma. O

Theorem 4.1. Let x : be a shock solution of (DI)) and x* a minimizer of F. Then, there exist some
positive constants C1,Cy > 0, such that for almost every t > tg, it holds :

C C
Wi(t) < t—; and  ||z(@t)] < 72 for a.e. t >t (4.8)
In addition if b > 3, we have :
+0o0 +oo 9
/ W(t)dt < +oo  and / 1) |t < +oc (4.9)
to to

Proof. Since &, ¢ is essentially non-increasing, for 2 < A < b — 1 we have :
W (t) < Exelt) < Ene(ty) < +oo forae. t >ty and

HlE@I < /Exe(t) + esssup{la(t) — 27} < 4/ Exelto)+ess sup{[lz(t) — 271} (4.10)

< 400

which concludes the first point of the Theorem with C1 = €y ¢(to) and Co = \/Ex £(to) +ess sup{||x t)—
x|}



Here we must stress out that since F' is coercive and F(z(t)) essentially bounded, it follows that
|z(t) — 2*]|, is also essentially bounded.
For the second point, for b > 3, by choosing A = b — 1 in (4.4]) we obtain :

d
%51,5(15) < (3 —=Db)tW,(t) (4.11)
By integrating in [tg, T], we have :
T
/to tW,(t)dt < &) ((to) — & (T) < &) ¢(to) < +00 (4.12)

By passing to the limit (up to a subsequence) when 4 — 0 thanks to the convergence scheme (.AS)
we deduce that : [ tf tW(t)dt < & ((to) < +oo Since the last inequality hold for all T' > ¢y, we obtain
S tW(t)dt < 400 .

In the same way for A =2 and b > 3 in , we find :

986(0) < 3Dyl () (113)

where by integrating and passing to the limit when v — 0 we find ft:w | (t) |*dt < +oo which concludes
the proof of Theorem [{.1] O

Fast asymptotic convergence to a minimum
The last Theorem asserts that for b > 3, W (t) and ||&(t)||? is of order of O(t™%) a.e. asymptotically.
Nevertheless for b > 3, this order can be improved to one of 0(t‘2) a.e.

Theorem 4.2. Let b > 3, x a shock solution of and x* a minimizer of F'. Then

ess lim t*W(t) =0 and ess tlim t||z(t)] =0 (4.14)
— 00

t—o0

Proof. First of all, we consider the following energy function :

mw:ﬂwawéﬁﬂnwzo (4.15)

and its approximation, for all v > 0 and z, solution to (ADE] :

t2
ww:ﬁ%w+§MNWZO,WEMAw) (4.16)

By differentiating, we have :

d
CUL (1) = 202,y (1) + 20y, (1)) + 2605 (1) + ()] (4.17)
By using (ADEJ|) and b > 3, we find
d
LU (1) = 260, 6) + (1~ Byt (] < 2677, (1) (4.18)

We now define the function ©.(t) = U,(t) — ftto 2sW,(s)ds. By definition, © has non-positive
derivative, hence it is non-increasing, i.e.

0,(t) £O,4(s) Vip<s<t (4.19)

By passing to the limit in up to a subsequence when v — 0, thanks to the convergence scheme
(AS), we obtain that the function O(t) = U(t) — ftto 2sW (s)ds is essentially non-increasing. In addi-
tion from Theorem for b > 3 we have that ¢W (t) is integrable, therefore the function © is essen-
tially bounded from below. Since it is also essentially non-increasing, it is essentially convergent i.e. :
ess tlggo O)=1leR



As a consequence we have that U(t) is also essentially convergent when ¢ — +oco with :

+oo
ess lim U(t) = ess ligrn O(t) + / 2W () dt € R (4.20)
—+oo

t——+oo to

Finally since b > 3, by Theorem [4.1 on a :

+oo 1 +o0 1 +oo 9
/ EU(ﬁ)dt:/ tW(t)dt+§/ Hla@)|? dt < +oo (4.21)
t

0 to to

As f;roo +dt = +oo and U(t) is essentially convergent when ¢ — +o00 , we deduce that ess tlim Ut) =
— 00

0. This together with the positivity of t?W () and % ||#(t)||* a.e. allow us to conclude the Theorem. [

Convergence of the trajectory to a minimizer
Lastly, for b > 3 we show that the trajectory {z(t)};>, converges to a minimizer. More precisely
we have the following Theorem.

Theorem 4.3. Let = be a shock solution to (DI). For b > 3, we have that the trajectory {x(t)}i>1,
converges asymptotically to a minimizer x* of F.

For the proof of Theorem [£.3] we use the continuous version of Opial’s Lemma for which we omit the
proof ( for more details see [28] or Lemma 4.1 in [g]) :

Lemma 4.2. Let S C R? be a non-empty set and x : [tg, +00) such that the following conditions hold:
1. lim |jz(t) —z*|| € R, forallz* € S

t—+oo
2. Every weak-cluster point of x(t) belongs to S
Then we have that x(t) converges weakly to a point of S as t — +00.

Remark 4. We will invoke the previous Lemma with S = argmin F'. In fact Opial’s Lemma holds true
for a general separable Hilbert space , but in our case as R? is finite-dimensional, we also deduce strong
convergence of z(t) to a point of S.

Proof. By Theorem for b > 3 and suitable A and £ the energy function & ¢ is essentially non-
increasing and bounded from below (at least by zero ), so it is essentially convergent. By developing
the term ||A(@(t) — 2*) + t@(¢)||* in the definition of Ex¢, we have :

N +¢
2
Since by Theorem for b > 3, ess tlim t2W(t) = 0 and ess tlim t|z(t)|] = 0, from (4.22)), we

—00 —00

deduce that ||z(t) — x*|| essentially converges with :

Exelt) =W (t) + 2| (8)))7 + M(a(t) — *, @(t) + |z(t) — z*|? (4.22)

260 ¢(t
ess lim ||z(t) — z*|| = ess lim 2e(t) (4.23)
t—o00 t

—00 A2+ E
Since z is Lipschitz continuous function we deduce that tlim |lx(t) — «*|] € R. This shows that the
—00

first condition of Opial’s Lemma is satisfied.
For the second condition, let Z be a weak-cluster point of the trajectory x(¢), when ¢ — 400. By
lower semi-continuity of F', we have that :

F(z) < litm inf F(z(¢)) (4.24)
— 00
By Theorem [4.1| we have that ess tlim F(z(t)) = F(z*), where * is a minimizer, so that € argmin F,
— 00

which shows that the second condition of Opial’s Lemma is satisfied, therefore we can conclude the
proof by applying Opial’s Lemma. O
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4.1.2 The case of low friction 0 < b < 3

In this paragraph we investigate the asymptotic properties of a shock solution when the friction param-
eter is low, i.e. b € (0,3). Our analysis follows the one made for the solutions of the differential equation
(1.2) ( see [II] and [7]). Here we extend this analysis into the non-differential case. For this purpose,

for A\=2 E=AA+1-b)= %_b) >0and c=2— 2 >0, for all t > ty, we consider the following
energy- functlon

M) = t728.c0) = (W00 + 5115 a0 - ﬁ)wﬂmﬁ+mﬁgbﬁuwfw) (4:25)

Proposition 4.1. H is essentially non-increasing function, i.e. for almost every s,t > tgy, such that
s < t, we have H(t) < H(s) ( see also Lemma 3.1 in [5]).

As before in order to prove we will consider the approximating scheme (AS)
Proof. We recall that from (4.3)), for all ¥ > 0 we have

%Ez,g(t) = 20W, (1) = M(VE, (24 (8)), 24 (8) = 27) + (A + 1 = bt (1)

(4.26)
+ (E+ AN+ 1 =0)) (@4 (t), 24 (t) — z%)
By convexity of F, we have :
d .y . 2
° <(2- 1—
D E36(1) < (2= NIW, (1) + (A + 1= b 1) )
(€4 A+ 1= ) (i (8), 25 (1) — 27)
In addition by definition of £ ., by developing the term [[A(z(t) — 2*) + ti (1)), we find :
: 2 y N +9) ‘
iy ()1 = 2E70) - 200,(6) — 22 1) — 2., (1)~ O Dty ot (428)
By injecting the last equality into (4.27)), we obtain :
d ., 2\ +1—b) (N +EA+1-b) 5
— < 4N - ey _ _ ¥
L6760 < + 225105 (1 : s (1) — | 129)
+ (26 = 3MNEW, (1) + (£ = AN +1 = b)) (@ (), 2 (t) — ™)
For A\=2 ¢ =X A+1-b)>0andc=2—2  we obtain :
~ E’Y 72b(9—b2) o2
L83e0) < 587.e0) - 2O 1) - %) (430)
which is equivalent ( by multiplying both sides by ¢7¢ ) to
_.d e 20(9 —b%) . .
4 g — et () < 2Pt () - 0P <0 (431)

If we name H, = 5175, for A = %b, & = A(A+1-0), the inequality (4.31)) shows that 7. has a non
positive derivative, for all v > 0. Hence H., is a non-increasing function for all v > 0, i.e. :

Ho(t) <H,(s) forallty <s<t (4.32)

By passing to the limit (up to a subsequence) and using the approximate scheme (LAS), we conclude
the proof of the Proposition. O

As a result of the previous proposition, in the same spirit as in the proof of Theorem [4.1] we have
the following theorem :

Theorem 4.4. Let x be a shock solution of and x* a minimizer of F. If 0 < b < 3, there exist

some positive constants C1,Co > 0, such that for almost every t > tg, it holds :

C
and ||z(t)| < t—z for a.e. t >t (4.33)
3

with C1 = Ex ¢(to) and Cy = \/Ex¢(to) —I—esssup{Haﬁ( ) —z*||} , where A =2 and ¢ = 2b(:; %)

W) <

u""‘ Q
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4.2 The case of D(F) = R?

In this section we present the results concerning the asymptotic analysis in the case when D(F) = R
In that case the regularity of a solution of allow to have finer results than in the previous paragraph.
In fact given the regularity W2 ((to, T); R?) N CL([to, +00); RY) of a solution = of (DI)), most of the
results presented here can be presented as direct corollaries from Theorems and ( remark
that when D(F) = R?, W(t) and ||#(t)|| are defined for all t >ty ). Nevertheless we give full proofs to
stress out the importance of this regularity of the solution in the case where D(F') is the whole space
R4,

In particular, as we will see, these proofs can be well adapted to the ones made in the differential
setting ( see |31, [6], [25], [11] and [7]) and there is no need to consider the Moreau-Yosida approximation
and pass through the different approximation schemes.

First, we recall the definition of an absolutely continuous function that we will use later ( see for
instance Example 1.13 in [19]).

Definition 4.1. Let [a,b] be an interval in [tg, +00). A function G : [a,b] — R is said to be absolutely
continuous if for every ¢ > 0, there exists § > 0 such that for every finite collection {[a;,b;]}ics of
disjoint subintervals of [a, b], we have

dbi—a)<s = D |Gb:) - Gla)| <« (4.34)

i€J i€J

Equivalently a function G : [a,b] — R is absolutely continuous if there exists a function v € L!(a,b),
such that

G(t) = G(s) + /tU(T)dT Va<s<t<b (4.35)

and in that case we have that G is differentiable a.e. in (a,b) with G(t) = v(t) a.e. in (a,b).

Remark 5. From the definition of absolute continuity ( in particular (4.35) ), it follows that an absolutely
continuous function with non-positive derivative a.e. in (a,b) is non-increasing.

Next we give the following Lemma which can be found in [I4] ( Lemme 3.3 ) and allows us to "

the chain rule for differentiation".

use

Lemma 4.3. LetT > to and F be a convex, lower semi-continuous, proper function and x € W42((ty, T); R?).
Let also h € L?((to, T); R?), such that h € OF (x(t)) a.e. in (to,T). Then the function Fox : [tg, T] —
R is absolutely continuous in [to, T] with :

L]

dt

In fact, for any T > to, if z : I — R? is a solution of in W2>((tg, T); R?), we have in
particular that z € W12((¢y,T)) and the function h(t) = —#(t) — 2i(t) is in L2((to, T); RY).

¢
In view of Lemma W (t) is absolutely continuous in [tg, T] with :

(F(z(t)) = (z,4(t)) Vze dF(z(t)) ae in(t,T) (4.36)

W(t) = (z,&(t)) Vze€dF(x(t)) ae. in (ty,T)

In addition as & € W1 ((ty, T); R%), it is in particular Lipschitz continuous in (to,T) ( see char-
acterization of W1 space, Theorem 4.1 in [23] or Theorem 4.5 in [20] ), therefore it is absolutely
continuous in [tg, T]. As a consequence we have the following proposition.

Proposition 4.2. Let T > tg. The energy Ex ¢ is absolutely continuous on [to, T| with :

%Sm(t) < @2=MW(E) + (E+ AN+ 1 =) (@), z(t) — ") +(A+1 - b)t||(t)]?
a.e in (to,T)

(4.37)

Proof. By definition £, ¢ is an absolutely continuous as sum of absolutely continuous functions. In
addition, by Lemma let z € OF(x(t)) such that holds. We have

%6}\75(7&) = AW (t) + 12(2,2(t)) + (A + D)(t) + t&(t), Max(t) — %) + ti(t))
+&(x(t) — 2%, &(t)) aein (to,T)

(4.38)
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By using that z(t) is a solution of (DI)), we obtain :

%E,\,g(t) = W () — M{z(t) — ) + (€ + A+ 1 — ) ((t), 2(t) — 2°)

(4.39)
+ A+ 1=b)t|z@®)]* aein (t,T)
Finally by using that z € OF (z(t)) by definition of the subdifferential, we deduce that :
%5,\,5(75) S@=MW({) + (E+AA+1 =) (@), x(t) —a")+(A+ 1 — b)t||a:(t)]) (4.40)
a.e in (to,T)
which concludes the proof of Proposition [4.2] O

4.2.1 The case of high friction b > 3

Corollary 4.3. For any § = A(b—A—1) and 2 < X < b—1, the energy-function Ex ¢ is non-increasing
in [to, +00)
Proof. By relation (4.37) of Proposition if we choose { =A(b—A—1)and2<A<b-—1,asb>3,
we have that : J

Eé’)\,g(t) <0 aein (t,7T) (4.41)

Since &) ¢ is absolutely continuous on [ty, T'| with non-positive derivative a.e. in (t9,T), we deduce
that €, ¢ is non-increasing in [¢g, T]. Since this is true for every T > t(, in view of continuity of £y ¢, we
have that £ ¢ is non-increasing in [tg, +00). O

Remark 6. Here we must point out that the absolute continuity of £ ¢ is essential, since by (4.41)), and
supposing only continuity of £y ¢, one cannot conclude directly that & ¢ is non-increasing.

In view of the previous Lemma and the non-increasing property of £, ¢, as in [6], we have the following
Theorem. Its proof -which we omit- is similar to the one made before for Theorem (4.1)) without need
to consider the approximating energy function {E:\Y)g},yw, due to the regularity of £ ¢.

Theorem 4.5. Let x € W2 ((to, T); RY) NCY([tg, +o0); RY) , VT > to, be a solution of and * a
manimizer of F'. Then, there exist some positive constants C1,Cy > 0, such that for all t > tg, it holds :

<C1

W(t) < = and ||z(t)] < - (4.42)
In addition if b > 3, we have :
+oo too 9
/ W(t)dt < +oo  and / 1) | dt < +oc (4.43)
to to

Fast asymptotic convergence to a minimum As in the case of shock solutions, for b > 3, we
can expect a slightly better convergence rate for W (t) and ||4(¢)|| than the ones given in Theorem [4.5
In fact, as before, the regularity of the solution allows to proceed as the analysis carried out in the
differential case( where F is differentiable) in [25].

Theorem 4.6. Let b > 3, x € W3 ((ty,T); R?) N C([to, +00); RY), VT > to a solution of and
x* a minimizer of F'. Then

lim *W () =0 and Jim #|3(t)]| = 0 (4.44)
—00

t—o0
In other words : W (t) = o(t™2) and ||&(t)|| = o(t™})

Proof. The proof follows the one of Theorem without need to pass from the approximate scheme.
Let T > to. Since U is absolutely continuous on [tg, 7] as sum of absolutely continuous functions,
by Lemma [4.3] for a z € OF (z(t)) such that (DI) holds, we have :

d . .. ; 2
U ) = t2(=, () + 1245, (1)) + 2W (2) + t] (1) (4.45)

= AW (t) + (1 = b)t||2(t)||> < 2W(t) a.e. in (to,T)
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If we consider the positive part of £U(t), i.e. [LU(t)]4(t) = maz{0, LU(t)(t)}, for all t > t, we
obtain :

[th(t)} N <2tW(t) ae. in (to,T) (4.46)

By Theoremfor b > 3, the term 2tW (¢) is integrable on [tg, T) for all T' > t;, and so is L‘ZtU(t)]
+

The function ©(t) ft [ (s } ds is an absolutely continuous function on [tg,T] with
+

negative derivative a.e. in (to, T), hence it is non-increasing in [to,7]. Since this is true for every
T > tg, in view of continuity of ©, we deduce that it is non-increasing in [tg, +00). From this point the
proof is exactly the same as the one made before for Theorem O

Convergence of the trajectory to a minimizer Lastly, we establish the convergence of the tra-
jectory towards a minimizer. In fact the result is already established in the case of shock solutions,
nevertheless -as already mentioned- here we give a proof in the spirit of the one made in [6], by exploit-
ing the regularity of the solution. More precisely we have the following Theorem.

Theorem 4.7. Let Let x € W ((ty, T); R?) N C*([to, +00); RY) for all T > ty, a given solution to
(DI). For b > 3, we have that the trajectory {x(t)}i>t, converges asymptotically to a minimizer x* of
F.

Proof. As in proof of Theorem we will use Opial’s Lemma. In order to apply Opial’s Lemma, we
define : (t) = 3[lz(t) — 2*||. Let T > to. As x € W2*((to,T);H) we have in particular that & is
differentiable almost everywhere in (to,T) with derivative &, so that :

Q/J(t) = (&(t),z(t) —2*) and Q/J(t) = ||x(1f)||2 + (&(t),z(t) —z*) a.e. in (to,T)
By using (DI)), for a z(t) € OF (z(t)) such that holds, we obtain :

¢a>+§¢a>=n¢anﬁ+«¢u>+§iaxxu>—zw
— [&®)]® = (2(t), 2(t) — 27) (4.47)
< #@I - W) < la@)]®  ae. in (to,T)

where in the first inequality we used that z(t) € OF(x(t)) and in the second that W (t) > 0.
Hence by multiplying both sides by t* we obtain :

tOh(t) + bt () < tlE(t)|]>  ae. in (to,T) (4.48)

By integrating over [tg, s] C (to,T) we find :

. tow(t
P(s) < 07/) 9 4 —/ b & (t | dt < —+—/ tb)| & (t | dt (4.49)
where C is a positive constant. If we consider the positive part of 7,21, we have :
. C I
RO N A ZOIR (450)
to

Hence, by applying Fubini’s Theorem, by integrating over [to,T], we have that :

1 |
/ (] ds<00/ / /thx dtds
to

= (b—1)Co(thb — 1Y) /tb||x()H (/ s~bds) dt (4.51)

to

< Cot(b-1) /Tt||:'c(t)|2dt

to
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Since, by Theorem for b > 3, the right-hand member of this inequality is finite for every T > tg, we
deduce that :

+oo |
[ s < o (4.52)

to
Hence if we consider the function 6(t) ft s)ds ¥t € [tg,+00), we have that 0 is
non-increasing and bounded from below on [to7 +oo) so it converges to its infimum O = ti;ltf {6(¢)}.
Zto
As a consequence we obtain that :

oo
lim (t) = 0o, +/ (], (s)ds € R (4.53)

t—o00 to

This shows that the first condition of Opial’s Lemma is satisfied.
For the second condition, let Z be a weak-cluster point of the trajectory x(¢), when t — +o00. By
lower semi-continuity of F', we have that :

F(7) < liminfF((t)) (4.54)

By Theorem we have that tlim F(z(t)) = F(«*), where z* is a minimizer, so that £ € argmin F,
—00

which shows that the second condition of Opial’s Lemma is satisfied, therefore we can conclude the
proof by applying Opial’s Lemma. O

4.2.2 The case of low friction 0 < b < 3

Let x € W22((tg, T); RY) N C([tg, +00); RY) for all T > t0 , be a solution to As in paragraph

for 0 < b < 3 we study the energy function H(t) = t~ CE,\ ¢(t) for all t > to, Where c=2-2
A= %b and £ = w. The function H is absolutely continuous on every interval [to, T] , VT > tg, as

a product of absolutely continuous function.
Proposition 4.4. H is a non-increasing function.

Proof. The proof follows the same arguments as in paragraph with some simplifications. From

(4.40) we have

d
6Nl < Q=N+ (€4 MO+ 1 =)0, al) — 2 1A+ 10RO,
a.e in (to,T)
By developing the term ||A(z ( ) — 2*) + t&(t)|| in definition of & and substituting in (as in proof
of Proposition , for \=2 ¢ =XA+1-b)>0and c=2— 2, we obtain :
d c 2b(9 — b?) w12
one() < 28e(t) - — o lla(t) — 27| ae. (t0,T) (4.56)

Hence, as H is absolutely continuous, we have :

2b(9 — b2)

—c—1 * |12
— <
e ) - 27 < 0

%H(t) —¢ et (t%&\,g(t) —crelt)) < - (4.57)

a.e. in (to,T)
Since H is absolutely continuous, after (4.57)), it is non-increasing in [tg,T] for all T > t5. By
continuity of #, it is non-increasing in whole [tg, +00) O
As a direct consequence of the non-increasing property of H, we have the following Theorem.

Theorem 4.8. Let v € W% ((to, T); R?Y) N C([to, +o0); RY) , VT > to be a solution of and x*
a minimizer of F. If 0 < b < 3, there exist some positive constants C1,Cy > 0, such that for all
t € [to, +00), it holds :

W< S and ) < O (4.5%)
ts t3
with C1 = Ex ¢(to) and Co = \/Ex¢(to) + Sup{Hx ||}, where A = 2 and &€ = 3717)

Finally we present that when 0 < b < 3, the convergence rate Ot —) of W (t), that Theorem
asserts is optimal.
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5 Optimality of convergence rate for 0 < b < 3

In this section we will study the differential inclusion (DI)), for 0 < b < 3 when F(z) = ||. This function
enters in the framework studied before and in particular D(F) = R.

In this case, Theorem [3.1 asserts that admits a solution x such that € W2 ((to,T); RY) N
C'([to, +00); RY), for all T > to. In addition, Theorem asserts that when 0 < b < 3, the convergence

rate of |z(t)| to zero is of order of O(t_%) asymptotically. We show that this order is optimal. In
particular we have the following Theorem.

Theorem 5.1. Let z be a solution of with F(z) = |z| and 0 < b < 3 such that x(to) # 0. Then
there exists a constant K1 > 0, such that for any T > 0, there exists t > T such that :

()] > 51

= T2
t3

(5.1)

Before proceeding to the proof, we must stress out some facts concerning the particular example of
F(x) = |z|.
Since the minimizer of F' is clearly zero (i.e. * = 0) and F is a convex, positively 1—homogeneous
function, we have :
W(t) = F(z(t)) — F(z*) = |z(t)| = (z,2(t)) with z € F(x(t)) (5.2)

In addition for any A\,& >0 :
1 .
Exc(t) = Pla(t)] + 3P (t) + 2O + Sla(0)? (5.3)

andfor)\:%b,ﬁzw>0andc:2—%b

M) = “Enelt) = 2 Ja0)] + - alt) + ()P + ()P (5.4)

2
In order to prove Theorem we will make use of the following Lemma :

Lemma 5.1. Let 0 < b < 3 and z a solution to such that x(tg) = ¢ > 0. Then tlim H(t)=1>0
— o0

Proof. Let T > tg. From (4.39) and ([5.2)) we have :

Exe(t) = (2= MW () + (£ + AN+ 1= b)) (@(t), z(t) — z*)+(\ + 1 = b)t]|a(t)]? (5.5)
a.e in (to,T) )
Since A = %b and £ = W > 0, by substituting the term ¢||i(¢)]|* as exactly done in the previous
paragraph, we find :

25(9 — b2)

T |z(t) — 2*|* a.e. in (to,T) (5.6)

. c
Exe(t) = z&\,g(t) -

Wherec=2—%b

By rewriting the previous equation in terms of H, we have :

. 2b(9 — b2
H(t) = —%fc*l\\x(t) — ac*||2 a.e. in (to,T) (5.7)
which in our framework can also be written as :
. 2 —_ b2
H(t) = —17(927;5)1?_0_1@(75)\2 a.e. in (to,T) (5.8)

By definition of H (5.4 and its non-increasing property, for all ¢ > to, we have :

27l (t)] < H(E) < H(to) (5.9)
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By injecting the last inequality into (|5.8)), we find :

y 2b(9 B b2) c—54c—2 c—2 2b(9 B bz) —
e S > R R 1 5
H(r) = — 2 () e (e)] 2~ e H (o) H () 65,10
a.e. in (to,T)
Hence if we set the functions ¢(t) = %ﬁ@t“‘l and W(t) = H(t)e¥® for all t > tq, we have
that 1) and ¥ are absolutely continuous with :
W(t) = e D (H(t) + EH(to)H(1)) >0 ae. in (t, T) (5.11)

where we used the relation for the last inequality.

From (5.11)), and the absolute continuity of ¥, we deduce that it is non-decreasing on every interval
(to,T) and since it is continuous we have that ¥ is non-decreasing function for all ¢ > .

Hence for all ¢t > tg, we obtain :

H(t) > H(to)e? T =1 > 34 (ty)e?t0) > 0 (5.12)

Since H is non increasing function and bounded from below, with gltf {H(t)} > H(to)e? ) > 0, we
Zto

have that lim H(t) =1 > H(to)e? o) > 0. O

We are now ready to give the proof of Theorem [5.1]

Proof. From relation [5.12] we have that :
Ene(t) = H(b)E > Kyt (5.13)

where K = H(tg)e? ).
Let T > tg. We distinguish four cases :

1. There exist some t; > T, such that :

1 K
A (ty) + ti(th)]? + §|x(t1)\2 < 7%5 (5.14)
Then from definition of €y ¢(t) and (5.13)), we deduce that :
K K
Bla(ty)]| > Kit§ — 71153 > 717:5 (5.15)

which concludes the proof.

2. There exists some t; > T such that #(t) = 0 for all ¢ > ¢5. By using the fact that E(t) =
2
t2x(t) + %\x(f)ﬁ and (5.13)), we have :

)\2
2la(t)] > Ko — 28

Ja(t)]? (5.16)
Since tlim |z(t)|? = 0, there exists some t > ¢, , such that |z(¢)|* < £1t§, hence we can conclude
— 00

as in the first point.

3. There exists some t3 > T such that z(t3) = 0. Since tlim |z(t)] = 0, there exists ¢ > t3 such that
—00

Z(t) = 0 thus we can use the previous point to conclude.

4. Finally we suppose that x(T) > 0 and that the sign of & is constant for all ¢ > T. Since
tlim |z(t)| = 0 we deduce that sign(&(t)) <0, for all t > T'. In addition for all ¢ > T', we have :
— 00

z(t) —z(T) = /T #(s)ds (5.17)

Since z(t) converges to 0, we deduce that for any 1 > 0, there exists ¢, > T' such that |t,&(t)| < 7.
Hence for any ¢, there exists t. > T, such that :

1
§|)\x(t€) +ti(te) ] + §|fc(t5)|2 <e (5.18)
thus we can conclude as in the first point.
This concludes the proof of Theorem [5.1] O
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A  Appendix

A.1. The Yosida approximation

For v > 0 and a maximally monotone operator A one can define the resolvent of A and the Yosida
approximation of A by J,(A) and A, respectively as follows :

1
Jya=Id+A)™" and A, = ;(Id —Jya) (A1)

Let ® : R — R be a proper lower semi-continuous and convex function and O® its subdifferential.
Then 09 is a maximally monotone operator and for v > 0, one can define :

1
Vo, = a(Id —J,) where J,p = (Id+0®)"! (A.2)
In particular we have :
D, () = min{P(y) + M} and J,e(r) = argming ®(y) + M (A.3)
K yERC 2y K y€ERE 2y

Lemma A.1. The following convergence property holds (see Proposition 2.11 in [T]]]) :

®.,(z) S ®(x) VreR? (A.4)

y—0
A.2. Subdifferential properties

The following Lemma shows that the subdifferential of a convex function defined in R?, preserves
the boundedness of sets.

Lemma A.2. (see Proposition 4.14 in [19])
Let g : R* — R be convex function and let K be a bounded set in R?. Then the set :

A= og(x)
reEK

18 bounded.

Proof. By contradiction we assume that there exists a subsequence in A noted as {z,}nen such that
zn € Of (zy,) for all n € N and z, — +00, where {,, }nen is bounded (z, € K for all n € IN).

From boundedness of {x,, },en we deduce that up to a subsequence still noted as {z, }nen we have
that 2, — 2 € K. For all n € IN we define the sequence {e, }nen as

_{u"| if 2, #0
en =

1 otherwise
It is clear that |le,|| < 1, hence there exists a subsequence noted again as {e, }nen such that e,, — e €

From the definition of subdifferential, as z, € f(z,), we have that :
g(xn +en) = 9(xn) = (zn,€n) = [[za]| VR €N (A.5)

By taking the limit to n — 400 from continuity of g ( since it is convex on an open set in a
finite dimensional space ) we obtain that the Left-Hand-Side of the previous inequality converges to
g(x + €) — g(x) which is finite. On the other side by hypothesis we have that ||z,| diverges to infinity,
which leads to a contradiction. O
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