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PART I∗
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Abstract. We propose a new discretization method for the Stokes equations. The method is
an improved version of the method recently presented in [C. Lehrenfeld, J. Schöberl, Comp. Meth.
Appl. Mech. Eng., 361 (2016)] which is based on an H(div)-conforming finite element space and a
Hybrid Discontinuous Galerkin (HDG) formulation of the viscous forces. H(div)-conformity results in
favourable properties such as pointwise divergence free solutions and pressure-robustness. However,
for the approximation of the velocity with a polynomial degree k it requires unknowns of degree k
on every facet of the mesh. In view of the superconvergence property of other HDG methods, where
only unknowns of polynomial degree k−1 on the facets are required to obtain an accurate polynomial
approximation of order k (possibly after a local post-processing) this is sub-optimal. The key idea
in this paper is to slightly relax the H(div)-conformity so that only unknowns of polynomial degree
k−1 are involved for normal-continuity. This allows for optimality of the method also in the sense of
superconvergent HDG methods. In order not to loose the benefits of H(div)-conformity we introduce
a cheap reconstruction operator which restores pressure-robustness and pointwise divergence free
solutions and suits well to the finite element space with relaxed H(div)-conformity. We present this
new method, carry out a thorough h-version error analysis and demonstrate the performance of the
method on numerical examples.
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1. Introduction and structure of the paper. In the recent paper [24] a new
finite element discretization method for the incompressible Navier-Stokes equations
has been presented. It is based on an efficient time integration scheme which allows
to split the Navier-Stokes problem into two simpler subproblems, a Stokes-type prob-
lem and a hyperbolic transport problem. For both subproblems specifically taylored
methods have been applied. In this work we turn our attention to the numerical
treatment of the Stokes problem in a velocity-pressure formulation:{

−ν∆u +∇p = f in Ω,
div(u) = 0 in Ω,

(1.1)

with boundary conditions u = 0 on ΓD ⊂ ∂Ω. Here, ν = const is the kinematic
viscosity, u the velocity, p the pressure, and f is an external body force. At the
heart of the present contribution lies the modification of the previously considered
H(div)-conforming hybrid discontinuous Galerkin finite element method resulting in
a reduction of the gloablly coupled unknowns occuring in the linear systems.
Beside other purposes, the aim of abandoning H1-conformity and consider an H(div)-
conforming discontinuous Galerkin (DG) method instead is to find a suitable approx-
imation of the incompressibility constraint. This leads to a discontinuity only for the
tangential part of the velocity and was introduced in [10, 11] and for the Brinkman
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Problem in [19]. Nevertheless DG methods are considered to be much more expen-
sive compared to a continuos Galerkin (CG) method when it comes to solving linear
systems. This is mainly due to the dramatically increased numbers of globally cou-
pling degrees of freedom. An approach to overcome this drawback is the concept of
hybridization. In a hybrid or hybridized methods, discretizations are separated into
two parts: local problems (with only local approximation spaces) and transmission
conditions that are formulated in terms of facet unknowns on the skeleton of the
mesh. Hence, even more unknowns are introduced on the skeleton but nevertheless
this leads to two major benefits. First, the coupling between elements is reduced and
secondly, the structure of the coupling allows for static condensation of the element
unknowns, see [8, 24, 23]. Hybrid discontinuous Galerkin (HDG) methods are also of
interest due to their capability of providing a superconvergent post processing. This
step allows to reconstruct interior element unknowns resulting in an accuracy of order
k + 1 in the volume when we use polynomials of order k on the skeleton. In [24] a
similar result was achieved by the usage of projected jumps. The idea is to use only
polynomials of order k−1 on the skeleton and introduce a projection on the occurring
jump terms. This reduction of the polynomial order has no impact on the accuracy
of the method, thus can be seen as an approach to obtain superconvergence. Still,
this technique only results in a reduced coupling of the tangential part. This work
considers an approach how to reduce also the coupling with respect to the normal
component. Where an H(div)-conforming method demands normal continuity of the
velocity, i.e. [uT ·n]F = 0, we only impose a relaxed continuity Πk−1

F [uT ·n]F = 0. This
allows facet jumps of the normal components in the highest order modes resulting in
discrete divergence free approximations with optimal order of convergence.

A weak treatment of the incompressibility constraint using mixed finite element meth-
ods results in velocity error estimates which dependent on the pressure, i.e. they are
not pressure robust, [16]. This may result in a bad velocity approximation when
the irrotational part of the right hand side is dominant. Under this perspective one
also speaks of poor mass conservation, since large velocity errors are accompanied
by large divergence errors. In [26] the problem is analyzed and a reconstruction is
presented to retrieve pressure robustness. This reconstruction maps discrete diver-
gence free testfunctions onto exactly divergence free test functions and is applied
only on the right hand side. This approach was performed for several elements using
discontinuous pressures [26, 7, 25, 16, 27] and recently continuous pressure elements
[21, 20]. For H(div)-conforming finite element methods discrete incompressibility
implies pointwise incompressibility and render the methods automatically pressure
robust. These methods have been investigated for incompressible flow problems in
a.o. [11, 18, 17, 24, 13, 33]. A relaxed H(div)-conformity results in only discretely
divergence free approximations and thus leads to a lack of pressure robustness. For
this we present a simple reconstruction and provide numerical examples revealing the
benefits of the modified Stokes discretization.

We note that we only treat an h-version error analysis here. The hp-version error
analysis of the method will be treated in a forthcoming paper. Furthermore we want
to refer to section 1.2 in [24] for a more detailed summery of works considering a
discontinuous Galerkin approach.

Main contributions and structure of the paper. In section 2 we introduce new
finite element methods. We start with a basic method using an HDG formulation
with relaxed H(div)-conformity. Further, we introduce a reconstruction operator to
restore solenoidal velocity fields. Based on this operator we then define a modified
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pressure robust discretization. The relaxed H(div)-conforming finite element space
and the use of the reconstruction operator represent the first main contribution of
this manuscript. Together, both allow to improve the computational efficiency of
the underlying method while recovering the desirable properties of corresponding
H(div)-conforming formulations. To the best of our knowledge, the method is the
first HDG method for the Stokes equations that provides solenoidal solutions, pressure
robustness and superconvergence properties simultaneously.

The second main contribution of this paper is the presentation and characteriza-
tion of a basis for the (relaxed) H(div)-conforming finite element space. We devote
section 3 solely to aspects of these spaces, their bases and a reconstruction operator
to map relaxed H(div)-conforming functions to H(div)-conforming functions. The
construction of the basis is non-standard and the efficient realization of the recon-
struction operator heavily relies on the choice of basis functions. This section is the
most technical part of the paper. We note however that the remaing part of the work
can be understood without it. A thorough a priori error analysis of the proposed
methods, which represents the third main contribution of this paper, is carried out in
section 4. We conclude our work with numerical examples in section 5 which confirm
the theoretical findings.

2. Relaxed H(div)-conforming HDG methods for the Stokes problem.

2.1. Preliminaries and Notation. We begin by introducing some prelimi-
nary notation and assumptions. Let Th be a shape-regular triangulation of an open
bounded domain Ω in Rd with a Lipschitz boundary Γ. By h we denote a character-
istic mesh size. We note that h can be understood as a local quantity, i.e. it can be
different in different parts of the mesh due to a change in the local mesh size. The local
character of h will, however, not be reflected in the notation. The element interfaces
and element boundaries coinciding with the domain boundary are denoted as facets.
The set of those facets F is denoted by Fh and there holds

⋃
T∈Th ∂T =

⋃
F∈Fh

F . We
separate facets at the domain boundary, exterior facets and interior facets by the sets
Fext
h , F int

h . For sufficiently smooth quantities we denote by [·]F and {·}F the usual
jump and averaging operators across the facet F ∈ F int

h . For F ∈ Fext
h we define [·]F

and {·}F as the identity.
We restrict to the case where the mesh consists of straight simplicial elements T .

Further, in the analysis we consider only the case of homogeneous Dirichlet boundary
conditions to simplify the presentation. By Pm(F ) and Pm(T ) we denote the space of
polynomials up to degree m on a facet F ∈ Fh and an element T ∈ Th, respectively.
By Hm(Ω) we denote the usual Sobolev space on Ω, whereas Hm(Th) denotes its
broken version on the mesh, Hm(Th) := {v ∈ L2(Ω) : v|T ∈ Hm(T ) ∀ T ∈ Th}. At
various parts we use the notation (·, ·)ω as the L2 product on a given domain ω.

In the discretization we introduce element unknowns which are supported on ele-
ments (in the volume) and different unknowns which are supported only on the skele-
ton of facets. We indicate this relation with a subscript F for unknowns supported
on the skeleton of facets and a subscript T for unknowns that are also supported on
volume elements. For the discretization of the velocity we use both type of functions
and denote the compositions of volume and facet functions by uh = (uT , uF ). For
restrictions of a function uT (uF ) to individual elements T ∈ Th (facets F ∈ Fh) we
use the subscripts T (F ), uT = uT |T (uF = uF |F ).

At several occasions we further distinguish tangential and normal directions of
vector-valued functions. We therefore introduce the notation with a superscript t to
denote the tangential projection on a facet, vt = v − (v · n) · n ∈ Rd, where n is the
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normal vector to a facet. The index k which describes the polynomial degree of the
finite element approximation at many places through out the paper is an arbitrary
but fixed positive integer number.

For the analysis we use the symbol ∂x for the partial derivative with respect to x
and in a similar manner we use the sub indices (u)1 as symbol for the first component
of a vectorial function u. At several occasions we use the notation a . b for a, b ∈ R
to express a ≤ c b for a constant c that is independent of h.

In this section we consider a new Hybrid DG discretization of the Stokes problem
in velocity-pressure formulation. The well-posed weak formulation of the problem is:
Find (u, p) ∈ [H1

0 (Ω)]d × L2
0(Ω), s.t.

∫
Ω

ν∇u : ∇v dx +

∫
Ω

div(v)p dx =

∫
Ω

fv dx for all v ∈ [H1
0 (Ω)]d,∫

Ω

div(u)q dx = 0 for all q ∈ L2
0(Ω).

(2.1)

Here, we have L2
0(Ω) := {q ∈ L2(Ω) :

∫
Ω
q dx = 0}. In the discretization we take

special care about the treatment of the incompressibility condition which is closely
related to the choice of finite element spaces, which will be introduced in the next
subsection.

2.2. Finite element spaces. In this subsection we introduce the finite element
spaces that we require for our discretization. This involves several steps. First, we
introduce finite element spaces for the velocity and the pressure as they have been
used in DG discretizations for Stokes and Navier-Stokes problems in (among others)
[11, 14]. In a second step, we introduce facet unknowns for the velocity that facilitate a
more efficient treatment of arising linear systems in the spirit of Hybrid DG methods,
cf. [23, 9, 12, 24]. We then introduce a modified velocity space which represents
the essential novelty of our discretization. Compared to the previously introduced
space this modified velocity space is more involved. Details on the construction and
realization of this space are separately treated in the subsequent subsection 3. We
also discuss an alternative approach which allows to circumvent the construction of
this space in Section A.1 of the appendix.

2.2.1. H(div,Ω)-conforming finite elements: the BDMk space. Although
the velocity solution of the Stokes problem will typically be at least H1(Ω)-regular, we
do not consider H1(Ω)-conforming finite elements. Instead, we base our discretization
on (only) H(div,Ω)-conforming, i.e. normal-continuous, finite elements. These are
very well-suited for a stable discretization of the incompressibility constraint [23,
11, 24]. Note that the non-conformity with respect to H1 will be dealt with using
Discontinuous Galerkin formulations in the discretization. We recall the definition of
H(div,Ω):

H(div,Ω) := {v ∈ [L2(Ω)]d : div(v) ∈ L2(Ω)}.

We use piecewise (vector-valued) polynomials for the approximation of the velocity,
so that on each element the functions are automatically in H(div, T ), T ∈ Th. For
global conformity, continuity of the normal component is necessary. We consider the
well-known BDMk space:

Wh := {uT ∈
∏
T∈Th

[Pk(T )]d : [uT ·n]F = 0, ∀F ∈ Fh} ⊂ H(div,Ω). (2.2)
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2.2.2. Tangential facet unknowns. The space Wh is not H1-conforming so
that tangential continuity has to be imposed weakly through a DG formulation for
the viscosity terms, for instance as in [11]. However, the incorporation of tangential
continuity in usual DG schemes leads to a huge amount of couplings between neigh-
boring elements which increases the costs for solving the linear systems. To approach
this problem, we decouple element unknowns by introducing additional unknowns
on the facets through which tangential continuity is implemented weakly. We note
that such a mechanism is not necessary for the normal direction as normal-continuity
is implemented (strongly) in the space Wh. We introduce the space for the facet
unknowns

Fh := {uF ∈
∏
F∈Fh

[Pk−1(F )]d : uF · n = 0, ∀F ∈ F int
h }, (2.3)

which can be seen as an approximation to the tangential trace of the velocity on the
facets. Note that we only consider polynomials up to degree k − 1 in Fh whereas we
have order k polynomials in Wh. Further, functions in Fh have normal component
zero.

2.2.3. The pressure space. For the pressure, the appropriate finite element
space to the velocity space Wh is the space of piecewise polynomials which are dis-
continuous and of one degree less:

Qh :=
∏
T∈Th

Pk−1(T ). (2.4)

This velocity-pressure pair Wh/Qh fulfills div(Wh) = Qh and we hence have that if a
velocity uT ∈Wh is weakly incompressible, it is also strongly incompressible:

(div(uT ), qh)Ω = 0 ∀qh ∈ Qh ⇔ div(uT ) = 0 in Ω. (2.5)

Hence, this choice of the velocity-pressure pair easily results in a pointwise divergence
free solution. This property is crucial to obtain energy-stable schemes for Navier-
Stokes discretizations, cf. [10]. We further note, that this finite element pair further
has the remarkable property of providing an LBB-constant that is robust in the mesh
size h and the polynomial degree k, cf. Lemma 4.4 and [21].

2.2.4. A modified BDMk space. With the velocity unknowns in Wh and Fh
we have polynomials up to degree k associated to the normal direction of a facet,
but only polynomials up to degree k − 1 for the tangential direction of a facet. As
these unknowns are the globally coupled unknowns, they essentially decide on the
computational costs associated with solving linear systems. The question arises if
we can reduce the polynomial degree for the normal direction also to degree k − 1.
We can achieve this only by relaxing the normal continuity of Wh. To this end, we
introduce a modified Finite Element space with “relaxed H(div)-conformity”,

W−h := {uT ∈
∏
T∈Th

[Pk(T )]d : Πk−1
F [uT ·n]F = 0, ∀ F ∈ Fh} 6⊂ H(div,Ω), (2.6)

where Πk−1
F : [L2(F )]d → [Pk−1(F )]d is the L2(F ) projection into [Pk−1(F )]d:

(Πk−1
F w, vh)F = (w, vh)F ∀ vh ∈ [Pk−1(F )]d. (2.7)
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Details on the constructions of the finite element space W−h are given below, in sec-
tion 3. Functions in W−h are only “almost normal-continuous”, but can be normal-
discontinuous in the highest orders. The relaxation reduces the number of unknowns
that are shared by neighboring elements which improves the sparsity pattern of the
linear systems. However, this modification comes at a price. We obviously have
Wh ⊂ W−h and Wh|T = W−h |T , ∀ T ∈ Th, but the pair W−h /Qh only has the local
property div(W−h |T ) = div(Wh|T ) = Qh|T ∀ T ∈ Th. If a velocity uT ∈W−h is weakly
incompressible (in the sense of the left hand side of (2.5)), we only have

div(uT ) = 0 in T ∈ Th and Πk−1[uT · n]F = 0, ∀ T ∈ Th. (2.8)

In order to obtain mass conservative velocity fields we are missing normal continuity
in the higher order moments, (id−Πk−1)[uT · n]F = 0.

For the discretization of the velocity field we use the composite space

Uh := W−h × Fh. (2.9)

and define the tangential jump operator [[uth]]F = utT |F − uF , F ∈ F int
h , T ∈ Th.

We notice that the jump [[uth]]F is element-sided that means that it can take different
values for different sides of the same facet. Further, note that for F ∈ Fext

h we have
uF = 0 so that [[uth]]F = utT |F .

A suitable discrete norm on Uh which mimics the H1(Ω) norm and a suitable
norm for the velocity pressure space Uh ×Qh are

|||uh|||21 :=
∑
T∈Th

{
‖∇uT ‖2T +

1

h
‖Πk−1

F [[uth]]F ‖2∂T
}
, |||(uh, ph)|||1 :=

√
ν|||uh|||1+

1√
ν
‖ph‖L2(Ω).

(2.10)

2.3. Relaxed H(div)-conforming HDG formulation. The basis of our Hy-
brid DG formulation is the formulation in [24] which is based on the spaces Wh,
Qh and Fh. In contrast to that formulation, we now replace Wh with W−h . This
will lead to an order-optimal basic method with a reduced number of globally cou-
pled unknowns. Due to the relaxation of the normal-continuity velocity solutions will
(in contrast to the discretization in [24] with Wh) be neither exactly solenoidal nor
pressure robust, i.e. the error in the velocity solution will depend on the approxi-
mation of the pressure. However, both drawbacks can be dealt with using a simple
and computationally cheap reconstruction operator. In section 2.4, we address the
issue of restoring normal-continuity strongly (after the solution of linear systems) by
a reconstruction operator. In section 2.5, we discuss how to also restore pressure
robustness.

The basic discretization is as follows: Find uh = (uT , uF ) ∈ Uh and ph ∈ Qh, s.t.{
Ah(uh, vh) + Bh(vh, ph) = f(vh) ∀ vh ∈ Uh,

Bh(uh, qh) = 0 ∀ qh ∈ Qh,
(B)

with the bilinear forms corresponding to viscosity (Ah), pressure and incompressibility
(Bh) defined in the following. For the viscosity we introduce the bilinear form Ah for
uh, vh ∈ Uh as

Ah(uh, vh) :=
∑
T∈Th

∫
T

ν∇uT :∇vT dx−
∫
∂T

ν
∂uT
∂n

Πk−1
F [[vth]]F ds (2.11)
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−
∫
∂T

ν
∂vT
∂n

Πk−1
F [[uth]]F ds+

∫
∂T

ν
λk2

h
Πk−1
F [[uth]]FΠk−1

F [[vth]]F ds,

where λ is chosen, such that the bilinearform is coercive w.r.t. ||| · |||1 on Uh, see Lemma
4.3 below. The L2(F )-projection Πk−1

F , c.f. (2.7), realizes a reduced stabilization [24,

Section 2.2.1]. If we replace Πk−1
F with id in (2.11) we obtain the usual hybridized

interior penalty formulation of the viscosity as used in [23, 29]. In the literature of DG
methods many alternatives to the interior penalty method are known. For many of
these alternatives there is a corresponding HDG version which is also applicable, we
however restrict to the interior penalty method for ease of presentation. Implemen-
tational aspects of the projection operator Πk−1

F have been discussed in [24, Section
2.2.2].

The bilinear form for the pressure part and the incompressibility constraint is

Bh(uh, ph) :=
∑
T∈Th

−
∫
T

ph div(uT ) dx for uh ∈ Uh, ph ∈ Qh. (2.12)

We denote the discretization in (B) as our basic discretization. Note that despite
the naming, the method is hybrid only with respect to the tangential velocity trace.
In Section A.1 of the appendix we discuss an equivalent hybridized formulation based
on scalar finite element spaces. In the next subsections we introduce modifications
related to the relaxed H(div)-conformity.

2.4. A reconstruction operator for strong H(div)-conformity. Velocity
solutions to (B) are in general not solenoidal as (id−Πk−1

F )[uT · n]F can be non-
zero. In Navier-Stokes or other coupled problems where the velocity solution serves
as an advective velocity it is benefitial to have an exact solenoidal field. Similarly
to the approach in [10] we propose to use a reconstruction operator for the velocity
solution which restores H(div)-conformity. We denote such a reconstruction operator
as RW : W−h →Wh and define the canonical extension to Wh × Fh as

RU : W−h × Fh →Wh × Fh, RUuh := (RWuT , uF ). (2.13)

We make the following assumptions on this reconstuction operator:
Assumption 1. We assume that the reconstruction operators RW and RU , re-

spectively, fulfill the following conditions:

RW vT ∈Wh for all vT ∈W−h , (2.14a)

(RW vT ·n, ϕ)F = (vT ·n, ϕ)F for all ϕ ∈ Pk−1(F ), vT ∈W−h , F ∈ Fh, (2.14b)

(RW vT , ϕ)T = (vT , ϕ)T for all ϕ ∈ [Pk−2(T )]d, vT ∈W−h , T ∈ Th, (2.14c)

|||RUvh|||1 . |||vh|||1 for all vh ∈ Uh. (2.14d)

Here, (2.14a) ensures H(div)-conformity, (2.14b) ensures that the modes up to order
k−1 of the normal component are not changed by the operator RW , (2.14c) describes
a constistency property in L2(Ω) and (2.14d) ensures stability in the discrete energy
norm. A reconstruction operator with these properties maps weakly divergence free
velocities (in the sense of (B)) onto pointwise divergence free velocities, cf. Lemma
4.8 below.

One possible choice is a (Discontinuous Galerkin) generalization of the classical
BDM interpolation [5, Proposition 2.3.2], RBDMW : [H1(Th)]d →Wh. It has also been
used in [14]. The interpolation is defined element-by-element for uT ∈ [H1(Th)]d by

(RBDMW uT ·n, ϕ)F = ({uT }F ·n, ϕ)F for all ϕ ∈ Pk(F ), F ⊂ ∂T, (2.15a)
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(RBDMW uT , ϕ)T = (uT , ϕ)T for all ϕ ∈ N k−2(T ), (2.15b)

with N k−2(T ) := [Pk−2(T )]d+[Pk−2(T )]d×x. We note that the definition of the DG-
version BDM interpolation is slightly different from the one used in [10]. We note that
this reconstruction operator satisfies all the previously mentioned assumptions. The
assumptions (2.14a), (2.14b) and (2.14c) are satisfied by construction and stability
– in the sense of (2.14d) – has also been shown already in [10]. The reconstruction
operator in [10] is designed for a fully discontinuous velocity space.

Based on the finite element basis that we discuss in section 3 we propose a simple
and efficient realization of a similar, but different, interpolation operator (see section
3.4) which also fulfills assumption 1.

2.5. Pressure robust relaxed H(div)-conforming HDG formulation. It is
well known that irrotational parts (in the sense of a continuous Helmholtz decompo-
sition) of an exterior force f are L2-orthogonal on exactly divergence free velocities
v ∈ [H1

0 (Ω)]d. Nevertheless this orthogonality may not hold true in the discrete case
leading to a velocity error estimate which depends on the pressure approximation [26].
Recent works [7, 22, 25, 27] considering different velocity and pressure spaces have
shown that a modification of the right hand side allows to obtain pressure-robust, thus
pressure independent, error estimates. This is achieved by mapping weakly divergence
free test functions to exactly divergence free functions resulting in a restored L2 or-
thogonality with respect to the irrotational parts of f . Note that H(div)-conforming
methods as for example [24, 11] provide exactly divergence free velocities and thus
do not suffer from the described problems. Due to the modification (2.6) functions
uh ∈ Uh are only weakly divergence free, see equation (2.8). The reconstruction op-
erator introduced in the Section 2.4 allows to obtain a pressure robust discretization
also for our new method. The discretization then takes the form: Find uh ∈ Uh and
ph ∈ Qh, s.t. {

Ah(uh, vh) + Bh(vh, ph) = f(RUvh) ∀ vh ∈ Uh,
Bh(uh, qh) = 0 ∀ qh ∈ Qh.

(PR)

Solutions uh ∈ Uh to (PR) are not exactly divergence free but provide a pressure
independent velocity error estimate. This involves a Strang type consistency estimate
and is proven in section 4.3. Furthermore, solutions to (PR) can be post-processed
with a subsequent application of RU to obtain an exactly divergence free solution.

3. On the construction of the finite element spaces. In this section we ad-
dress the construction of the finite element spaces W−h , Fh, an efficient reconstruction

operator RW and the realization of the projected jumps operator Πk−1
F .

In the subsections 3.1 and 3.2 we introduce the finite element basis functions on
a reference element and explain how these are composed to a global finite element
space W−h in subsection 3.3. Based on these preparations we can introduce an effi-
cient reconstruction operator RW which meets the requirements of Assumption 1 in
subsection 3.4.

3.1. Construction of a local H(div)-conforming FE Space. In this section

we define shape functions to construct a basis of a local space Ŵh on the reference tri-
angle T̂ given as the convex hull of the vertices V = {Vi}3i=1 := {(−1, 0), (1, 0), (0, 1)}
and V = {Vi}4i=1 := {(−1, 0, 0), (1, 0, 0), (0, 1, 0), (0, 0, 1)} for two and three dimen-
sions respectively. Using a proper transformation we can then construct the global
spaces Wh and W−h , see section 3.3. For the construction of the local space Ŵh we
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refer to [3] where the basic concepts presented in [35] are combined with some adapta-
tions leading to a sparsity optimized high order basis. The novel choice of the element
basis functions is such that their normal component form a hierarchical L2 orthogo-
nal basis on faces, see Lemma 3.1. The idea in [35] is to construct conforming finite
element spaces for H1, H(div), H(curl) and L2 which fit in the setting of the exact
de Rham Complex. This construction allows to split the space Wh ⊂ H(div) into
divergence free basis functions given by the curl of basis functions in Sh ⊂ H(curl)
and functions with a non zero divergence. On the reference triangle this leads to the
following decomposition

Ŵh = RT0 ⊕ ŴF
h ⊕ Ŵ

divfree,T
h ⊕ Ŵ div,T

h , (3.1)

with the lowest order Raviart-Thomas subspace RT0, see [28], the subspace of higher

order divergence free facet functions ŴF
h the subspace of cell based divergence free

basis functions Ŵ divfree,T
h and the subspace of cell based functions that have a non

zero divergence Ŵ div,T
h .

Now let p
(α,β)
n be the n-th Jacobi polynomial and p̂

(α,β)
n the n-th integrated Jacobi

polynomial, cf. [1, 2, 4],

p(α,β)
n (x) :=

1

2nn!(1− x)α(1 + x)β
dn

dxn
(
(1−x)α(1+x)β(x2−1)n

)
, n ∈ N0, α, β>−1,

p̂(α,β)
n (x) :=

∫ x

−1

p
(α,β)
n−1 (ξ) dξ, n ≥ 1, p̂α0 (x) = 1.

In our case we use β = 0 so we skip to the simpler notation p
(α,0)
n (x) = pαn(x) and

p̂
(α,0)
n (x) = p̂αn(x). Note that there holds the following orthogonality property.∫ 1

−1

(1− x)αpαj (x)pαl (x) dx = cαj δjl with cαj =
2α+1

2j + α+ 1
, (3.2)∫ 1

−1

(1− x)αp̂αj (x)p̂αl (x) dx = 0 for |j − l| > 2. (3.3)

Furthermore we define λi ∈ P1(T̂ ) as the barycentric coordinates uniquely determined
by λi(Vj) = δij .

3.1.1. Basis for two dimensions. For a fixed order k we use the same construc-
tion of the basis as presented in chapter 3 in [3]. Let [f1, f2] be the edge running from

vertex Vf1 and Vf2 and define ui := p̂0
i

(
λ2−λ1

λ2+λ1

)
(λ2 + λ1)i and vij := p̂2i−1

j (2λ3 − 1).

Then we have:

• The lowest order Raviart Thomas basis functions φ
[e1,e2]
0 := curl(λe1)λe2 −

λe1 curl(λe2) such that

RT 0 = span({φ[1,2]
0 , φ

[2,3]
0 , φ

[3,1]
0 }).

• High order edge based basis functions defined by

φ
[f1,f2]
i := curl

(
p̂0
i+1

(
λf2
−λf1

λf2
+λf1

)
(λf2 + λf1)i+1

)
and Φ[f1,f1] := {φ[e1,e2]

i } for

1 ≤ i ≤ k, such that

ŴF
h = span(Φ[1,2])⊕ span(Φ[2,3])⊕ span(Φ[3,1]).

9



• Divergence free cell based basis functions φ
(a)
ij := curl (uivij) with Φ(a) :=

{φ(a)
ij } for i ≥ 2, j ≥ 1, i+ j ≤ k + 1, such that

Ŵ divfree,T
h = span(Φ(a)).

• Cell based basis functions with a non zero divergence φ
(b)
1l := 2φ

[1,2]
0 p̂3

l (2λ3−1)

and φ
(c)
ij := curl(ui)vij with Φ(b) := {φ(b)

1l } for 1 ≤ l ≤ k−1 and Φ(c) := {φ(c)
ij }

for i ≥ 2, j ≥ 1, i+ j ≤ k + 1, such that

Ŵ div,T
h = span(Φ(b))⊕ span(Φ(c)).

3.1.2. Basis for three dimensions. Let k be a fixed order. For our local
basis we nearly use the same construction as presented in chapter 4 in [3]. Let F =
[f1, f2, f3] be the face defined as the convex hull of Vf1 , Vf2 and Vf3 and define

ui := p̂0
i

(
λ2 − λ1

λ2 + λ1

)
(λ2 + λ1)i, wijk := p̂2i+2j−2

j (2λ4 − 1),

vij := p̂2i−1
j

(
2λ3 − (1− λ4)

1− λ4

)
(1− λ4)j ,

uFi := p̂0
i

(
λf2 − λf1
λf2 + λf1

)
(λf2 + λf1)i, N [f1,f2]

0 := ∇λf1λf2 − λf1∇λf2 ,

vFij := p̂2i−1
j

(
λf3 − λf2 − λf1
λf3 + λf2 + λf1

)
(λf3 + λf2 + λf1)j ,

where N [f1,f2]
0 is the lowest order Nedéléc function for the edge [f1, f2]. Then we have:

• The lowest order Raviart Thomas basis functions φ
[f1,f2,f3]
00 := λf1∇λf2 ×

∇λf3 + λf2∇λf3 ×∇λf1 + λf3∇λf1 ×∇λf2 , such that

RT 0 = span(Φ0) with Φ0 := {φ[1,2,3]
00 , φ

[1,3,4]
00 , φ

[1,2,4]
00 , φ

[2,3,4]
00 }

• High order face based basis functions φF0l := ∇ × (N [f1,f2]
0 vF2l) and φFij :=

∇×
(
∇uFi+1v

F
(i+1)(j+1)

)
= −∇uFi+1 ×∇vF(i+1)(j+1) with ΦF := {φF0l} ∪ {φFij}

for 1 ≤ l ≤ k and i ≥ 1, i+ j ≤ k, such that

ŴF
h = span(Φ[1,2,3])⊕ span(Φ[1,3,4])⊕ span(Φ[1,2,4])⊕ span(Φ[2,3,4]).

• divergence free cell based basis functions φ
(a)
1jl := ∇ × (N [1,2]

0 v2jw2jl) and

φ
(b)
ijl := ∇× (∇uivijwijl) and φ

(c)
ijl := ∇× (∇(uivij)wijl) with Φ(a) := {φ(a)

1jl}
for j, l ≥ 1, j + l ≤ k, and Φ(b) := {φ(b)

ijl} for i ≥ 2, j, l ≥ 1, 1 + j + l ≤ k + 2,

and Φ(c) := {φ(c)
ijl} for i ≥ 2 and j, l ≥ 1, i+ j + l ≤ k + 2, such that

Ŵ divfree,T
h = span(Φ(a))⊕ span(Φ(b))⊕ span(Φ(c)).

• Cell based basis functions with a non zero divergence φ
(d)
10l := 4φ

[1,2,3]
0 w21l, and

φ
(e)
1jl := 2N [1,2]

0 × ∇w2jlv2j , and φ
(f)
ijl := wijl∇ui × ∇vij with Φ(d) := {φ(d)

10l}
for 1 ≤ l ≤ k− 1 and Φ(e) := {φ(e)

1jl} for j, l ≥ 1, j + l ≤ k, and Φ(f) := {φ(f)
ijl }

for i ≥ 2, j, l ≥ 1, i+ j + l ≤ k + 2, such that

Ŵ div,T
h = span(Φ(d))⊕ span(Φ(e))⊕ span(Φ(f)).
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Remark 1. Due to the decomposition (3.1) we can conclude that for an arbi-

trary function vh in Ŵh with div(vh) = 0 the coefficients corresponding to the basis

functions of the subspace Ŵ div,T
h , which have a non zero divergence, are equal to zero.

We can use this for the approximation of the saddle point problem (B) keeping in
mind the pressure variable can be interpreted as a Lagrangian multiplier to fulfill the
incompressibility constraint div(uh) = 0. Where the lowest order piece wise constant
pressure basis functions compensate the divergence of the Raviart Thomas basis func-
tions of the velocity, the high order part of the pressure space is needed to handle
the divergence of velocity basis functions in Ŵ div,T

h . In order to reduce the size of the

problem one can now simply remove the basis functions of Ŵ div,T
h and use the pressure

space Qh :=
∏
T∈Th P

0(T ) instead. Note that this has no influence in the (optimal)
error estimation of the velocity and furthermore one can use a simple element-wise
post processing to obtain a high order approximation of the pressure.

Remark 2. The differences of the presented basis compared to the one given in
[3] are the high order face based basis functions φF0l where we have chosen a different
index and a proper scaling into the direction of the opposite vertex of the face function
vFij. Note that this has no influence on the linear in dependency, thus the presented

set of basis functions is still a basis for Ŵh. Furthermore we still have div(φF0l) = 0,
thus we have the same sparsity pattern of the div div-stiffness matrix and even a better
sparsity pattern of the mass matrix (see Lemma 3.2) as in [3].

3.2. Properties of the local basis. Beside the sparsity properties of the stiff-
ness and mass matrix (see [3]) for the basis introduced in section 3.1.1 and 3.1.2 in
this section, we proof properties that are important for proving Assumption 1 for the
reconstruction operator that we present below, in section 3.4.

Lemma 3.1 (L2-normal orthogonality). The basis presented in section 3.1 has a
L2-orthogonal normal trace. In two dimensions there holds (c=c(i, j)>0)

(φFi · n, φFj · n)F = cδij ∀ i, j = 0, .., k ∀F ⊂ ∂T̂ . (3.4a)

In three dimensions there holds (c = c(i, j, l,m) > 0)

(φFij · n, φFlm · n)F = cδilδjm, ∀i, j, l,m ≤ k, i+j, l+m≤k, ∀F ⊂ ∂T̂ . (3.4b)

Proof. We start with the two dimensional case and the lower edge F = [1, 2]. For

i, j ≥ 1 the basis functions are given by φ
[1,2]
i = curl

(
p̂0
i+1

(
λ2−λ1

λ2+λ1

)
(λ2 + λ1)i+1

)
. In

two dimensions the curl times the normal vector equals the tangential derivative, thus
for F the partial derivation with respect to x

(φ
[1,2]
i · n)|F = ∂xp̂

0
i+1(x) = p0

i (x),

where we used that λ2 +λ1 = 1 and λ2−λ1 = x on F . Next note that for i, j = 0 the
normal component of the lowest order Raviart Thomas basis function φF0 is constant
on F thus equivalent to p0

0. Using property (3.2) it follows∫
F

(φ
[1,2]
i · n)(φ

[1,2]
j · n) ds =

∫ 1

−1

p0
i (x)p0

j (x) dx = ciδij for 0 ≤ i, j ≤ k

The other two edges follow analogue. For the proof in three dimensions let F = [1, 2, 3]
and start with i ≥ 1. The normal vector on F is given by n = (0, 0,−1), so we have

φFij
∣∣
F
· n =(−∇uFi+1 ×∇vF(i+1)(j+1)) · n = p0

i

( x

1− y

)
(1− y)ip2i+1

j (2y − 1) 2.
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Using a Duffy transformation from D1 : (−1, 1)× (0, 1)→ F , with D1(x̂, ŷ) = (x̂(1−
ŷ), ŷ) we get

(φFij ·n, φFlm ·n)F = 4

∫ 1

−1

p0
i (x̂) p0

l (x̂) dx̂

∫ 1

0

p2i+1
j (2ŷ − 1) p2l+1

m (2ŷ − 1) (1− ŷ)i+l+1dŷ

Using a transformation D2 : (−1, 1)→ (0, 1) for the second integral and (3.2) we see
that the first integral vanishes for i 6= l and the second integral for i = l, and so

(φFi,j ·n, φFl,m ·n)F = c(i, j, l,m)δilδjm ∀i, l ≥ 1, i+ j, l +m ≤ k.

For i = l = 0 we have with N [f1,f2]
0 = 1

2 (y + z − 1,−x,−x), thus on F as z = 0,

φF0j
∣∣
F
· n = ∇× (N [f1,f2]

0 vF2j) · n = p̂3
j (2y − 1)− (1− y)p3

j−1 (2y − 1) .

Using the Duffy transformation D1 and D2 we have as before

(φF0j ·n, φF0m ·n)F =

∫ 1

−1

(1− ŷ)p̂3
j (ŷ)p̂3

m(ŷ)− (1− ŷ)2

2

(
p̂3
j (ŷ)p3

m−1(ŷ) + p̂3
m(ŷ)p3

j−1(ŷ)
)

+
(1− ŷ)3

4
p3
j−1(ŷ)p3

m−1(ŷ) dŷ.

The integral of the last term is equal to δjm due to property (3.2). For the first of
the mixed terms we get with integration by parts and p̂3

j (−1) = 0

−
∫ 1

−1

(1− ŷ)2

2
p̂3
j (ŷ)p3

m−1(ŷ) dŷ =

∫ 1

−1

(
− (1− ŷ)p̂3

j (ŷ) +
(1− ŷ)2

2
p3
j−1(ŷ)

)
p̂3
m(ŷ) dŷ,

Putting all terms together we have

(φF0j ·n, φF0m ·n)F = c(j,m)δjm 1 ≤ j,m ≤ k

The orthogonality between functions with with i = 0 and i ≥ 1 follows similar by
using the Duffy transformation and (3.2). The orthogonality with respect to the
lowest order Raviart Thomas functions φF00 follows with the same arguments as in the
two dimensional case. The other faces follow analogously.

Lemma 3.2. The highest order facet basis functions from section 3.1 are L2(T̂ )-
orthogonal on polynomials up to degree k − 2. There holds

(φF∗ , q)T̂ = 0 ∀q ∈ [Pk−2(T̂ )]d, ∀F ∈ ∂T̂ .

for φF∗ = φFk (in two dimensions) and φ∗ ∈ {φkij}i+j=k (in three dimensions).
Proof. We start with the two dimensional case and the lower edge F = [1, 2]. The

highest order edge basis functions is given by φ
[1,2]
k = curl(p̂0

k+1( x
1−y )(1− y)k+1), thus

φ
[1,2]
k =

(
p0
k(

x

1− y
)x(1− y)k−1 − p̂0

k+1(
x

1− y
)(k + 1)(1− y)k,−p0

k(
x

1− y
)(1− y)k

)
.

Using a monomial basis for Pk−2(T̂ ), so xmyn with m+n ≤ k−2, we get for the first
component∫
T̂

(φFk )1x
myn d(x, y)
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=

∫
T̂

(
p0
k(

x

1− y
)x(1− y)k−1 − p̂0

k+1(
x

1− y
)(k + 1)(1− y)k

)
xmyn d(x, y).

With the Duffy transformation D1 as in the proof of Lemma 3.1 we get∫
T̂

(φFk )1x
myn d(x, y) =

∫ 1

−1

p0
k(x̂)x̂m+1 dx̂

∫ 1

0

(1− ŷ)k+m+1ŷn dŷ

− (k + 1)

∫ 1

−1

p̂0
k+1(x̂)x̂m dx̂

∫ 1

0

(1− ŷ)k+m+1ŷn dŷ = 0,

due to m ≤ k−2 and equations (3.2) and (3.3). For the second component we proceed
similar. For the proof in the three dimensional case let F = [1, 2, 3] and start with
i ≥ 1 such that i + j = k. The first component of −φFij = ∇uFi+1 × ∇vF(i+1)(j+1) is
given by

(−φFij)1 =∂yu
F
(i+1)∂zv

F
(i+1)(j+1) − ∂zu

F
(i+1)∂yv

F
(i+1)(j+1) = ac− bc,

with ∂yu
F
(i+1) = ∂zu

F
(i+1) = a− b and c = ∂zv

F
(i+1)(j+1) − ∂yv

F
(i+1)(j+1), thus

a := p0
i

( x

1− y − z

)
x(1− y − z)i−1 b := p̂0

i+1

( x

1− y − z

)
(i+ 1)(1− y − z)i

and

c :=
(
p2i+1
j

(2y + z − 1

1− z

)
2y(1− z)j−1 − p̂2i+1

j+1

(2y + z − 1

1− z

)
(j + 1)(1− z)j

− p2i+1
j

(2y + z − 1

1− z

)
2(1− z)j

)
.

Using a Duffy transformation D3 : (−1, 1) × (0, 1) × (0, 1) → T̂ , with D3(x̂, ŷ, ẑ) =
(x̂(1 − ŷ)(1 − ẑ), ŷ(1 − ẑ), ẑ) we get for the integral of ac multiplied with a monome
xmynzr with m+ n+ r ≤ k − 2∫
T̂

ac xmynzr d(x, y, z) =

∫ 1

−1

p0
i (x̂)x̂m+1 dx̂

∫ 1

0

(1− ẑ)i+j+m+n+2ẑr dẑ

·
∫ 1

0

−(1− ŷ)i+m+1ŷn
(
2(1− ŷ)p2i+1

j (2ŷ − 1) + (j + 1)p̂2i+1
j+1 (2ŷ − 1)

)
dŷ.

For m ≤ i − 2 the integral with respect to x̂ vanishes, so it remains the case
m > i− 2 ⇔ i ≤ m + 1. For the integral with respect to ŷ we get using integra-
tion by parts∫ 1

0

−(1− ŷ)i+m+1ŷn
(
2(1− ŷ)p2i+1

j (2ŷ − 1) + (j + 1)p̂2i+1
j+1 (2ŷ − 1)

)
dŷ

=

∫ 1

0

−2(1− ŷ)i+m+2ŷnp2i+1
j (2ŷ − 1) dŷ−

∫ 1

0

(j + 1)(1− ŷ)i+m+1ŷnp̂2i+1
j+1 (2ŷ − 1) dŷ

=

∫ 1

0

−2(1− ŷ)i+m+2ŷnp2i+1
j (2ŷ − 1) dŷ

− j + 1

i+ l + 2

∫ 1

0

(1− ŷ)i+m+2(2ŷnp2i+1
j (2ŷ − 1) + p̂2i+1

j+1 (2ŷ − 1)nŷn−1) dŷ.
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Now as 2i + 1 ≤ i + m + 2 and (i + m + 2) − (2i + 1) + n ≤ j − 1 we can write
ŷn(1−ŷ)i+m+2 = (1−ŷ)2i+1w(ŷ) where w is polynomial of order less or equal j−1. By
this the integrals of the Jacobian polynomials vanish due to (3.2), and with a similar
argument also the integral of the integrated Jacobian polynomial vanish due to (3.3).
Using the same techniques one shows that also the integral

∫
T̂
bc xmynzr d(x, y, z)

vanishes what leads to the orthogonality of the first component (φFij)1. In a similar
way one proves the orthogonality also for the other two components. It remains the

proof for the face based basis functions with i = 0, thus φF0k := ∇× (N [f1,f2]
0 vF2k). We

start with the second component

(φF0k)2 = p̂3
k(

2y + z − 1

1− z
)(1− z)k + (y + z − 1)p3

k−1(
2y + z − 1

1− z
)y(1− z)k−2

− k

2
(y + z − 1)p̂3

k(
2y + z − 1

1− z
)(1− z)k−1.

Again using the Duffy transformation D3 and the monome xmynzr with m+n+ r ≤
k − 2 we get∫

T̂

(φF0k)2 x
mynzr d(x, y, z) =

∫ 1

−1

x̂m dx̂

∫ 1

0

(1− ẑ)k+m+n+2ẑr dẑ

·
(
−
∫ 1

0

ŷ(1− ŷ)m+2ŷnp3
k−1(2ŷ − 1) dŷ +

∫ 1

0

(1− ŷ)m+1ŷnp̂3
k(2ŷ − 1) dŷ

− k

2

∫ 1

0

(1− ŷ)m+2ŷnp̂3
k(2ŷ − 1) dŷ

)
.

For m = 1 the integral with respect to x̂ vanishes, and for m > 1 all integrals with
respect to ŷ vanish due to (3.2) and (3.3). For m = 0 we proceed similar as for the
proof of the first type of face based basis functions. First apply integration by parts
for the second integral with respect to ŷ∫ 1

0

(1− ŷ)ŷnp̂3
k(2ŷ − 1) dŷ =

∫ 1

0

(1− ŷ)2

2

(
nŷn−1p̂3

k(2ŷ − 1) + ŷnp3
k−1(2ŷ − 1)

)
dŷ.

Adding up all integrals then gives∫
T̂

(φF0k)2 x
mynzr d(x, y, z)

=−
∫ 1

0

ŷ(1− ŷ)2ŷnp3
k−1(2ŷ − 1) dŷ +

∫ 1

0

(1− ŷ)2ŷnp3
k−1(2ŷ − 1) dŷ

− k

2

∫ 1

0

(1− ŷ)2ŷnp̂3
k(2ŷ − 1) dŷ +

n

2

∫ 1

0

(1− ŷ)2ŷn−1p̂3
k(2ŷ − 1) dŷ.

The first two integrals can be summed up leading to a coefficient (1− ŷ)3, thus vanish
due to (3.2). For the other two terms one uses integration by parts once again and uses
(3.3) to finally conclude the orthogonality of the second component. For the other
two components (φF0k)1 and (φF0k)3 one proceeds similar, what finishes the proof.

3.3. Construction of the global FE Spaces. As usual with hp finite elements,
we associate element basis functions in Wh (or W−h ) with facets or cells. Cell type
basis functions have zero normal trace while the normal trace of the basis functions
associated with one facet span the polynomial space up to order k. The novel choice
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of the element basis functions is such that their normal component form a hierarchical
L2 orthogonal basis on facets. In three dimensions facet basis functions depend on
indices i, j, i.e. φFij (for the two-dimensional case we remove the index j, i.e. φFi ), and
we have

span({φFij · n : i+ j ≤ k}) = Pk(F ) and span({φFij · n : i+ j = k}) ⊥ Pk−1(F ).

This follows due to the hierarchical structure of integrated Jacobi polynomials and
Lemma 3.1 on the reference element. By applying the Piola transformation this
property carries over to the physical elements in the mesh.

Remark 3. The normal trace of the Piola mapped basis functions are biorthogonal
to trivially mapped basis functions, also on curved elements.
To obtain the different spaces Wh and W−h we use the same local basis functions but
put them together differently to define the global functions. For the construction of
Wh we associate all the degrees of freedom to facet basis functions φFij with mesh facets

to obtain normal continuity. For the space W−h with relaxed H(div)-conformity we
only associate degrees of freedom with i + j < k with facets. The remaining degrees
of freedom with i+ j = k are associated with cells and are treated as locally (on only
one cell) supported functions. This means that the every facet basis functions in Wh

with i + j = k is split up into two (locally supported) basis functions: For a facet
F ∈ Fh and i+ j = k the basis function φFij with supp(φFij) = T ∪ T ′ ∈ Th is replaced

with the basis functions φF,Tij = φFij |T and φF,T
′

ij = φFij |T ′ which have supp(φF,Tij ) = T

and supp(φF,T
′

ij ) = T ′. We note that the new functions φF,Tij and φF,T
′

ij (with non-zero
normal trace on F ) can be treated as interior bubble functions. From this construction
we observe that a realization of the non-standard space W−h is not more difficult than
the construction of Wh.

The split-up functions form bases for the local and global spaces

W ∗T :=
⊕
F∈∂T

span({φF,Tij : i+ j = k}), T ∈ Th, W ∗h :=
⊕
T∈Th

W ∗T . (3.5)

Note that Lemma 3.2 implies that∫
Ω

φ · qdx = 0 for all φ ∈W ∗h , for all q ∈
⊕
T∈Th

[Pk−2(T )]d. (3.6)

3.4. A simple and fast realization of the BDM interpolation. Due to
the different association of the degrees of freedom of facet based basis functions (see
section 3.3) a discontinuity of the normal component of a function uT ∈ W−h only
appears in the highest order components. The idea of the reconstruction operatorRW
is to exploit the origin of this discontinuity in the basis functions. It simply reverts
the break-up of one basis function into two by applying an average on each facet of
the corresponding coefficients. Let F ∈ Fh be an arbitrary facet with T, T ′ ∈ Th
such that F = T ∩ T ′. In three dimensions we have the local representation (in two
dimensions we again remove the index j) of the normal components

(uT · n)|F =
∑
i+j<k

αijφ
F
ij · n+

∑
i+j=k

αTij φ
F,T
ij · n

(uT ′ · n)|F =
∑
i+j<k

αijφ
F
ij · n+

∑
i+j=k

αT
′

ij φ
F,T ′

ij · n,
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and its jumps [uT · n]F =
∑
i+j=k(αTij − αT

′

ij )φFij · n. Here αij , α
T
ij and αT

′

ij are given

coefficients, and φF,Tij , φF,T
′

ij are the highest order basis functions associated to the

elements T and T ′. Note that φFij · n = φF,Tij · n = φF,T
′

ij · n on F for i + j = k.

With αij = 1
2 (αTij + αT

′

ij ) we define the reconstruction operation RWuT such that for

T̃ ∈ {T, T ′} we have

(RWuT |T̃ · n)|F :=
∑
i+j<k

αijφ
F
ij · n+

∑
i+j=k

αijφ
F
ij· n. (3.7)

In the reconstruction we thus only apply this averaging which only affects the highest
order facet degrees of freedom. Hence, the reconstruction can also be characterized
as a perturbation in the space W ∗h . In Figure 3.4 we see a sketch of the averaging on
one facet of two neighboring elements.

T T ′

RW

T T ′

αTijφ
F,T
ij αT

′

ij φ
F,T ′

ij αij(φ
F,T
ij + φF,T

′

ij ) = αijφ
F
ij

Fig. 3.1. In the left picture we see two highest order facet functions φF,T
ij and φF,T ′

ij and the

continuous low order facet functions of two neighboring triangles T and T ′. The reconstruction RW

uses the average value of the corresponding coefficients to remove the normal discontinuity in the
highest order, see on the right.

Lemma 3.3. The reconstruction operator RW defined by the averaging (3.7)
fulfills Assumption 1.

Proof. (2.14a) follows by construction, (2.14b) follows directly from Lemma 3.1
and (2.14c) from Lemma 3.2. It remains to show (2.14d). Let Fh(T ) denote the set
of facets surrounding T ∈ Th and ||| · |||T be the element-local version of ||| · |||1 with
|||vh|||2T := ‖∇vT ‖2T + 1

h‖Π
k−1
F [[vth]]F ‖2∂T . We have

|||RUvh|||T ≤ |||wh|||T + |||vh|||T , (3.8)

with wh = (wT , wF ) := RUvh − vh and notice that wT ∈ W ∗T , wF = 0, cf. (3.5).
With transformation to the reference element and equivalence of finite dimensional
norms, one easily shows that the norms ||| · |||T , ‖∇ · ‖T and ||| · |||T,∗ with |||vh|||2T,∗ :=
1
h‖(id−Πk−1

F )(vT · n)‖2∂T are equivalent on W ∗T × {0} with constants independent of
h. Hence,

|||RUvh|||2T . |||wh|||2T,∗ + |||vh|||2T =⇒ |||RUvh|||21 . |||vh|||21 +
∑
T∈Th

|||wh|||2T,∗.

Due to the averaging in (3.7) we have∑
T∈Th

|||wh|||2T,∗ =
∑
T∈Th

1

h
‖(id−Πk−1

F )(wT · n)‖2∂T .
∑
T∈Th

1

h
‖(id−Πk−1

F )(vT · n)‖2∂T .

With a simple Bramble-Hilbert argument we obtain 1
h‖(id−Πk−1

F )(vT · n)‖2∂T .
‖∇vT ‖2T from which we conclude (2.14d).
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4. A priori error analysis. In this section we consider the a priori analysis of
the discretizations (B), (PR), both with and without a subsequent application of the
reconstruction operator RU that fulfills Assumption 1.

Preliminaries. In order to compare discrete velocity functions uh = (uT , uF ) ∈
Uh with functions u ∈ Ureg := [H1

0 (Ω)∩H2(Th)]d we identify (with abuse of notation)
u with the tuple (u, u|F ) where u|F is to be understood in the usual trace sense
(which is unique due to the H1(Ω) regularity). For the purpose of the analysis it is
convenient to introduce the big bilinearform for the saddle point problem in (B) for
(u, p), (v, q) ∈ (Uh + Ureg)× L2(Ω):

Kh((u, p), (v, q)) := Ah(u, v) + Bh(u, q) + Bh(v, p). (4.1)

On top of the discrete norms for uh ∈ Uh and ph ∈ Qh, cf. (2.10), we introduce the
following stronger norms for u ∈ Uh + Ureg and p ∈ L2(Ω):

|||u|||21,∗ := |||u|||21 +
∑
T∈Th

h‖∇u‖2∂T , |||(u, p)|||1,∗ :=
√
ν|||u|||1,∗ +

1√
ν
‖p‖L2(Ω),

These stronger norms ||| · |||1,∗ allow to control the normal derivatives also for the exact
solution.

4.1. Analysis of the basic method (B). In this subsection we take a closer
look at the analysis of the basic discretization method (B), cf. section 2.3. The
analysis follows standard Strang-type arguments based on consistency, continuity,
inf-sup stability (induced by coervitiy of Ah(·, ·) and LBB-stability of Bh(·, ·)).

Lemma 4.1 (Consistency). Let (u, p) ∈ Ureg×L2
0(Ω) be the solution to the Stokes

equation (2.1). There holds for (vh, qh) ∈ Uh ×Qh

Kh((u, p), (vh, qh)) =

∫
Ω

f vT dx− Ec(u, p, vh), (4.2)

with Ec(u, p, vh) :=
∑
T∈Th

∫
∂T

(id−Πk−1
F )(−ν ∂u

∂n
+ pn) · (id−Πk−1

F )vT ds. (4.3)

For (u, p) ∈ [H1(Ω)]d ∩ [H l(Th)]d ×H l−1(Th), l ≥ 2 and m = min(k, l − 1) we get

Ec(u, p, vh) ≤ hm
(√

ν‖u‖Hm+1(Th) +
1√
ν
‖p‖Hm(Th)

) √
ν |||vh|||1. (4.4)

Proof. As div(u) = 0 and [[ut]]F = 0 we get by an element wise partial integration

Kh((u, p), (vT , qh))

=
∑
T∈Th

∫
T

(div(−ν∇u) +∇p)vT dx+

∫
∂T

ν
∂u

∂n
(vT −Πk−1

F [[vth]]F )− pvT · n ds

=
∑
T∈Th

∫
T

fvT dx+

∫
∂T

ν
∂u

∂n
(vtT −Πk−1

F vtT + vtF )− (−ν ∂u
∂n
· n+ p)(vnT · n) ds.

On interior facets we have [ν ∂u∂n ]F = 0 and on boundary facets we have vtF = 0 so that∑
T∈Th

∫
∂T

ν
∂u

∂n
vtF ds =

∑
F∈F int

h

∫
F

[ν
∂u

∂n
]F v

t
F ds+

∑
F∈Fext

h

∫
F

ν
∂u

∂n
vtF ds = 0. (4.5)
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Further we have, with σn = −ν ∂u∂n · n+ p∑
T∈Th

∫
∂T

σnv
n
T · n ds =

∑
T∈Th

∫
∂T

σn(id−Πk−1
F )(vnT · n) ds. (4.6)

In the last step we used that on the interior facets we have Πk−1
F [vT · n]F = 0 due to

vT ∈W−h and on the boundary facets we have Πk−1
F vT · n = 0. For the proof of (4.4)

we start with the estimate of the velocity part. Using the Cauchy Schwarz inequality
and properties of the L2 projection on one element T ∈ Th we get for m = min(k, l−1)∫

∂T

(id−Πk−1
F )(−ν ∂u

∂n
+ pn) · (id−Πk−1

F )vT ds

≤
(
ν‖(id−Πk−1

F )∇u‖∂T + ‖(id−Πk−1
F )p‖∂T

)
‖(id−Πk−1

F )vT ‖∂T

. hm−1/2

(√
ν‖∇u‖Hm(T ) +

1√
ν
‖p‖Hm(T )

)
h

1
2
√
ν‖∇vT ‖T .

Summing over all elements concludes the proof. The pressure estimate follows with
similar techniques.

Lemma 4.2 (Continuity). There holds

Ah(u, vh) .
√
ν|||u|||1,∗

√
ν|||vh|||1 ∀u ∈ Uh + Ureg, vh ∈ Uh, (4.7a)

and Bh(u, p) .
√
ν|||u|||1

1√
ν
‖q‖0 ∀u ∈ Uh + Ureg, p ∈ L2(Ω), (4.7b)

which implies for all (u, p) ∈ Uh + Ureg × L2(Ω), (vh, qh) ∈ Uh ×Qh :

Kh((u, p), (vh, qh)) . |||(u, p)|||1,∗|||(vh, qh)|||1. (4.8)

Proof. Using the Cauchy Schwarz inequality on each triangle we get

Ah(u, vh) ≤
∑
T∈Th

{
ν‖∇u‖T ‖∇vT ‖T + ν‖∇u‖∂T ‖Πk−1

F [[vth]]‖∂T

+ ν‖∇vT ‖∂T ‖Πk−1
F [[ut]]‖∂T + ν

λ

h
‖Πk−1

F [[ut]]F ‖∂T ‖Πk−1
F [[vth]]‖∂T

}
.

All terms except the third term on the right hand side can naturally be bounded by
the element contributions of the norms |||u|||1,∗ and |||vh|||1. With an inverse inequality
for polynomials and Young’s inequality we also get a suitable bound for the third
term:

‖∇vT ‖∂T ‖Πk−1
F [[ut]]F ‖∂T ≤ ‖∇vT ‖Th−

1
2 ‖Πk−1

F [[ut]]‖∂T

Finally, with the Cauchy Schwarz inequality in R|Th| (4.7a) is proven. Property (4.7b)
also follows by simply using the Cauchy Schwarz inequality.

Lemma 4.3 (Coercivity). There exists a positive number cλ ∈ R such that for
the stabilization parameter λ > cλ there holds

Ah(uh, uh) & ν|||uh|||21 ∀uh ∈ Uh.

Proof. Using the Cauchy Schwarz inequality we first get

Ah(uh, uh) ≥
∑
T∈Th

ν‖∇uT ‖2T − ν2‖∂uT
∂n
‖∂T ‖Πk−1

F [[uth]]F ‖∂T + ν
λ

h
‖Πk−1

F [[uth]]F ‖2∂T .
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For the second term we first use an inverse trace inequality (with constant c
T

, [34])
for polynomials and Young’s inequality, thus

2‖∂uT
∂n
‖∂T ‖Πk−1

F [[uth]]F ‖∂T ≤
1

2
‖∇uT ‖2T +

2c2
T

h
‖Πk−1

F [[uth]]F ‖2∂T .

This leads to Ah(uh, uh) ≥ νcλ|||uh|||21 with cλ = 2c2
T

.
Lemma 4.4 (LBB). There holds

sup
uh∈Uh

Bh(uh, ph)√
ν|||uh|||1

&
1√
ν
‖ph‖L2 , ∀ ph ∈ Qh. (4.9)

Proof. We refer to [23, Proposition 2.3.5] where the DG analysis of [15] is applied
to the H(div)-conforming Hybrid DG method. A polynomial robust LBB estimate
for the two dimensional DG case can be found in [21].

Lemma 4.5 (Strang). Let (u, p) ∈ Ureg × L2
0(Ω) be the exact solution of (2.1)

and (uh, ph) ∈ Uh ×Qh be the solution of (B). Then there holds

|||(u− uh, p− ph)|||1,∗ . inf
(vh,qh)∈Uh×Qh

|||(u− vh, p− qh)|||1,∗+ sup
vh∈Uh

Ec(u, p, vh)

|||vh|||1,∗
(4.10)

Proof. We use a standard Strang-type approach for the proof. We first apply a
simple triangle inequality for (vh, qh) ∈ Uh ×Qh,

|||(u− uh, p− ph)|||1,∗ ≤ |||(u− vh, p− qh)|||1,∗ + |||(vh − uh, qh − ph)|||1,∗.

With Lemmas 4.2, 4.3, 4.4 we can apply Brezzi’s theorem to obtain inf-sup stability
(with a constant independent of h and ν) for the bilinearform Kh on the discrete space
Uh ×Qh, so that

|||(uh − vh,ph − qh)|||1,∗|||(wh, rh)|||1,∗ . Kh((uh − vh, ph − qh), (wh, rh))

= Kh((u− vh, p− qh), (wh, rh)) +Kh((uh − u, ph − p), (wh, rh))

. |||(u− vh, p− qh)|||1,∗|||(wh, rh)|||1,∗ + Ec(u, p, wh).

Dividing by |||(wh, rh)|||1,∗, the claim then follows as (vh, qh) was arbitrary.
Lemma 4.6. For u ∈ [H1(Ω)]d∩[H l(Th)]d, l ≥ 2 there holds for m = min{l−1, k}

inf
vh∈Uh

|||vh − u|||1,∗ . hm‖u‖Hm+1(Th). (4.11a)

If further p ∈ H l−1(Th) ∩ L2
0(Ω), then

inf
(vh,qh)∈Uh×Qh

|||(vh − u, qh − p)|||1,∗ . hm(
√
ν‖u‖Hm+1(Th) +

1√
ν
‖p‖Hm(Th)) (4.11b)

Proof. The proof is build around usual Bramble-Hilbert type arguments, cf. [23,
Proposition 2.3.10].

Proposition 4.7. Let (u, p) ∈ [H1(Ω)]d∩ [H l(Th)]d×H l−1(Th)∩L2
0(Ω) for l ≥ 2

be the exact solution of (2.1) and (uh, ph) ∈ Uh × Qh be the solution of (B). Then
for m = min{l − 1, k} there holds

|||(u− uh, p− ph)|||1,∗ . hm(
√
ν‖u‖Hm+1(Th) +

1√
ν
‖p‖Hm(Th)). (4.12)

Proof. Combine Lemma 4.1, Lemma 4.5 and Lemma 4.6.
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4.2. Analysis of the reconstruction operator. With the solution of the basic
discretization (B) we obtain only weakly divergence free solutions, but can apply the
reconstruction operator RU in a subsequent step. In the following we show that we
thereby obtain solenoidal solutions while preserving optimal order convergence.

Lemma 4.8. Let uT ∈ W−h with div(uT ) = 0 for all T ∈ Th and Assumption 1
be true for RW . Then there holds

RWuT ∈Wh and div(RWuT ) = 0. (4.13)

Proof. From (2.14a) we have that RWuT ∈Wh. To show that RWuT is globally
divergence free it only remains to show div((RWuT )|T ) = 0 for any element T ∈ Th.
From partial integration and (2.14a), (2.14b) and (2.14c) we have for q ∈ Pk−1(T )
(with ∇q ∈ [Pk−2(T )]d)∫

T

div(RWuT )q dx = −
∫
T

RWuT · ∇q dx+

∫
∂T

RWuT · n q ds

= −
∫
T

uT · ∇q dx+

∫
∂T

uT · n q ds =

∫
T

div(uT )q dx

From div(uT ) = 0, T ∈ Th we can conclude that the first term vanishes. Choosing
q = div(RWuT ) concludes the proof.

Lemma 4.9. If RU fulfills Assumption 1, there holds for u ∈ Ureg:

|||u−RUuh|||1 . inf
vh∈Wh×Fh

|||u− vh|||1 + |||u− uh|||1. (4.15)

Proof. We have that |||RUvh|||1 . |||vh|||1 for every vh ∈ Uh. Hence, there holds

|||u−RUuh|||1 ≤ |||u− vh|||1 + |||RU (uh − vh)|||1
. |||u− vh|||1 + |||vh − uh|||1 . |||u− vh|||1 + |||u− uh|||1,

for any vh ∈Wh × Fh ⊂ Uh.

Proposition 4.10. Let (u, p) ∈ [H1
0 (Ω)]d ∩ [H l(Th)]d × H l−1(Th) ∩ L2

0(Ω) for
l ≥ 2 be the solution of (2.1), (uh, ph) ∈ Uh × Qh be the solution of (B) and RU
fulfill Assumption 1. Then there holds RWuT ∈ H(div,Ω), div(RWuT ) = 0 and for
m = min{l − 1, k}

|||(u−RUuh, p− ph)|||1,∗ . hm(
√
ν‖u‖Hm+1(Th) +

1√
ν
‖p‖Hm(Th)). (4.16)

Proof. With Lemma 4.6 and Proposition 4.7 this follows from Lemma 4.9.

4.3. Analysis of the pressure robust method (PR). In this section we an-
alyze the pressure robust method given by equation (PR). The approach is based on
another Strang-type argument, similar to the pressure robust error analysis in [26, 22].
Like in section 4.2, we also address the analysis of the the subsequent solution of (PR)
given by an application of the reconstruction RU .

Lemma 4.11 (Velocity consistency). Let u ∈ Ureg be the velocity solution to (2.1).
For vh ∈ Uh there holds

Ah(u, vh) =

∫
Ω

−ν∆uvh dx− Ecu(u, vh)
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with Ecu(u, vh) :=
∑
T∈Th

∫
∂T

(id−Πk−1
F )(−ν ∂u

∂n
) · (id−Πk−1

F )vT ds.

Proof. This follows similar lines as the proof of Lemma 4.1.
Theorem 4.12. Let u ∈ [H1

0 (Ω) ∩ H l(Th)]d, l ≥ 2 be the velocity solution
of (2.1) and uh ∈ Uh be the velocity solution of (PR) where RU fulfills Assumption
1. Then there holds RWuT ∈ H(div,Ω), div(RWuT ) = 0 and for m = min{l − 1, k}
we have

|||u− uh|||1 ≤ hm‖u‖Hm+1(Th), (4.17a)

|||u−RUuh|||1 ≤ hm‖u‖Hm+1(Th). (4.17b)

Proof. We start with (4.17a). For an arbitrary vh ∈ U0
h := {vh ∈ Uh : Bh(vh, qh) =

0 ∀qh ∈ Qh} we have |||u− uh|||1 ≤ |||uh − vh|||1 + |||u− vh|||1. Using Lemma 4.3 and 4.2
and wh := uh − vh leads to

ν|||wh|||21 . Ah(uh − vh, uh − vh) = Ah(u− vh, wh) +Ah(uh − u,wh)

. ν|||u− vh|||1,∗|||wh|||1 +Ah(uh, wh)−Ah(u,wh)

. ν|||u− vh|||1,∗|||wh|||1 + f(RUwh)− Bh(wh, ph)−Ah(u,wh).

AsRUwh = RUuh+RUvh is exactly divergence free we have f(RUwh) = (−∆u,RWwT )
and further wT is element-wise divergence free so Bh(wh, ph) = 0. Using Lemma 4.11
for the last term and property (2.14c) we have for all δh ∈ [Pk−2(T )]d

ν|||wh|||21 . |||u− vh|||1,∗|||wh|||1 + (−ν∆u,RWwT − wT )Ω + Ecu(u,wh)

. ν|||u− vh|||1,∗|||wh|||1 + ν‖∆u− δh‖L2(Ω) ‖RWwT − wT ‖L2(Ω) + Ecu(u,wh).

Next note that the operator (id−RW ) is orthogonal on constants so by using the
Bramble-Hilbert Lemma, choosing δh = Πk−2(∆u) and a scaling argument it follows

ν|||wh|||21 . ν|||u− vh|||1,∗|||wh|||1 + νhm−1‖u‖Hm+1(Th) h|||wh|||1 + νhm‖u‖Hm+1(Th)|||wh|||1

Dividing by |||wh|||1 finally leads to

|||u− uh|||1 . inf
vh∈U0

h

|||u− vh|||1,∗ + hm‖u‖Hm+1(Th).

The first term is then estimated by the infimum over the set of exact divergence free,
thus normal continuous functions {vh ∈Wh × Fh : Bh(vh, qh) = 0 ∀qh ∈ Qh}, and by
using remark 4.10 from [6] and the Bramble-Hilbert Lemma we conclude the proof of
(4.17a). Finally, (4.17b) follows from ||| · |||1 ≤ ||| · |||1,∗, Lemma 4.9 and (4.17a).

5. Numerical examples. In this section we investigate the numerical solutions
of the Stokes problem on Ω = [0, 1]d and a right hand side f := −ν∆u−∇p with the
exact solution

u = curl ζ with ζ := x2(x− 1)2y2(y − 1)2 and p := x5 + y5 − 1

3
for d = 2,

u = curl(ζ, ζ, ζ) with ζ := x2(x− 1)2y2(y − 1)2z2(z − 1)2

and p := x5 + y5 + z5 − 1

2
for d = 3,

and different values of ν. All implementations of the numerical examples where per-
formed within the finite element library NGSolve/Netgen, see [31, 32].
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5.1. Pressure robust error estimates. As addressed in section 2.5 we verify
the impact of pressure robustness of the proposed methods. For this we compare
different polynomial orders and distinguish between the solution uB

h of problem (B),
the pressure-robust solution uPR

h of problem (PR) and their exact divergence free
reconstructions RUuB

h and RUuPR

h . We further choose a fixed viscosity ν = 1e−3.
Figure 5.1 shows the L2 error and the error of the gradient for the two dimensional
case. Both methods (B) and (PR) lead to optimal convergence orders as expected by
the theory see Proposition 4.7 and Theorem 4.12 but the order of magnitude is much
larger for the solution of problem (B). Note that the scaling between the respective
values is always approximately 1/ν. Furthermore we have a proper convergence order
of the errors with respect to the exactly divergence free reconstructed solutionsRWuB

T
and RWuPR

T as expected by Theorem 4.12. Where the plots of the L2 error of the
reconstructed solutions and their discrete divergence free counterparts nearly can’t
be distinguished when the polynomial order is increased we can see a very small
difference in broken H1 (semi) norm. Similar conclusions can be done for the three
dimensional case, see Figure 5.1. To clarify the consequences of pressure-robustness,
Figure 5.2 shows the broken H1 (semi) norm error for different values of ν = 10j with
j = −6 . . . 2. For ν ≥ 1 the irrotational part of the right hand side is of the same
magnitude as the divergence free part, thus the errors ||∇u−∇uB

T ||0 and ||∇u−∇uPR

T ||0
are in a close range. When ν gets smaller the irrotaional part of f tends to dominate
resulting in a bad velocity approximation, thus a big error ||∇u−∇uB

T ||0. In contrast,
the pressure-robust solution is not affected by the decreasing viscosity and the error
||∇u−∇uPR

T ||0 stays constant.
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Fig. 5.1. L2 norm and the H1 (semi) norm error for d = 2 (top) and d = 3 (bottom).
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Fig. 5.2. The broken H1 (semi) norm errors for varying ν and different polynomial orders k.

5.2. Timings. We discuss the computational benefits of the method on an ex-
ample. To this end we compare three methods: First, the H(div)-conforming HDG
method introduced in [23] with unknowns of order k involved in the normal-continuity
and the (weak) tangential continuity through facet unknowns (method [n |t ]). Sec-
ondly, the H(div)-conforming HDG method with reduced stabilization (projected
jump) where (only) the tangential facet unknowns are reduced to order k − 1, as
presented in [24] (method [n |t∗]). Thirdly, the method that we introduced in this
contribution with a relaxed H(div)-conformity so that the only globally coupled ve-
locity unknowns are facet unknowns of order k − 1 (method [n∗|t∗]). Note that the
costs for the reconstruction steps for solenoidal solutions and pressure robustness are
negligible and are not discussed here. For a comparison between the computational
effort of an H(div)-conforming DG and a corresponding HDG method we refer to
[24].

The following measures have been taken to compare the methods’ computational
effort. We consider the number of (velocity and pressure) unknowns that appear in
the three methods (dofs). Note that, in order to simplify the presentation, we do
not make use of a possible a priori reduction of the velocity and pressure spaces,
cf. Remark 1. Prior to solving the linear systems we apply static condensation, i.e.
we eliminate all unknowns that have only element-local couplings. The remaing un-
knowns are denoted as the globally coupled degrees of freedom (gdofs) which already
give a better indication of the computational effort as these are the only ones for
which a large linear system has to be solved. We note that all pressure unknowns
except for one constant per element can be eliminated, i.e. the pressure unknowns
in the condensated system are independent of k. Not only the number of (globally
coupled) unknowns is important for the computational effort in linear solvers, but
also the sparsity pattern and the number of non-zero entries in the matrix (nze).
Finally, we use a direct factorization method to prepare the solution of linear systems
and measure the computation time on a shared-memory machine with 24 cores for
the three methods (f.time). We note that the factorization time is much larger than
forward and backward substitution which we neglect in the timings. As examples we
take the finest meshes from the 2D and 3D Stokes problems from the previous section.
The results are shown in Table 5.1.

First, we observe that the number of unknowns for the methods with relaxed
(weak) continuity are larger due to break up of a globally coupled basis functions into
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k = 1 k = 2 k = 3 k = 4
2D [n∗|t∗] [n |t∗] [n |t ] [n∗|t∗] [n |t∗] [n |t ] [n∗|t∗] [n |t∗] [n |t ] [n∗|t∗] [n |t∗] [n |t ]

dofs 249K 215K 182K 430K 396K 362K 678K 644K 611K 994K 960K 927K
gdofs 91K 125K 159K 159K 193K 227K 227K 261K 295K 295K 329K 363K

nze 970K 2M 3.3M 3.3M 4.9M 6.9M 6.9M 9.3M 11.9M 11.9M 14.9M 18.3M
f.time 0.3s 0.7s 1.2s 0.9s 1.3s 1.9s 1.8s 2.3s 3.0s 3.1s 3.9s 5.0s

k = 1 k = 2 k = 3 k = 4
3D [n∗|t∗] [n |t∗] [n |t ] [n∗|t∗] [n |t∗] [n |t ] [n∗|t∗] [n |t∗] [n |t ] [n∗|t∗] [n |t∗] [n |t ]

dofs 461K 406K 296K 941K 859K 694K 1.7M 1.6M 1.3M 2.7M 2.6M 2.3M
gdofs 104K 163K 283K 283K 372K 551K 551K 670K 909K 909K 1.1M 1.4M

nze 2.2M 5.6M 17M 17M 30M 67M 67M 100M 185M 185M 251M 414M
f.time 0.7s 1.2s 4.5s 4.4s 7.6s 19.0s 18.8s 31.9s 73.9s 73.9s 114s 227s

Table 5.1
Measures for the costs of solving linear systems for different H(div)-conforming HDG dis-

cretization methods for the (2D and 3D) test cases from Section 5.1.

two only locally coupled unknowns. Accordingly the globally coupled unknowns are
much less for these methods which also decreases the number of non-zero entries in
the Schur complement and thus the computing time for the factorization.

The computational effort spend in the linear systems for [n |t ] for some order k
is as muss as [n∗|t∗] with k + 1, i.e. we obtain an increase in accuracy (cf. previous
section) with the cost of a method of order k only. The benefit is especially strong for
low orders k. Let us mention that the time to form the Schur complement and later
to reconstruct the interior unknowns is negligible compared to the costs of solving
the Schur complement. Further, both operations are element-local and can easily be
done in parallel.

There is no consistent DG discretization with k = 0. However, after static con-
densation, for [n∗|t∗] and k = 1, only unknowns of degree 0 remain for the velocity,
i.e. one degree of freedom per facet and dimension.

Appendix A.

A.1. An equivalent formulation to (B) based on scalar FE spaces. We
present a different discrete formulation which results in the same discrete solution but
uses the much simpler finite element spaces for velocity and pressure:

Vh =
∏
T∈Th

[Pk(T )]d, Λh =
∏
F∈F

[Pk−1(F )]d and Qh =
∏
T∈Th

Pk−1(T ).

We note that the velocity spaces are product spaces of scalar-valued finite element
spaces for element and facet unknowns without any continuity between elements. The
facet space Λh is responsible for two tasks: The tangential components of the function
in Λh take the role of the facet variables in Fh in (B). The normal component is a
Lagrangian multiplier introduced to enforce the weak H(div)-conformity of solutions.

We define the bilinear forms

Ãh(uh, vh) :=
∑
T∈Th

∫
T

ν∇uT :∇vT dx−
∫
∂T

ν
∂uT
∂n

Πk−1
F [[vth]]F ds (A.1)

−
∫
∂T

ν
∂vT
∂n

Πk−1
F [[uth]]F ds+

∫
∂T

ν
λk2

h
Πk−1
F [[uth]]FΠk−1

F [[vth]]F ds,
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for uh = (uT , uF ), vh = (vT , vF ) ∈ Vh × Λh and for uh, vh ∈ Vh × Λh, ph ∈ Λh

B̃h(uh, (vh, ph)) :=
∑
T∈Th

−
∫
T

ph div(uT ) dx+

∫
∂T

uT v
n
F ds. (A.2)

Then the alternative discretization takes the form: Find uh ∈ Vh × Λh, ph ∈ Qh, s.t.
for all vh ∈ Vh × Λh, qh ∈ Qh there holds

Ãh(uh, vh) + B̃h(vh, (uh, ph)) + B̃h(uh, (vh, qh)) = f(vh). (B̃)

The conditions B̃h(uh, (0, qh)) = 0, ∀ qh ∈ Qh and B̃h(uh, ((0, v
n
F ), 0)) = 0, ∀ vF ∈ Λh

enforce divergence free solutions within every element T , div(uT ) = 0 and a relaxed
normal continuity, Πk−1

F [u ·n]F = 0, respectively. This implies that velocity solutions

to (B̃) will be in W−h . We note that on the subspace of functions in W−h ⊂ Vh

we have that Ãh(·, ·) = Ah(·, ·) and B̃h(·, ·) = Bh(·, ·) so that we obtain the same
functions uT , u

t
F and ph as solutions to (B) and (B̃). The additional unknown unF is

an approximation to the normal stress p−νnT·∇u·n as unF is the Lagrangian multiplier
for the (weak) normal continuity.

We note that although the solution to the equivalent formulations (B) and (B̃) are
the same, the sparsity pattern is different, cf. [24, Remark 7]. Also, we note that while
the implementation of the finite element spaces is easier in (B̃), the implementation
of the projection Πk−1

F is still required, cf. the discussion in the previous subsection.
Furthermore, the usual basis for the simpler space Vh does not provide the simple and
fast realization of the reconstruction operator that we discussed in section 3.4 so that
the reconstruction and the pressure robust variant (PR) will be more involved and
computationally more expensive.

In [29] a discretization similar to (B̃) is considered for a Navier-Stokes problem,
with the important difference that instead of one facet space Λh, two separate facet
spaces Λuh and Λph are used where Λuh =

∏
F∈F [Pk(F )]d is the facet space for the mo-

mentum conservation in the velocity discretization (and thus no projection is needed)
while Λph =

∏
F∈F Pk−1(F ) implements the weak H(div)-conformity. In a similar

fashion different discretizations can be derived when varying different polynomial de-
grees in Λuh, Λph or Λh. When choosing degree k in Λph and Λuh (and removing the

projection Πk−1
F ) we obtain yet another formulation with divergence free solutions

that has recently been proposed in [30].
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[4] S. Beuchler and J. Schöberl, New shape functions for triangular p-FEM using integrated
Jacobi polynomials, Numer. Math., 103 (2006), pp. 339–366.

[5] D. Boffi, F. Brezzi, and M. Fortin, Mixed Finite Element Methods and Applications,
Springer Science & Business Media, 2013.

[6] D. Braess, Finite Elemente - Theorie, schnelle Löser und Anwendungen in der Elas-
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