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GLOBAL EXISTENCE OF WEAK EVEN SOLUTIONS FOR AN

ISOTROPIC LANDAU EQUATION WITH COULOMB POTENTIAL

MARIA GUALDANI AND NICOLA ZAMPONI

Abstract. In this manuscript we consider an isotropic modification for the Landau equa-
tion with Coulomb potential in three space dimensions. Global in time existence of weak
solutions for even initial data is shown by employing a time semi-discretization of the equa-
tion, an entropy inequality and a uniform estimate for the second moment of the solution
to the discretized problem. Moreover, under an additional condition that has to be satisfied
uniformly over time, uniform boundedness of the solution is proved, with bounds depending
solely on the mass, second moment and entropy of the solution. A byproduct of our analysis
is a proof of improved regularity for weak solutions to the Landau equation with Coulomb
potential.

1. Introduction

In recent years the nonlinear nonlocal parabolic equation

(1)

{
ut = div (a[u]∇u− u∇a[u]), −∆a[u] = u, x ∈ R

3, t > 0,

u(·, 0) = u0

has attracted the interest of several mathematicians since it possesses interesting mathemat-
ical properties. Formally (1) can be rewritten as

ut = a[u]∆u+ u2,

which is reminiscent to the semilinear heat equation and the Keller-Segel model. However
the solutions to (1) behave fundamentally different.

Equation (1) can be seen as an isotropic modification of a model in plasma physics, the
so-called Landau equation, which reads in the spatially homogeneous setting as

ut = div (A[u]∇u− u∇a[u]), −∆a[u] = u,

with the diffusion matrix A[u] defined as

A[u](x, t) :=
1

8π

∫

R3

1

|y|

(
Id− y ⊗ y

|y|2
)
u(x− y) dy.

Then (1) follows from the Landau equation if we replace A[u] with its trace, since TrA[u] =
a[u].
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2 Global existence of weak even solutions

A modification of (1) was first proposed by Krieger and Strain in [11]: the authors show
the global in time existence of radial and monotone decreasing solutions to the equation

ut = a[u]∆u+ αu2, α ∈ (0,
2

3
).

This result was later extended to α ∈ (0, 7475 ) in [10] by mean of a new non-local weighted
Poincare inequality.

Recently the first author and collaborator showed in [8] global in time existence of smooth
and bounded radial and monotone decreasing solutions to (1) for initial data that have finite
mass, energy and entropy. This last result puts in evidence how solutions to a non-linear
equation with a non-local diffusivity such as a[u] behave drastically different from (and better
than) Keller-Segel or semilinear heat equation.

The condition of radial symmetry and monotone decreasing simplify the analysis in [8]
considerably: bounds on the solution are obtained using comparison principle for (1) and
for the associated mass function. Pointwise upper bounds are obtained using barriers: these
arguments are based on the observation that certain functions are supersolutions for the
elliptic operator under certain assumptions on the solution. This is where the radial symmetry
and monotonicity come to play.

Without the simplifying assumption of radial symmetry, the analysis of (1) is challenging.
The nonlocal nature of the diffusion a[u] prevents the equation from satisfying a comparison
principle. Moreover maximum principle does not give useful insights, since we only know that
at any point of maximum for u it holds ut ≤ u2, which does not provide us with a global-
in-time upper bound for the solution. We also remark that the techniques for the classical
Landau equation do not apply directly to (1), as they rely on the conservation of the second
moment which is not the case here.

In this manuscript we attempt to remove the condition of radial symmetry. These diffi-
culties related to the lack of comparison/maximum principles are overcome by performing
an exponential transformation u = ew and rewriting (1) for w, which allows us to show the
non-negativity of the solutions.

Our first main result is concerned with the global existence of weak even solutions to (1) in
dimension d = 3.

From now on let γ(x) ≡ (1 + |x|)−1 for x ∈ R
3, and let us define the space W 1,∞

c (R3) of
compactly supportedW 1,∞(R3) functions equipped with the following notion of convergence:

a sequence (φn)n∈N ⊂W 1,∞
c (R3) converges in W 1,∞

c (R3) to a function φ ∈W 1,∞
c (R3) if (and

only if) φn → φ in W 1,∞(R3) and ∪n∈Nsupp(φn) is bounded.

Theorem 1. Let u0 : R
3 → (0,∞) be an even function such that u0 ∈ L1(R3),

∫
R3 u0 log u0dx <

∞, and
∫
R3 |x|2u0(x)dx < ∞. Then there exists u : R3 × [0,∞) → [0,∞) even function such

that, for every T > 0,
√
u ∈ L2(0, T ;H1(R3, γ(x)dx)), u, u log u ∈ L∞(0, T ;L1(R3)),

a ∈ L∞(0, T ;L3
loc(R

3)), ∇a ∈ L∞(0, T ;L
3/2
loc (R

3)),

∂tu ∈ Lr(0, T ;W 2, r
r−1 (R3, γ

− 1
3(r−1) (x)dx)′) ∩ (L∞(0, T ;W 1,∞

c (R3)))′ for some r > 1,

and u satisfies the following weak formulation of (1)
∫ T

0
〈∂tu , φ 〉dt+

∫ T

0

∫

R3

(a∇u− u∇a) · ∇φdxdt = 0 ∀φ ∈ L∞(0, T ;W 1,∞
c (R3)),(2)
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lim
t→0+

u(t) = u0 in W 2, r
r−1 (R3, γ

− 1
3(r−1) (x)dx)′.

The function a[u] is given by

a[u](x, t) =
1

4π

∫

R3

u(y, t)

|x− y|dy x ∈ R
3, t > 0.(3)

Moreover, the mass is conserved:
∫
R3 u(x, t)dx =

∫
R3 u0(x)dx for t ∈ [0, T ], while the second

moment of u is locally bounded in time: supt∈[0,T ]

∫
R3 |x|2u(x, t)dx <∞.

The proof is based on a time semi-discretization of (1). The discretized problem reads as

uk − uk−1

τ
= div (aτ [u

k]∇uk − uk∇aτ [uk])− τ
(
|wk|2wk + div (|∇wk|2∇wk)

)
, k ≥ 1,

where τ > 0 is the time-step, aτ is given by (10), and uk = exp(wk). The new function
wk is the so-called entropy variable [12, 13], which relates the entropy H[u] =

∫
R3 u log u dx

and uk by the relation wk = δH
δu [u

k]. In particular w is the Frechét derivative of the entropy
functional with respect to u. The discretization of the problem and the regularizing term of
p−Laplacian type (with p = 4) allow to obtain a bounded solution wk, which yields in return
a bounded and strictly positive function uk. At this point, the main difficulty is to obtain
estimates for the solution to the semi-discretized problem that are uniform in terms of the
time-step. This is achieved via the mass conservation and the decay in time of the Boltzmann
entropy functional.

Suitable L2 bounds for the gradient of the solution are derived from the entropy inequality.
Here is where the assumption of even initial datum comes to play. In fact, the entropy
dissipation can be bounded as

−dH
dt

=
1

2

∫∫

R3×R3

u(x, t)u(y, t)

|x− y| |∇ log u(x, t) −∇ log u(y, t)|2dxdy

≥
(∫

R3

u(x, t)

1 + |x|dx
)(∫

R3

|∇u(x, t)|2
u(x)

dx

1 + |x|

)
−
∣∣∣∣
∫

R3

∇u(x, t)
1 + |x| dx

∣∣∣∣
2

,

and thanks to the assumption that u is even, the last integral on the right-hand side vanishes.
The assumption of even initial data seems at the moment hard to remove. In [5] a lower
bound for −dH/dt in terms of the Fisher information was found using conservation of the
second moment. In our case a bound for the second moment is not a-priori given, but has to
be proved; on the other hand lower bounds for the entropy dissipation are needed to control
the energy. It seems therefore that the two problems, deriving a suitable entropy inequality
and proving the boundedness of the energy, are interwined. We overcome this problem by first
deriving a lower bound for the entropy dissipation which involves the energy, then we bound
the energy by means of the entropy and its dissipation. The combination of these two bounds
yields a discrete nonlinear equation for the energy, from which we deduce a power-like upper
bound for the energy and subsequentially a uniform lower bound for the entropy dissipation.

Another problem in the analysis of (1) is the fact that the only steady state of the system
is trivial, i.e. it is identically zero. As a consequence, one expects the entropy H[u(t)] to
approach −∞ as t → ∞. However, a lower bound for the entropy is essential to control
the Fisher information. We prove that the entropy H[u] is greater than a (real) constant
which depends on the second moment of u, thus obtaining the desired control on the Fisher
information.



4 Global existence of weak even solutions

The gradient estimates derived from the entropy inequality and uniform in τ and will help
in the time-continuous limit τ → 0. We obtain at first an ultra-weak solution to (1).

Afterwards we perform higher regularity estimates for a[u] and its gradient. Those esti-
mates are obtained through a novel technique which exploits the uniform boundedness of
the entropy and energy (instead of mass conservation). Subsequent applications of Jensen
inequality lead to the estimate

a3[u] = Φ(ξ(a[u])) ≤ C

∫

|x−y|<ρ
Φ

(
1

|x− y|

)
ξ(u(y, t))dy, x ∈ R

3, t ∈ [0, T ],

where R > 0 is arbitrary, ρ > 0 depends on R and the second moment of u, ξ(s) = (1 +
s) log(1 + s) for s ≥ 0, and Φ : [0,∞) → [0,∞) is such that Φ(ξ(s)) = s3 for s ≥ 0. We
point out that ξ(u) is controlled by the modulus of the entropy density u| log u|, and therefore
the ξ(u) ∈ L∞(0, T ;L1(R3)). On the other hand, by construction Φ(z) grows at infinity
slower than z3, which yields Φ(| · |−1) ∈ L∞(0, T ;L1

loc(R
3)). Since the right-hand side of

the above estimate for a3[u] is a convolution of two integrable functions, we conclude that

a3[u] ∈ L∞(0, T ;L1
loc(R

3)). In a similar fashion it is shown that ∇a[u] ∈ L∞(0, T ;L
3/2
loc (R

3)).
These improved bounds yield the weak solution to (2).

This last argument can be adapted to the case of the Landau equation, allowing an improved
regularity result for the (ultra-)weak solutions found in [5, Corollary 1.1].

Corollary 1 (Corollary of Theorem 1). Let f = f(v, t) be a weak solution to the Landau
equation with Coulomb potential as in [5, Corollary 1.1]. Then A[f ] ∈ L∞(0, T ;L3

loc(R
3)),

∇a[f ] ∈ L∞(0, T ;L
3/2
loc (R

3)), and f satisfies the following weak formulation

∫ T

0
〈∂tf , φ 〉dt+

∫ T

0

∫

R3

(A[f ]∇f − f∇a[f ]) · ∇φdxdt = 0 ∀φ ∈ L∞(0, T ;W 1,∞
c (R3)).

(4)

We stress the fact that Corollary 1 holds for general initial data having finite mass, mo-
mentum, energy; the hypothesis of even initial datum is not needed.

The second main result is a conditional regularity estimate for any solution to (1) found in
Thr. 1. This result is based upon the condition that u and a[u] satisfy a so-called ε-Poincaré
inequality. We say that u and a[u] satisfy the ε-Poincaré inequality if given ε > 0 as small as
one wishes, there exists a constant Cε such that the following inequality holds true

∫
R3 uφ

2 dx ≤ ε
∫
R3 a[u]|∇φ|2 dx+ Cε

∫
R3 φ

2 dx(5)

for any φ ∈ L1
loc(R

3) such that the right-hand side of (5) is convergent. The ε-Poincaré
inequality was first introduced in [9] and used to show regularization of solution to the original
Landau equation.

Theorem 2 (Conditional regularity). Let u be a solution to (1) found in Thr. 1. Assume u
is such that (5) holds true. Then there exist constant C = C(T, u0, R) such that

‖u‖L∞(BR×(t,T )) ≤ C(T, u0, R)

(
1

t
+ 1

)α

, t ∈ (0, T ), α > 9/4,

where BR ⊂ R
3 is any ball of radius R and center at zero.

Weighted Poincare’s inequalities have been used to obtain informations about eigenvalues
for the Schrödinger operators [2, 3, 4, 7, 14]. Let L := −∆ − w, w ≥ 0, we say that L is
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positive definite if an inequality of the form
∫
wφ2 dx ≤

∫
|∇φ|2 dx

holds true for any φ. The above inequality is called the uncertainty principle [6]. Similarly
one can look into eigenvalues of degenerate elliptic operators of the form L = −div(w1∇)−w2

with w1, w2 positive functions. In this case the uncertainty principle becomes a two-weight
Poincare’s inequality

∫
w2φ

2 dx ≤
∫
w1|∇φ|2 dx.

Therefore one can ask the question for which weights ω1 and ω2, inequalities of the form
∫

Q
ω1φ

2 dx ≤ C

∫

Q
ω2|∇φ|2 dx(6)

exist, for any function φ with either zero mean or compact support in Q. Several conditions
that guarantee validity of (6) have been given in the literature [3, 4, 14]. The most general
one reads as

|Q| 2d
(

1

|Q|

∫

Q
ωr
1 dv

) 1
r
(

1

|Q|

∫

Q
ω−r
2 dv

) 1
r

≤ C

for some r > 1. The constant C above appears on the right hand side of (6).
Inspired by the similarity of (1) with the degenerate operator L = −div(a[u]∇) − u the

first author and collaborator proposed in [9] the new inequality (5).
We outline the basic steps on how to get (5) and refer to [9] for more details. The main

idea is the following: fix ε > 0 and assume that there exists R > 0 such that for each cube of
length R we have

|QR|
2
3

(
1

|QR|

∫

QR

ur dx

) 1
r
(

1

|QR|

∫

QR

a[u]−r dx

) 1
r

≤ ε.(7)

Then (7) and (6) with ω2 = a[u] and ω1 = u imply:
∫

QR

u(φ− (φ)QR
)2 dx ≤ ε

∫

QR

a[u]|∇φ|2 dx,

where (φ)QR
denotes the average of φ in the cube QR. A covering of R3 with cubes of size R

then yields (5). In the specific case of (1) there is another condition leading to (5) that can
replace (7). Such condition involves a weighted estimate on∇a[u] and the proof is summarized
in Lemma 4 in the Appendix. The main idea is the following: assume that for some q > 3

γ−1∇a[u] ∈ L∞
loc(0,∞;Lq(R3)),(8)

then for each ε > 0 (5) holds. Then we rewrite
∫
R3 uφ

2 dx using the Poisson’s equation
−∆a[u] = u and integrate by parts:

∫

R3

uφ2dx = −
∫

R3

φ2∆a dx = 2

∫

R3

φ∇a · ∇φ dx.

Then inequality (5) follows from assumption (8) by means of a Gagliardo-Nirenberg inequality
and the fact that a[u](x) ≥ Cγ(x) for x ∈ R

3, with C being a positive constant that depends
only on the mass and second moment of u (see Lemma 4 in Appendix for all the details).



6 Global existence of weak even solutions

The fact that neither (7) not (8) can be proven at the moment is rather unsatisfactory.
And consequently the results stated in Theorem 2 should be viewed as conditional. However
one can show that condition (7) nearly holds: in fact it is easy to prove (see Proposition 2.14
in [9]) that there exists a constant C only dependent on mass, first and second moment of u
such that

|QR|
2
3

(
1

|QR|

∫

QR

u dx

)(
1

|QR|

∫

QR

a[u] dx

)−1

≤ C.

The reason why the ε-Poincare’s inequality (5) helps controlling the quadratic nonlinearity
in (1) is now easy to see: formal energy estimates yield

∂t

∫
up+1 dx = − 4p

p+ 1

∫
a[u]|∇u p+1

2 |2 dx+ p

∫
up+2 dx.

Inequality (5) with φ = u
p+1
2 and ε ≤ 3p

p+1 implies

∂t

∫
up+1 dx+

p

p+ 1

∫
a[u]|∇u p+1

2 |2 dx ≤ C(p)

∫
up+1 dx.

Theorem 2 will be proven using a modification of this energy estimate and Moser’s iteration.

The rest of the manuscript is organized as follows: Theorem 1 and Corollary 1 are proven
in Section 2 and Theorem 2 in Section 3.

2. Proof of Theorem 1.

The proof is divided into several steps.

Step 1: Construction of approximate solutions. Let T > 0, N ∈ N, τ = T/N , B(τ) ≡ {x ∈
R
d : |x| < τ−α} for some α ∈ (0, 1) to be specified later, w0 ≡ log u0.
Let us consider the following time-discretized and regularized problem: for any k =

1, . . . , N ,

find wk ∈W 1,4(B(τ)) such that:(9)

τ−1

∫

B(τ)

(exp(wk)− exp(wk−1))φdx+ τ

∫

B(τ)

(|wk|2wkφ+ |∇wk|2∇wk · ∇φ)dx

+

∫

B(τ)

(aτ [exp(w
k)]∇ exp(wk)− exp(wk)∇aτ [exp(wk)]) · ∇φdx = 0,

for all φ ∈W 1,4(B(τ)),

where the functional aτ is defined as

aτ [uτ ](x) =

∫

B(τ)

uτ (y)

4π|x− y|dy x ∈ R
3, for any uτ smooth enough.(10)

We solve (9), (10) by means of Leray-Schauder fixed point theorem. For given z ∈ L∞(B(τ))
and σ ∈ [0, 1] we first consider the following problem:

find w ∈W 1,4(B(τ)) such that A(w) = f,(11)

where A : W 1,4(B(τ)) → (W 1,4(B(τ)))′, f ∈ (W 1,4(B(τ)))′ are defined as follows:

〈A(w), φ〉 := τ

∫

B(τ)

(w3φ+ |∇w|2∇w · ∇φ)dx+

∫

B(τ)

aτ [exp(z)] exp(z)∇w · ∇φdx,
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〈f, φ〉 :=− στ−1

∫

B(τ)

(exp(z)− exp(wk−1))φdx + σ

∫

B(τ)

exp(z)∇aτ [exp(z)] · ∇φdx,

for all φ ∈W 1,4(B(τ)).

Let us verify that f ∈ (W 1,4(B(τ)))′. Since for any u ∈ L∞(B(τ)), x ∈ B(τ) it holds

|aτ [u](x)| + |∇aτ [u](x)| ≤ Cτ

∫

B(τ)

|u(y)|
|x− y|2dy ≤ Cτ‖u‖L∞(B(τ)),

it follows that, for any φ ∈W 1,4(B(τ)),

|〈f, φ〉| ≤ C(τ, ‖z‖L∞(B(τ)), w
k−1)‖φ‖W 1,1(B(τ)) ≤ C(τ, ‖z‖L∞(B(τ)), w

k−1)‖φ‖W 1,4(B(τ)).(12)

Let us now show that A is strictly monotone, coercive and semicontinuous. Given w1, w2 ∈
W 1,4(B(τ)), let us consider:

〈A(w1)−A(w2), w1 − w2〉

= τ

∫

B(τ)

((w3
1 − w3

2)(w1 −w2) + (|∇w1|2∇w1 − |∇w2|2∇w2) · ∇(w1 − w2))dx

+

∫

B(τ)

aτ [exp(z)] exp(z)|∇(w1 − w2)|2dx

= τ

∫

B(τ)
(w2

1 + w1w2 + w2
2)(w1 − w2)

2dx

+
τ

2

∫

B(τ)

(|∇w1|2 − |∇w2|2)∇(w1 + w2) · ∇(w1 − w2)dx

+
τ

2

∫

B(τ)
(|∇w1|2 + |∇w2|2)∇(w1 − w2) · ∇(w1 − w2)dx

+

∫

B(τ)

aτ [exp(z)] exp(z)|∇(w1 − w2)|2dx

= τ

∫

B(τ)

(w2
1 + w1w2 + w2

2)(w1 − w2)
2dx+

τ

2

∫

B(τ)

(|∇w1|2 − |∇w2|2)2dx

+
τ

2

∫

B(τ)

(|∇w1|2 + |∇w2|2)|∇(w1 − w2)|2dx

+

∫

B(τ)

aτ [exp(z)] exp(z)|∇(w1 − w2)|2dx ≥ 0.

This means that A is monotone. Let us now assume that 〈A(w1) − A(w2), w1 − w2〉 = 0.
From the above computation it follows that

∫

B(τ)

(w2
1 + w1w2 + w2

2)(w1 − w2)
2dx = 0

which implies that, for a.e. x ∈ B(τ), either w1(x)
2 + w1(x)w2(x) + w2(x)

2 = 0 or (w1(x) −
w2(x))

2 = 0; in both cases w1(x) = w2(x). Therefore A is strictly monotone.
Let us now consider, for a generic w ∈W 1,4(B(τ)),

〈A(w), w〉 = τ‖w‖4
W 1,4(B(τ))

+

∫

B(τ)
aτ [exp(z)] exp(z)|∇w|2dx.(13)

Clearly ‖w‖−1
W 1,4(B(τ))

〈A(w), w〉 → ∞ as ‖w‖W 1,4(B(τ)) → ∞, i.e. A is coercive.



8 Global existence of weak even solutions

It is straightforward to verify that, for any w1, w2, w3 ∈ W 1,4(B(τ)), the function t ∈
[0, 1] 7→ 〈A(w1 + tw2), w3〉 is continuous. So A is hemicontinuous.

From [16, Thr. 26A] we deduce that (11) has a unique solution w ∈W 1,4(B(τ)). Moreover
from (12), (13) it follows that

‖w‖W 1,4(B(τ)) ≤ C(τ, ‖z‖L∞(B(τ)), w
k−1).(14)

Therefore we can define the operator

F : L∞(B(τ))× [0, 1] → L∞(B(τ))
(z, σ) 7→ w

with w ∈W 1,4(B(τ)) the unique solution to (11).
We observe that F (·, 0) ≡ 0 (trivial). Additionally (14) implies that F is compact, since

F is bounded as an operator L∞(B(τ)) × [0, 1] → W 1,4(B(τ)). We remind that the Sobolev

embedding W 1,4(B(τ)) →֒ L∞(B(τ)) is compact. Standard arguments can be employed to

prove that F is also continuous. Let us now consider w ∈ L∞(B(τ)) such that F (w, σ) = w
for some σ. Choosing φ = z = w in (11) leads to

στ−1

∫

B(τ)

(exp(w)− exp(wk−1))wdx + τ‖w‖4
W 1,4(B(τ))

= −σ
∫

B(τ)

(aτ [exp(w)]∇ exp(w) − exp(w)∇aτ [exp(w)]) · ∇wdx

= −σ
∫∫

B(τ)×B(τ)

ew(x)+w(y)

4π|x− y| (∇w(x) −∇w(y)) · ∇w(x)dxdy

= −σ
2

∫∫

B(τ)×B(τ)

ew(x)+w(y)

4π|x− y| |∇w(x) −∇w(y)|2dxdy ≤ 0.

Moreover, since u ∈ (0,∞) 7→ u log u− u ∈ R is convex, it follows that

(u1 log u1 − u1)− (u2 log u2 − u2) ≤ log(u1)(u1 − u2) u1, u2 > 0.

Evaluating the above inequality for u1 = exp(w), u2 = exp(wk−1), it follows

ew(w − 1)− ew
k−1

(wk−1 − 1) ≤ w(ew − ew
k−1

).

Summarizing up

σ

∫

B(τ)

ew(w − 1)dx+ τ2‖w‖4
W 1,4(B(τ))

(15)

+
τσ

2

∫∫

B(τ)×B(τ)

ew(x)+w(y)

4π|x− y| |∇w(x)−∇w(y)|2dxdy ≤ σ

∫

B(τ)

ew
k−1

(wk−1 − 1)dx.

We point out that the first integral on the left-hand side of (15) can be bound from below
by a constant since es(s − 1) + 1 ≥ 0 for all s ≥ 0 and B(τ) is bounded. Therefore (15)

provides us with a uniform (w.r.t. σ ∈ [0, 1]) bound for w in W 1,4(B(τ)), and therefore also

in L∞(B(τ)). Leray-Schauder’s fixed point Theorem implies that wk ∈ L∞(B(τ)) exists such

that F (wk, 1) = wk, i.e. wk ∈W 1,4(B(τ)) is a solution to (9), (10). Furthermore, wk satisfies
(15) with σ = 1, i.e.

∫

B(τ)

ew
k
(wk − 1)dx + τ2‖wk‖4

W 1,4(B(τ))
(16)
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+
τ

2

∫∫

B(τ)×B(τ)

ew
k(x)+wk(y)

4π|x− y| |∇wk(x)−∇wk(y)|2dxdy ≤
∫

B(τ)

ew
k−1

(wk−1 − 1)dx.

We define now piecewise-constant in time functions which interpolate the sequences ew
k
, wk.

For x ∈ B(τ), 0 ≤ t ≤ T , let

u(τ)(x, t) = u0(x)χ{t=0} +

N∑

k=1

ew
k(x)χt∈((k−1)τ,kτ ],

w(τ)(x, t) = log(u0(x))χ{t=0} +

N∑

k=1

wk(x)χt∈((k−1)τ,kτ ].

We also define the discrete time derivative operator Dτ as

(17) Dτf(t) = τ−1(f(t)− f(t− τ)), τ ≤ t ≤ T, for any f : [0, T ] → R.

With this new notation, (9) can be rewritten as
∫

B(τ)

(Dτu
(τ))φdx+ τ

∫

B(τ)

(|w(τ)|2w(τ)φ+ |∇w(τ)|2∇w(τ) · ∇φ)dx

+

∫

B(τ)
(aτ [u

(τ)]∇u(τ) − u(τ)∇aτ [u(τ)]) · ∇φdx = 0;

integrating the above equality in the time interval [0, T ] yields
∫ T

0

∫

B(τ)
(Dτu

(τ))φdxdt+ τ

∫ T

0

∫

B(τ)
(|w(τ)|2w(τ)φ+ |∇w(τ)|2∇w(τ) · ∇φ)dxdt(18)

+

∫ T

0

∫

B(τ)

(aτ [u
(τ)]∇u(τ) − u(τ)∇aτ [u(τ)]) · ∇φdxdt = 0, φ ∈ L4(0, T ;W 1,4(B(τ))).

We point out that, from the previous computations, (18) holds true for piecewise constant in
time test functions φ, but by a density argument we deduce that the equation is fulfilled for
any φ ∈ L4(0, T ;W 1,4(B(τ))).

Ineq. (16) can be rewritten in the new notation as

DτH
(τ)[u(τ)(t)] + τ‖w(τ)(t)‖4

W 1,4(B(τ))
(19)

+
1

2

∫∫

B(τ)×B(τ)

u(τ)(x, t)u(τ)(y, t)

|x− y| |∇w(τ)(x, t)−∇w(τ)(y, t)|2dxdy ≤ 0,

H(τ)[u(τ)] =

∫

B(τ)

u(τ)(log u(τ) − 1)dx.

Step 2: A-priori and uniform in τ estimates. Here we derive some a-priori estimates, that
will be employed to extract a convergent subsequence from u(τ) and take the limit τ → 0 in
(18). We define for later convenience the following quantities:

m(τ)(t) =

∫

B(τ)

u(τ)(x, t)dx, E(τ)(t) =

∫

B(τ)

|x|2u(τ)(x, t)dx,

R(τ)(t) = min

{√
2E(τ)(t)

m(τ)(t)
, τ−α

}
, 0 ≤ t ≤ T.
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Uniform boundedness and positivity of the mass. We first observe that the mass m(τ)(t) is
uniformely bounded and positive for 0 ≤ t ≤ T , τ > 0: let t′ ∈ [0, T ] and choose φ(x, t) =
χ[0,t′](t) in (18). From (19) and Hölder inequality it follows

|m(τ)(t′)−m(τ)(0)| ≤ τ

∫ t′

0

∫

B(τ)

|w(τ)|3dxdt ≤ C(T )(τ |B(τ)|)1/4 = C(T )τ (1−α)/4,(20)

0 ≤ t′ ≤ T.

Since 0 < α < 1 and m(τ)(0) =
∫
B(τ) u0dx is uniformely positive and uniformely bounded

w.r.t. τ > 0, it follows that positive constants c1, c2 exist such that

c1 ≤ m(τ)(t) ≤ c2 0 ≤ t ≤ T, τ > 0.(21)

Preliminary gradient estimate. We first find a lower bound for
∫
|x|<R(t) u

(τ)(x, t)dx, for

0 ≤ t ≤ T . If R(τ)(t) = τ−α then
∫
|x|<R(t) u

(τ)(x, t)dx = m(τ)(t) ≥ 1
2m

(τ)(t). On the other

hand, if R(τ)(t) < τ−α, then R(τ)(t) =
√

2E(τ)(t)/m(τ)(t) and it holds
∫

|x|<R(τ)(t)
u(τ)(x, t)dx = m(τ)(t)−

∫

R(τ)(t)<|x|<τ−α

u(τ)(x, t)dx

≥ m(τ)(t)− 1

R(τ)(t)2

∫

R(τ)(t)<|x|<τ−α

|x|2u(τ)(x, t)dx

≥ m(τ)(t)− E(τ)(t)

R(τ)(t)2
=

1

2
m(τ)(t).

Therefore, in any case,∫

|x|<R(τ)(t)
u(τ)(x, t)dx ≥ 1

2
m(τ)(t), t ∈ [0, T ].(22)

Let us consider the third term on the left-hand side of (19). Since |x − y| ≤ |x| + |y| ≤
(1 + |x|)(1 + |y|) for x, y ∈ R

3, it follows

1

2

∫∫

B(τ)×B(τ)

u(τ)(x, t)u(τ)(y, t)

|x− y| |∇w(τ)(x, t)−∇w(τ)(y, t)|2dxdy

≥ 1

2

∫∫

B(τ)×B(τ)

u(τ)(x, t)u(τ)(y, t)

(1 + |x|)(1 + |y|)

∣∣∣∣∣
∇u(τ)(x, t)
u(τ)(x, t)

− ∇u(τ)(y, t)
u(τ)(y, t)

∣∣∣∣∣

2

dxdy

=

(∫

B(τ)

u(τ)(x, t)

1 + |x| dx
)(∫

B(τ)

|∇u(τ)(x, t)|2
u(τ)(x)

dx

1 + |x|

)
−
∣∣∣∣∣

∫

B(τ)

∇u(τ)(x, t)
1 + |x| dx

∣∣∣∣∣

2

.

The assumption that u0 is even implies that u(τ)(·, t) is even for t > 0, and therefore

∂xiu
(τ)(·, t) is odd for t > 0, i = 1, 2, 3. In particular,

∣∣∣∣∣

∫

B(τ)

∇u(τ)
1 + |x|dx

∣∣∣∣∣

2

=

3∑

i=1

(∫

B(τ)

∂u(τ)

∂xi

dx

1 + |x|

)2

= 0.

As a consequence

1

2

∫∫

B(τ)×B(τ)

u(τ)(x, t)u(τ)(y, t)

(1 + |x|)(1 + |y|)

∣∣∣∣∣
∇u(τ)(x, t)
u(x, t)

− ∇u(τ)(y, t)
u(τ)(y, t)

∣∣∣∣∣

2

dxdy
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≥
(∫

B(τ)

u(τ)(x, t)
dx

1 + |x|

)(∫

B(τ)

|∇u(τ)(x, t)|2
u(τ)(x)

dx

1 + |x|

)
.

We now wish to show a positive lower bound for
∫
B(τ) u(τ)(x, t)

dx
1+|x| for 0 ≤ t ≤ T . Remember

that R(τ)(t) = min{(2E(τ)(t)/m(τ)(t))1/2, τ−α}. It holds
∫

B(τ)

u(τ)(x, t)

1 + |x| dx ≥
∫

|x|<R(τ)(t)

u(τ)(x, t)

1 + |x| dx ≥ 1

1 +R(t)

∫

|x|<R(τ)(t)
u(τ)(x, t)dx.

From (22) and the fact that m(τ)(t) is uniformely positive and bounded it follows
∫

Rd

u(τ)(x, t)
dx

1 + |x| ≥
C

(1 + E(τ)(t))1/2
.(23)

Therefore

1

2

∫∫

B(τ)×B(τ)

u(τ)(x, t)u(τ)(y, t)

(1 + |x|)(1 + |y|)

∣∣∣∣∣
∇u(τ)(x, t)
u(x, t)

− ∇u(τ)(y, t)
u(τ)(y, t)

∣∣∣∣∣

2

dxdy

≥ C

(1 + E(τ)(t))1/2

∫

B(τ)

|∇u(τ)(x, t)|2
u(τ)(x)

dx

1 + |x| ,

and the discrete entropy inequality leads to

DτH
τ [u(τ)(t)] + τ‖w(τ)‖4

W 1,4(B(τ))
+ C

∫

B(τ)

∣∣∣∇
√
u(τ)(x, t)

∣∣∣
2

(1 + |x|)(1 + E(τ)(t))1/2
dx ≤ 0.(24)

Upper bound for a. It holds

4πaτ [u
(τ)](x, t)(25)

=

∫

|y|<τ−α, |x−y|<1

u(τ)(y, t)

|x− y| dy +
∫

|y|<τ−α, |x−y|≥1

u(τ)(y, t)

|x− y| dy ≡ I1 + I2.

The integral I2 is uniformely bounded thanks to the boundedness of the mass. To estimate
I1 we first use Hölder. Let ε ∈ (0, 2).

I1 =

∫

|y|<τ−α, |x−y|<1

u(τ)(y, t)

|x− y| dy

≤
(∫

|y|<τ−α, |x−y|<1
u(τ)(y, t)(d−ε)/(2−ε)dy

)(2−ε)/(d−ε)(∫

|x−y|<1
|x− y|−d+εdy

)(d−2)/(d−ε)

≤ Cε−1

(∫

|y|<min{1+|x|,τ−α}
u(τ)(y, t)(d−ε)/(2−ε)dy

)(2−ε)/(d−ε)

= Cε−1‖
√
u(τ)(t)‖2

L2(3−ε)/(2−ε)(Bρ(x))
,

with ρ(x) = min{1 + |x|, τ−α}. The interpolation inequality implies

‖
√
u(τ)(t)‖L2(3−ε)/(2−ε)(Bρ(x))

≤ ‖
√
u(τ)(t)‖1−θ

L2(Bρ(x))
‖
√
u(τ)(t)‖θL6(Bρ(x))

, θ =
3

2

1

3− ε
.
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Then, the Sobolev embedding H1 →֒ L6 and the uniform boundedness of the mass implies

(26) ‖
√
u(τ)(t)‖L2(3−ε)/(2−ε)(Bρ(x))

≤ C(|x|)‖
√
u(τ)(t)‖θH1(Bρ(x))

.

Notice that the constant C in (26) depends on |Bρ(x)| and therefore on |x|. However, it is
easy to estimate such constant (assuming w.l.o.g. that it is optimal). In fact, define

C(R) ≡ sup
u∈H1(BR)\{0}

‖u‖L6(BR)

‖u‖H1(BR)
, R ≥ 1.

It is clear that each function u ∈ H1(BR) can be written as u(x) = v(x/R) with v ∈ H1(B1).
Moreover,

‖u‖6L6(BR) =

∫

BR

|v(x/R)|6dx = R3

∫

B1

|v(y)|6dy = R3‖v‖6L6(B1)
,

‖u‖2H1(BR) =

∫

BR

(|∇xv(x/R)|2 + |v(x/R)|2)dx =

∫

BR

(R−2|∇v(y)|2 + |v(y)|2)|y=x/R dx

≥ R

∫

B1

(|∇v|2 + |v|2)dy = R‖v‖2H1(B1)
,

and so
‖u‖L6(BR)

‖u‖H1(BR)
≤

‖v‖L6(B1)

‖v‖H1(B1)
, R > 1.

Thus (26) leads to

‖
√
u(τ)(t)‖L2(3−ε)/(2−ε)(Bρ(x))

≤ C‖
√
u(τ)(t)‖θH1(Bρ(x))

.(27)

From (27) and the boundedness of the mass we obtain

I1 ≤ ε−1C‖
√
u(τ)(t)‖2θH1(Bρ(x))

≤ ε−1C(1 + ‖∇
√
u(τ)(t)‖2L2(Bρ(x))

)θ

≤ ε−1C

(
1 + (2 + |x|)

∫

Bρ(x)

|∇
√
u(τ)(y, t)|2

(1 + |y|) dy

)θ

≤ ε−1C(1 + |x|)θ
(
1 +

∫

B(τ)

|∇
√
u(τ)(y, t)|2

(1 + |y|) dy

)θ

.

The estimates of I1, I2 imply

aτ [u
(τ)](x, t)1/θ ≤ Cε(1 + |x|)

(
1 +

∫

B(τ)

|∇
√
u(τ)(y, t)|2

(1 + |y|) dy

)
.

The discrete entropy inequality (24) can be employed to bound the right-hand side of the
above inequality:

aτ [u
(τ)](x, t)1/θ ≤ Cε(1 + |x|)

(
1− (1 + E(τ)(t))1/2DτH

τ [u(τ)(t)]
)
, θ =

3

2

1

3− ε
.

We can restate the above estimate in a more handy way by defining p = 1/θ ∈ [1, 2):

aτ [u
(τ)](x, t)p ≤ Cp(1 + |x|)

(
1− (1 + E(τ)(t))1/2DτH

τ [u(τ)(t)]
)
, 0 ≤ t ≤ T,(28)

1 ≤ p < 2.



M. Gualdani, N. Zamponi 13

Lower bound for H[u]. A lower bound for Hτ [u(t)] is here showed, which does not depend
on τ . We point out that, since the integration domain converges, as τ → 0, to the whole
space R3, this lower bound is not straightforward. In fact, consider as an example a sequence
(un)n∈N ⊂ L1(R3) such that ‖un‖L1(R3) = 1 for n ≥ 1, and un → 0 in L∞(R3) as n → ∞. It
follows:∫

Rd

un log undx ≤
∫

Rd

un log ‖un‖L∞(R3)dx = log ‖un‖L∞(R3) → −∞ as n→ ∞.

To prove this lower bound for H[u], we write

(29) Hτ [u] =

∫

{u<1}
u(x) log(u(x))dx+

∫

{1≤u<τ−α}
u(x) log(u(x))dx.

We wish to show that the first integral is bounded from below by a suitable (real) constant.
Hölder’s inequality yields

−
∫

{u<1}
u(x) log u(x) dx =

∫

{u<1}
u(x)(1−ε)/2u(x)(1+ε)/2 log

1

u(x)
dx

≤
(∫

{u<1}
u(x)1−εdx

)1/2(∫

{u<1}
u(x)1+ε

(
log

1

u(x)

)2

dx

)1/2

.

Since the function

s ∈ (0, 1) 7→ sε/2 log(1/s) ∈ R

is bounded, we can estimate the term
∫

{u<1}
u(x)1+ε

(
log

1

u(x)

)2

dx

with a constant that only depends on ε and the L1 norm of the initial datum. Therefore

−
∫

{u<1}
u(x) log u(x) dx ≤ Cε

(∫

{u<1}
u(x)1−εdx

)1/2

≤ Cε

(∫

B(τ)

u(x)1−εdx

)1/2

.(30)

Let us now consider the integral
∫

B(τ)

u(x)1−εdx =

∫

B(τ)

(1 + |x|2)1−εu(x)1−ε(1 + |x|2)−(1−ε)dx

≤
(∫

B(τ)

(1 + |x|2)u(x)dx
)1−ε(∫

B(τ)

(1 + |x|2)−(1−ε)/εdx

)ε

≤
(∫

B(τ)

(1 + |x|2)u(x)dx
)1−ε(∫

Rd

(1 + |x|2)−(1−ε)/εdx

)ε

For ε < 2/5 we obtain
∫

Rd

u(x)1−εdx ≤ Cε

(∫

B(τ)

(1 + |x|2)u(x)dx
)1−ε

.

From the above estimate, (29) and (30) we conclude

(31) −Hτ [u(τ)(t)] ≤ −
∫

{u(τ)<1}
u(τ)(x, t) log u(τ)(x, t) dx ≤ Cε(1 + E(t))(1−ε)/2, t > 0.
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Boundedness of E(τ). We wish to find an upper bound for E(τ). Let us choose φ(x, t) =
|x|2ψ(t) in (18) for some ψ ∈ L4(0, T ), ψ ≥ 0. It follows

∫ T

0
(DτE

(τ))ψdt+ τ

∫ T

0

∫

B(τ)
(|w(τ)|2w(τ)|x|2 + |∇w(τ)|2∇w(τ) · ∇(|x|2))ψdxdt

+

∫ T

0

∫

B(τ)

x · (aτ [u(τ)]∇u(τ) − u(τ)∇aτ [u(τ)])ψdxdt = 0.

Hölder inequality yields

τ

∣∣∣∣
∫

B(τ)

|x|2|w(τ)|2w(τ)dx

∣∣∣∣ ≤ τ‖w(τ)‖3
L4(B(τ))

(∫

B(τ)

|x|8dx
)1/4

≤ Cτ1/4−(11/4)α,

τ

∣∣∣∣
∫

B(τ)

x · |∇w(τ)|2∇w(τ)dx

∣∣∣∣ ≤ τ‖∇w(τ)‖3
L4(B(τ))

(∫

B(τ)

|x|4dx
)1/4

≤ Cτ1/4−(7/4)α.

Therefore

τ

∫

B(τ)

(|w(τ)|2w(τ)|x|2 + |∇w(τ)|2∇w(τ) · ∇(|x|2))dx ≤ C if α ≤ 1

11
.

Let us now consider

−
∫

B(τ)
x · (aτ [u(τ)]∇u(τ) − u(τ)∇aτ [u(τ)])dx

=

∫

B(τ)

(−div (aτ [u
(τ)]u(τ)x) + u(τ)div (aτ [u

(τ)]x) + u(τ)x · ∇aτ [u(τ)])dx

= −
∫

∂B(τ)

aτ [u
(τ)]u(τ)|x|dσ + 3

∫

B(τ)

aτ [u
(τ)]u(τ)dx+ 2

∫

B(τ)

u(τ)x · ∇aτ [u(τ)]dx

≤ 3

∫

B(τ)

aτ [u
(τ)]u(τ)dx+ 2

∫

B(τ)

u(τ)x · ∇aτ [u(τ)]dx.

Let us consider the second integral on the right-hand side of the above inequality:

2

∫

B(τ)
u(τ)x · ∇aτ [u(τ)]dx = − 2

4π

∫∫

B(τ)×B(τ)

x · (x− y)

|x− y|3 u(τ)(x, t)u(τ)(y, t)dxdy

=
2

4π

∫∫

B(τ)×B(τ)

y · (x− y)

|x− y|3 u(τ)(x, t)u(τ)(y, t)dxdy

= − 1

4π

∫∫

B(τ)×B(τ)

u(τ)(x, t)u(τ)(y, t)

|x− y| dxdy

= −
∫

B(τ)

aτ [u
(τ)]u(τ)dx.

Therefore

−
∫

B(τ)

x · (aτ [u(τ)]∇u(τ) − u(τ)∇aτ [u(τ)])dx ≤ 2

∫

B(τ)

aτ [u
(τ)]u(τ)dx.

Summarizing up
∫ T

0
(DτE

(τ))ψdt ≤
∫ T

0

(
C + 2

∫

B(τ)

aτ [u
(τ)]u(τ)dx

)
ψdt, ψ ∈ L4(0, T ), ψ ≥ 0,
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which implies

DτE
(τ)(t) ≤ C + 2

∫

B(τ)

aτ [u
(τ)]u(τ)dx, t ∈ [τ, T ].(32)

Let 1 ≤ p < 2. From Hölder inequality and the boundedness of the mass it follows (p′ ≡
p/(p− 1)):

DτE
(τ)(t) ≤ C + 2

∫

B(τ)

aτ [u
(τ)](u(τ))1/p(u(τ))1/p

′

dx ≤ C + C

(∫

B(τ)

aτ [u
(τ)]pu(τ)dx

)1/p

(33)

Moreover, (28) implies

(∫

B(τ)
aτ [u

(τ)]pu(τ)dx

)1/p

(34)

≤ Cp

(
1− (1 + E(τ)(t))1/2DτH

τ [u(τ)(t)]
)1/p(∫

B(τ)
(1 + |x|)u(x, t)dx

)1/p

.

From the above inequality it follows

(∫

B(τ)

aτ [u
(τ)]pu(τ)dx

)1/p

≤ Cp

(
1− (1 + E(τ)(t))1/2DτH

τ [u(τ)(t)]
)1/p

(1 + E(τ)(t)1/2)1/p

(35)

≤ Cp(1 + E(τ)(t))
1
p

(
1−DτH

τ [u(τ)(t)]
)1/p

.

Ineq. (33) and (35) lead to

DτE
(τ)(t) ≤ Cp(1 + E(τ)(t))

1
p

(
1−DτH

τ [u(τ)(t)]
)1/p

.

It is more convenient to reframe the above inequality in the notation with k:

Ek − Ek−1 ≤ Cpτ(1 + Ek)
1
p

(
1 +

Hτ [uk−1]−Hτ [uk]

τ

)1/p

, k ≥ 1.(36)

We claim that from (36) it follows

(1 + Ek)
1−1/p − (1 + Ek−1)

1−1/p ≤ Cpτ

(
1 +

Hτ [uk−1]−Hτ [uk]

τ

)1/p

, k ≥ 1.(37)

In fact, if Ek < Ek−1, then (37) is trivially true. On the other hand, if Ek ≥ Ek−1, then (36)
implies

(1 + Ek)
1−1/p ≤ 1 + Ek−1

(1 + Ek)
1
p

+ Cpτ

(
1 +

Hτ [uk−1]−Hτ [uk]

τ

)1/p

≤ (1 + Ek−1)
1−1/p + Cpτ

(
1 +

Hτ [uk−1]−Hτ [uk]

τ

)1/p

,

that is, (37) holds true.
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Let us sum (37) for k = 1, . . . , ℓ and apply a discrete Hölder inequality (or just a convexity
argument):

(1 + Eℓ)
1−1/p ≤ (1 + E0)

1−1/p + Cpτ
ℓ∑

k=1

(
1 +

Hτ [uk−1]−Hτ [uk]

τ

)1/p

≤ (1 + E0)
1−1/p + Cpτℓ

1−1/p

(
ℓ+

Hτ [u0]−Hτ [uℓ]

τ

)1/p

.

The sub-additivity of x ∈ (0,∞) 7→ x1/p leads to

(1 + Eℓ)
1−1/p ≤ (1 + E0)

1−1/p + Cpτℓ+ Cp(τℓ)
1−1/p

(
Hτ [u0]−Hτ [uℓ]

)1/p
.

The uniform boundedness of Hτ [u0] and (31) imply

(1 +Eℓ)
1−1/p ≤ (1 +E0)

1−1/p + Cpτℓ+ Cp(τℓ)
1−1/p

(
1 + (1 + Eℓ)

(1−ε)/2
)1/p

≤ (1 +E0)
1−1/p + Cpτℓ+ Cp(τℓ)

1−1/p(1 + Eℓ)
(1−ε)/2p.

Let us now choose p = 3/2. As a consequence 1 − 1/p = 1/3 > (1 − ε)/3 = (1 − ε)/2p, and
therefore Young inequality leads to

(1 + Eℓ)
1/3 ≤ (1 + E0)

1/3 + Cτℓ+C(τℓ)1/3(1 + Eℓ)
(1−ε)/3

≤ (1 + E0)
1/3 + Cτℓ+Cε(τℓ)

1/3ε +
1

2
(1 + Eℓ)

1/3,

which, in the τ notation, it means

1

2
(1 + E(τ)(t))1/3 ≤ (1 + E(τ)(0))1/3 + Ct+ Cεt

1/3ε, t > 0,

which means that, for some suitable constant CT > 0 (dependent on the final time T > 0 but
independent of τ), it holds

(38) E(τ)(t) ≤ CT , t ∈ [0, T ].

Uniform bounds. As a consequence of (38), inequalities (24), (31), (35) become

DτH
τ [u(τ)(t)] + τ‖w(τ)‖2

H2(B(τ))
+ C

∫

B(τ)

∣∣∣∇
√
u(τ)(x, t)

∣∣∣
2

(1 + |x|) dx ≤ 0,

−Hτ [u(τ)(t)] ≤ −
∫

B(τ)∩{u(τ)<1}
u(τ)(x, t) log u(τ)(x, t) dx ≤ C,

∫

B(τ)
aτ [u

(τ)]pu(τ)dx ≤ Cp(1−DτH
τ [u(τ)(t)]), 1 ≤ p < 2,

for 0 ≤ t ≤ T . The integration of the first and third inequalities with respect to time leads to

Hτ [u(τ)(T )] + τ

∫ T

0
‖w(τ)‖2

H2(B(τ))
dt+ C

∫ T

0

∫

B(τ)

∣∣∣∇
√
u(τ)(x, t)

∣∣∣
2

(1 + |x|) dxdt ≤ Hτ [u0],(39)

−Hτ [u(τ)(t)] ≤ −
∫

B(τ)∩{u(τ)<1}
u(τ)(x, t) log u(τ)(x, t)dx ≤ C, 0 ≤ t ≤ T,(40)
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∫ T

0

∫

B(τ)

aτ [u
(τ)]pu(τ)dx ≤ Cp, 1 ≤ p < 2.(41)

Moreover (22) implies
∫

|x|<R(τ)(t)
u(τ)(x, t)dx ≥ c1

2
, t ∈ [0, T ],(42)

and

aτ [u
(τ)] =

∫

B(τ)

uτ (y)

4π|x− y|dy ≥
∫

|y|≤R(τ)

uτ (y)

4π|x− y|dy ≥ 1

R(τ) + |x|

∫

|y|≤R(τ)

u(τ)(x, t)dx

≥ c1

2(R(τ) + |x|) ≥ c1
2(C(T ) + |x|) ,(43)

thanks to (38) and the fact that m(τ)(t) is bounded above and below (21). We point out
that from (39), (40) it follows that

(44) ‖γu(τ)‖L1(0,T ;L3(B(τ))) ≤ C.

To prove (44) we start with the classical Sobolev inequality in three dimensions:

(∫

B(τ)
g6 dx

) 1
3

≤ C

∫

B(τ)
|∇g|2 dx+

∫

B(τ)
g2 dx,

where the constant C > 0 does not depend on τ (see proof of (27)) and apply it to

g =

√
u(τ)

(1 + |x|)1/2 .

Since

|∇g| ≤ |∇
√
u(τ)|

(1 + |x|)1/2 +
√
u(τ),

Sobolev inequality yields
(∫

B(τ)

(u(τ))3

(1 + |x|)3 dx
) 1

3

≤ C

∫

B(τ)

|∇
√
u(τ)|2

(1 + |x|) + u(τ) dx.

Integrating both sides in the time interval (0, T ) we get

∫ T

0

(∫

B(τ)

(u(τ))3

(1 + |x|)3 dx
) 1

3

dt ≤ C

∫ T

0

∫

B(τ)

|∇
√
u(τ)|2

(1 + |x|) dxdt+

∫ T

0

∫

R3

u(τ) dxdt

≤ C(T, u0)(45)

using mass conservation and estimate (67).

We wish now to find a set of estimates for u(τ) which interpolate the bounds

sup
t∈[0,T ]

E(τ)(t) = ‖γ−2u(τ)‖L∞(0,T ;L1(B(τ))) ≤ C, ‖γu(τ)‖L1(0,T ;L3(B(τ))) ≤ C.

Thanks to the bound ‖γ−2u(τ)‖L∞(0,T ;L1(B(τ))) ≤ C it holds
∫

B(τ)

γ3−5/p(u(τ))3−2/pdx =

∫

B(τ)

(
γ−2u(τ)

)1/p (
γ3(u(τ))3

)1−1/p
dx
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≤
(∫

B(τ)

γ−2u(τ)dx

)1/p (∫

B(τ)

γ3(u(τ))3dx

)1−1/p

≤ C

(∫

B(τ)

γ3(u(τ))3dx

)1−1/p

.

Taking the power p
3(p−1) of both members and integrating in [0, T ] leads to:

∫ T

0

(∫

B(τ)

γ3−5/p(u(τ))3−2/pdx

) p
3(p−1)

dt ≤ C

∫ T

0

(∫

B(τ)

γ3(u(τ))3dx

)1/3

dt.

By exploiting the bound ‖γu(τ)‖L1(0,T ;L3(B(τ))) ≤ C we deduce:

∫ T

0

(∫

B(τ)

γ3−5/p(u(τ))3−2/pdx

) p
3(p−1)

dt ≤ C, p > 1.(46)

In particular, choosing p = 3/2 in (46) yields

‖u(τ)‖5/3
L5/3(B(τ)×(0,T ))

≤
∫ T

0

∫

B(τ)

γ−1/3(u(τ))5/3dxdt ≤ C.(47)

Now we will find a uniform bound for Dτu
(τ). We define the functional space Xr ≡

H2(R3) ∩W 2,r/(r−1)(R3, γ−1/3(r−1)dx) for r > 1. Let us consider, for a given test function

φ ∈ C∞
c (B(τ) × [0, T ]):
∫ T

0

∫

B(τ)

Dτu
(τ) φdxdt+ τ

∫ T

0

∫

B(τ)

(|w(τ)|2w(τ)φ+ |∇w(τ)|2∇w(τ) · ∇φ)dxdt

= −
∫ T

0

∫

B(τ)
∇φ · (aτ [u(τ)]∇u(τ) − u(τ)∇aτ [u(τ)])dxdt

= −
∫ T

0

∫

B(τ)

∇φ · (∇(aτ [u
(τ)]u(τ))− 2u(τ)∇aτ [u(τ)])dxdt

=

∫ T

0

∫

B(τ)
aτ [u

(τ)]u(τ)∆φdxdt+ 2

∫

B(τ)
u(τ)∇aτ [u(τ)] · ∇φdxdt.

However, for i = 1, 2, 3,

u(τ)∂xiaτ [u
(τ)] = −

3∑

j=1

∂2xjxj
aτ [u

(τ)] ∂xiaτ [u
(τ)]

= −
3∑

j=1

∂xj(∂xjaτ [u
(τ)] ∂xiaτ [u

(τ)]) +

3∑

j=1

∂2xixj
a ∂xja

= −
3∑

j=1

∂xj(∂xjaτ [u
(τ)] ∂xiaτ [u

(τ)]) +
1

2
∂xi(|∇aτ [u(τ)]|2).

Therefore∫ T

0

∫

B(τ)

Dτu
(τ) φdxdt = −τ

∫ T

0

∫

B(τ)

(|w(τ)|2w(τ)φ+ |∇w(τ)|2∇w(τ) · ∇φ)dxdt(48)

+

∫ T

0

∫

B(τ)

(aτ [u
(τ)]u(τ) − |∇aτ [u(τ)]|2)∆φdxdt

+ 2

∫ T

0

∫

B(τ)

∇aτ [u(τ)] · (D2
xφ)∇aτ [u(τ)]dxdt, φ ∈ C∞

c (B(τ) × [0, T ]).
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It follows
∣∣∣∣
∫ T

0

∫

B(τ)

Dτu
(τ) φdxdt

∣∣∣∣ ≤ τ

∫ T

0

∫

B(τ)

(|w(τ)|3|φ|+ |∇w(τ)|3|∇φ|)dxdt(49)

+C

∫ T

0

∫

B(τ)

|D2
xφ|(|∇aτ [u(τ)]|2 + aτ [u

(τ)]u(τ))dxdt.

The contribution of the regularizing term is easily controlled by means of (39):

τ

∫ T

0

∫

B(τ)

(|w(τ)|3|φ|+ |∇w(τ)|3|∇φ|)dxdt(50)

≤ τ‖w(τ)‖3
L4(0,T ;W 1,4(B(τ)))

‖φ‖L4(0,T ;W 1,4(B(τ)))

≤ Cτ1/4‖φ‖L4(0,T ;W 1,4(B(τ))).

Let us now consider:

|∇aτ [u(τ)]| ≤
∫

B(τ)

u(τ)(y, t)

|x− y|2 dy = f + g,

f(x, t) ≡
∫

B(τ)∩{|x−y|<1}

u(τ)(y, t)

|x− y|2 dy, g(x, t) ≡
∫

B(τ)∩{|x−y|≥1}

u(τ)(y, t)

|x− y|2 dy.

The function g can be easily controlled by exploiting the boundedness of the mass:

‖g‖Lp(B(τ)×(0,T )) ≤
(∫

|z|≥1
|z|−2pdz

)1/p

‖u(τ)‖L1(B(τ)×(0,T )) ≤ C, p >
3

2
.(51)

We recall that γ(x) = (1 + |x|)−1, and let λ ∈ R to be specified later. It holds

f(x, t)γ(x)(1−λ)/3 =

∫

B(τ)∩{|x−y|<1}
(1 + |x|)−(1−λ)/3 u

(τ)(y, t)

|x− y|2 dy

≤ C

∫

B(τ)∩{|x−y|<1}
(1 + |y|)−(1−λ)/3 u

(τ)(y, t)

|x− y|2 dy

= C

∫

B(τ)∩{|x−y|<1}
γ(y)(1−λ)/3 u

(τ)(y, t)

|x− y|2 dy

and therefore

‖f(t)2γ2(1−λ)/3‖Lr(B(τ)) = ‖f(t)γ(1−λ)/3‖2
L2r(B(τ))

≤
(∫

|s|<1
|s|−3+εds

)4/(3−ε) (∫

B(τ)

γ(x)q(1−λ)/3u(τ)(x, t)qdx

)2/q

,

with 1 + 1
2r = 2

3−ε +
1
q . Taking the power r of both members in the above inequality and

integrating it in time leads to

‖f2γ2(1−λ)/3‖r
Lr(B(τ)×(0,T ))

≤ Cε

∫ T

0

(∫

B(τ)

γ(x)q(1−λ)/3u(τ)(x, t)qdx

)2r/q

dt.
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In order to control the right-hand side of the above inequality we apply (46). We wish to
choose some p ∈ (1,∞) such that

2r

q
=

p

3(p − 1)
,

q(1− λ)

3
= 3− 5

p
, q = 3− 2

p
.

It follows that 2r = 3p−2
3(p−1) . We want r > 1 which is equivalent to p < 4/3. Furthermore the

relation 1 + 1
2r = 2

3−ε +
1
q must be verified for some ε > 0, i.e. 1

3 + 1
2r − 1

q > 0. This can be
rewritten as

1

3
+

3(p − 1)

3p − 2
− p

3p − 2
> 0

which is equivalent to p > 11/9. Since 11/9 < 4/3 we can choose p ∈ (11/9, 4/3) and conclude

‖f2γ1/3r‖Lr(B(τ)×(0,T )) ≤ C for some r > 1.(52)

From (51), (52) and the facts that |∇aτ [u(τ)]| ≤ f + g, 0 ≤ γ ≤ 1 we deduce that

‖|∇aτ [u(τ)]|2γ1/3r‖Lr(B(τ)×(0,T )) ≤ C for some r > 1.(53)

Let us now consider, for 2 > p > r > 1:

‖aτ [u(τ)]u(τ)‖Lr(B(τ)×(0,T ))

= ‖aτ [u(τ)](u(τ))1/p(u(τ))1−1/p‖Lr(B(τ)×(0,T ))

≤ ‖aτ [u(τ)](u(τ))1/p‖Lp(B(τ)×(0,T ))‖(u(τ))1−1/p‖Lpr/(p−r)(B(τ)×(0,T ))

= ‖aτ [u(τ)]pu(τ)‖1/pL1(B(τ)×(0,T ))
‖u(τ)‖1−1/p

L(p−1)r/(p−r)(B(τ)×(0,T ))

From (41) it follows

‖aτ [u(τ)]u(τ)‖Lr(B(τ)×(0,T )) ≤ Cp‖u(τ)‖1−1/p

L(p−1)r/(p−r)(B(τ)×(0,T ))
.

We employ (47) to bound the right-hand side of the above inequality. We wish to choose p,
r such that 2 > p > r > 1 and (p − 1)r/(p − r) = 5/3. This implies p = 2r/(5 − 3r). The
constraint p > r is automatically satisfied if r > 1. On the other hand, p < 2 must hold, i.e.
r < 5/4. Therefore we obtain

‖aτ [u(τ)]u(τ)γ1/3r‖Lr(B(τ)×(0,T )) ≤ ‖aτ [u(τ)]u(τ)‖Lr(B(τ)×(0,T )) ≤ C, 1 < r <
5

4
.(54)

By putting the above estimate and (53) together we obtain:

‖|∇aτ [u(τ)]|2γ
1
3r ‖Lr(B(τ)×(0,T )) + ‖aτ [u(τ)]u(τ)γ

1
3r ‖Lr(B(τ)×(0,T )) ≤ C for some r > 1.(55)

From (49), (50) and (55) we conclude
∣∣∣∣
∫ T

0

∫

B(τ)

Dτu
(τ) φdxdt

∣∣∣∣(56)

≤ C
(
τ1/4‖φ‖L4(0,T ;W 1,4(B(τ))) + ‖γ− 1

3rφ‖
L

r
r−1 (0,T ;W

2, r
r−1 (B(τ)))

)
for some r > 1.

Step 3: Limit τ → 0. From (39), (40), (56), and the uniform boundedness of the mass it
follows

for any ball B ⊂ R
3 there exists CB > 0 such that(57)

‖(u(τ))1/2‖L2(0,T ;H1(B)) + ‖Dτu
(τ)‖Lr(0,T ;W 2,r/(r−1)(B)′) ≤ CB,
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where r > 1 is as in (56). Therefore we can apply Aubin-Lions Lemma in the version of [13,

Thr. A.5] and deduce that, for any n ∈ N, a subsequence of u(τ) exists, which is strongly
convergent in L1(0, T ;L3(Bn)), where Bn = {x ∈ R

3 : |x| < n}. In particular, for any

n ∈ N, u(τ) admits a subsequence, which is a.e. convergent in Bn × [0, T ]. A Cantor diagonal

argument allows us to extract from u(τ) a subsequence, which we will denote again with u(τ),
such that

u(τ) → u strongly in L1(0, T ;L3(K)) for any compact set K ⊂ R
3,(58)

u(τ) → u a.e. in R
3 × [0, T ].(59)

Almost everywhere convergence of aτ [u
(τ)]. Let us now show that aτ [u

(τ)] → a[u] a.e. in
R
3 × [0, T ], where

a[u](x, t) ≡ 1

4π

∫

R3

u(y, t)

|x− y|dy.

The uniform boundedness of mass:

‖u(τ)‖L∞(0,T ;L1(B(τ))) = sup
[0,T ]

∫

R3

u(τ)χB(τ)dx ≤ C,

and Fatou’s Lemma imply that u ∈ L∞(0, T ;L1(R3)). Therefore

|aτ [u](x, t) − a[u](x, t)| = 1

4π

∫

|y|≥τ−α

u(y, t)

|x− y|dy ≤
1
4π

τ−α − |x|

∫

|y|≥τ−α

u(y, t)dy → 0

as τ → 0, a.e. x ∈ R
3, t > 0. Therefore in order to prove that aτ [u

(τ)] → a[u] a.e. x ∈ R
3,

t > 0, it is sufficient to show that |aτ [u(τ)]− aτ [u]| → 0 a.e. x ∈ R
3, t > 0. Given any ε > τα

it holds

|aτ [u(τ)]− aτ [u]| ≤
1

4π

∫

B(τ)

|u(τ)(y, t)− u(y, t)|
|x− y| dy =

1

4π
(J1,ε + J2,ε),

J1,ε ≡
∫

|y|<1/ε

|u(τ)(y, t)− u(y, t)|
|x− y| dy, J2,ε ≡

∫

1/ε≤|y|<τ−α

|u(τ)(y, t)− u(y, t)|
|x− y| dy.

Let us consider J1,ε. Hölder inequality leads to

J3
1,ε ≤

(∫

|y|<1/ε

|u(τ)(y, t)− u(y, t)|3
|x− y| dy

)(∫

|y|<1/ε

dy

|x− y|

)2

.

By integrating the above inequality in an arbitrary compact set K ⊂ R
3 we get

∫

K
J3
1,εdx ≤

∫

|y|<1/ε

(∫

K

dx

|x− y|

)
|u(τ)(y, t)− u(y, t)|3dy sup

x∈K

(∫

|y|<1/ε

dy

|x− y|

)2

≤ Cε,K

∫

|y|<1/ε
|u(τ)(y, t)− u(y, t)|3dy,

which implies (B1/ε ≡ {x ∈ R
3 : |x| < 1/ε}):

‖J1,ε‖L1(0,T ;L3(K)) ≤ Cε,K‖u(τ) − u‖L1(0,T ;L3(B1/ε)) → 0 τ → 0.(60)
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Let us now find an upper bound for J2,ε. For any x ∈ R
3, |x| < ε−1, it holds

|J2,ε| ≤
∫

1/ε≤|y|<τ−α

|u(τ)(y, t)− u(y, t)|
ε−1 − |x| dy ≤ ε

1− ε|x|

(∫

B(τ)

u(τ)dx+

∫

B(τ)

udx

)
.

The uniform boundedness of the mass implies that, given any compact K ⊂ B1/ε, it holds

‖J2,ε‖L1(0,T ;L3(K)) ≤ Cε

(∫

K

dx

(1− ε|x|)3
)1/3

.(61)

From (60), (61) it follows that, given any compact K ⊂ R
3,

lim sup
τ→0

‖aτ [u(τ)]− aτ [u]‖L1(0,T ;L3(K)) ≤ Cε

(∫

K

dx

(1− ε|x|)3
)1/3

.

Since the right-hand side of the above inequality tends to 0 as ε → 0, while the left-hand
side is independent of ε, we conclude that the left-hand side vanishes. Therefore ‖aτ [u(τ)]−
aτ [u]‖L1(0,T ;L3(K)) → 0 as τ → 0, for any compact K ⊂ R

3. In particular, for any compact

K ⊂ R
3 there exists a subsequence of aτ [u

(τ)]− aτ [u] which is a.e. convergent in K × [0, T ].
Choosing K = Bn, n ∈ N, and applying again a Cantor diagonal argument, we extract a
subsequence of aτ [u

(τ)] − aτ [u] such that aτ [u
(τ)] − aτ [u] → 0 a.e. in R

3 × [0, T ]. Since we
already know that aτ [u] → a[u] a.e. in R

3 × [0, T ], we conclude that, up to a subsequence,

aτ [u
(τ)] → a[u] a.e. in R

3 × [0, T ].(62)

By exploiting the same strategy we can also show that, up to a subsequence,

∇aτ [u(τ)] → ∇a[u] a.e. in R
3 × [0, T ].

The a.e. convergence of u(τ), aτ [u
(τ)], ∇aτ [u(τ)], and (55) allow us to apply Vitali’s Theorem

and deduce that, for any compact K ⊂ R
3, and for i, j = 1, 2, 3,

aτ [u
(τ)]u(τ) → a[u]u strongly in L1(K × [0, T ]),(63)

(∂xiaτ [u
(τ)])(∂xjaτ [u

(τ)]) → (∂xia[u])(∂xja[u]) strongly in L1(K × [0, T ]).(64)

From (56), (58) it follows

∃r > 1 : ∀K ⊂ R
3 compact, Dτu

(τ) ⇀ ∂tu weakly in Lr(0, T ;W 2, r
r−1 (K)′).(65)

Relations (50), (63)–(65) allow us to take the limit τ → 0 in (48) and get
∫ T

0

∫

R3

∂tuφdxdt =

∫ T

0

∫

R3

(a[u]u− |∇a[u]|2)∆φdxdt(66)

+ 2

∫ T

0

∫

R3

∇a[u] · (D2
xφ)∇a[u]dxdt, φ ∈ C∞

c (B(τ) × [0, T ]).

Furthermore, (39), (55), (56) imply that, for some r > 1,
√
u ∈ L2(0, T ;H1(R3, γ(x)dx)),(67)

|∇a[u]|2, a[u]u ∈ Lr(0, T ;Lr(R3, γ1/3(x)dx)),(68)

∂tu ∈ Lr(0, T ;W 2,r/(r−1)(R3, γ−1/3(r−1)(x)dx)′).(69)
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Mass conservation. We show now that the mass is conserved. Eq. (20) implies that

(70) lim
τ→0

∫

B(τ)

u(τ)(x, t)dx = ‖u0‖L1(R3) a.e. t ∈ [0, T ].

In particular, Fatou’s Lemma implies that ‖u(t)‖L1(R3) ≤ ‖u0‖L1(R3), t > 0. We want to show

that equality holds, that is, the mass is conserved. Clearly
∫
B(τ) u(x, t)dx →

∫
R3 u(x, t)dx as

τ → 0. Therefore it is enough to show that
∫
B(τ) |u(τ)−u|dx→ 0 as τ → 0. Cauchy-Schwartz

inequality leads to
∫

B(τ)
|u(τ) − u|dx =

∫

B(τ)

|u(τ) − u|1/2
(1 + |x|2)1/2 |u

(τ) − u|1/2(1 + |x|2)1/2dx

≤
(∫

B(τ)

|u(τ) − u|
1 + |x|2 dx

)1/2 (∫

B(τ)

(1 + |x|2)|u(τ) − u|dx
)1/2

.

The uniform boundedness of mass and second moment E(τ) implies

∫

B(τ)

|u(τ) − u|dx ≤ C

(∫

B(τ)

|u(τ) − u|
1 + |x|2 dx

)1/2

.

Let ε > τα, B1/ε ≡ {x ∈ R
3 : |x| < 1/ε}. It holds

‖u(τ) − u‖2
L2(0,T ;L1(B(τ)))

≤ C

∫ T

0

∫

B1/ε

|u(τ) − u|
1 + |x|2 dx+ C

∫ T

0

∫

B(τ)\B1/ε

|u(τ) − u|
1 + |x|2 dx.

From (58) it follows that
∫ T

0

∫

B1/ε

|u(τ) − u|
1 + |x|2 dx→ 0 τ → 0,

while the uniform boundedness of the mass implies
∫ T

0

∫

B(τ)\B1/ε

|u(τ) − u|
1 + |x|2 dx ≤ C

1 + ε−2
.

Therefore

lim sup
τ→0

‖u(τ) − u‖2L2(0,T ;L1(B(τ))) ≤
C

1 + ε−2
.

Since the right-hand side of the above inequality tends to 0 as ε→ 0 while the left-hand side
is independent of ε, we deduce that limτ→0 ‖u(τ) − u‖L2(0,T ;L1(B(τ))) = 0, and therefore, up

to a subsequence, limτ→0 ‖u(τ) − u‖L1(B(τ)) = 0 a.e. t ∈ [0, T ]. Since we knew already that∫
B(τ) u(x, t)dx→

∫
R3 u(x, t)dx as τ → 0, a.e. t ∈ [0, T ], we conclude that

∫
B(τ) u(τ)(x, t)dx →∫

R3 u(x, t)dx as τ → 0 a.e. t ∈ [0, T ]. This fact and (70) imply that
∫
R3 u(x, t)dx =

∫
R3 u0(x)dx

a.e. t ∈ [0, T ], i.e. the mass is conserved.

Weak formulation. We prove now that

(71) a[u] ∈ L∞(0, T ;L3
loc(R

3)), ∇a[u] ∈ L∞(0, T ;L
3/2
loc (R

3)).

This will allow us to obtain the weak formulation of (1) from (66).
Let us define ξ(s) = (1 + s) log(1 + s), s > 0. Since the mapping s ∈ [0,∞) 7→ ξ(s) ∈

[0,∞) is invertible, we can define, for a given p ≥ 3/2, the function fp : [0,∞) → [0,∞) as
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fp(ξ(s)) = sp, s > 0. We point out that fp is convex for any p ≥ 3/2. In fact, differentiating
the relation fp(ξ(s)) = sp once with respect to s implies

f ′p(ξ(s)) =
psp−1

1 + log(1 + s)
, s > 0,

and differentiating again leads to

(1 + log(1 + s))f ′′p (ξ(s)) = psp−2

(
p− 1− s

1 + s

1

(1 + log(1 + s))2

)
, s > 0.

It is easy to see that the function s 7→ (p − 1)(1 + s)(1 + log(1 + s))2 − s is nondecreasing.
Since it is positive at s = 0, this means that it is positive for s > 0. In particular f ′′p (ξ(s)) ≥ 0
for s > 0. Being ξ invertible, we conclude that fp is convex.

Let R > 0 arbitrary, let m be the mass, and define

ρ = 2

√
R2 +

1

m
sup

0≤t≤T
E(t) <∞.

We split 4πa = a1 + a2 with

a1(x, t) =

∫

|x−y|<ρ

u(y)

|x− y|dy, a2(x, t) =

∫

|x−y|>ρ

u(y)

|x− y|dy.

We will show that ai ∈ L∞(0, T ;L3(BR)), i = 1, 2.
Let us first consider a2. Since 1 + |y|2 ≥ C ′

R(|x|2 + |y|2) ≥ C ′′
R|x− y|2 for |x| < R, y ∈ R

3,
it holds

∫

BR

a2(x, t)
3dx ≤ CR

∫

BR

(∫

|x−y|>ρ

(1 + |y|2)u(y, t)
|x− y|3 dy

)3

dx.

Jensen’s inequality and the uniform boundedness of the second moment of u imply
∫

BR

a2(x, t)
3dx ≤ CR

∫

BR

∫

|x−y|>ρ

(1 + |y|2)u(y, t)
|x− y|9 dydx ≤ CR

∫

R3

(1 + |y|2)u(y, t)dy ≤ CR.

Therefore a2 ∈ L∞(0, T ;L3(BR)). Let us now focus our attention on a1. The fact that
c1 ≡

∫
|x−y|<ρ |x − y|−1dx < ∞ is independent of x ∈ R

3, the convexity of ξ and Jensen’s

inequality imply

ξ(a1(x, t)) ≤
1

c1

∫

|x−y|<ρ
|x− y|−1ξ(c1u(y, t))dy x ∈ R

3, t ∈ [0, T ].

Let us now notice that ξ(c1u) ∈ L∞(0, T ;L1(R3)). In fact, (39), (40) imply that
∫

B(τ)
u(τ)(x, t)(log u(τ)(x, t))+dx = Hτ [u(τ)(t)]−

∫

B(τ)∩{u(τ)<1}
u(τ)(x, t) log u(τ)(x, t)dx ≤ C

for 0 ≤ t ≤ T . By Fatou’s lemma we infere u(log u)+ ∈ L∞(0, T ;L1(R3)). However, it is easy
to see that ξ(c1s) ≤ Cs((log s)++1) for s ≥ 0, so ξ(c1u) ∈ L∞(0, T ;L1(R3)). Therefore again
by Jensen’s inequality we deduce

a1(x, t)
3 = f3(ξ(a1(x, t))) ≤

∫

|x−y|<ρ
f3

(
σ(x, t)

c1|x− y|

)
ξ(c1u(y, t))

σ(x, t)
dy x ∈ R

3, t ∈ [0, T ],
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where σ(x, t) ≡
∫
|x−y|<ρ ξ(c1u(y, t))dy. Clearly σ(x, t) ≤ σ1, |x| < R, 0 ≤ t ≤ T , for some

constant σ1 > 0. However, σ(x, t) is also uniformely positive. In fact, since ξ(s) ≥ Cs for
s > 0, it holds

σ(x, t) =

∫

|x−y|<ρ
ξ(c1u(y, t))dy ≥ C

∫

|x−y|<ρ
u(y, t)dy = C

(
m−

∫

|x−y|>ρ
u(y, t)dy

)

≥ C

(
m− 1

ρ2

∫

|x−y|>ρ
|x− y|2u(y, t)dy

)
≥ C

(
m− 2

ρ2

∫

R3

(|x|2 + |y|2)u(y, t)dy
)

= C

(
m− 2(m|x|2 +E(t))

ρ2

)
.

The above inequality and the definition of ρ imply that σ(x, t) ≥ σ0 > 0, |x| < R, 0 ≤ t ≤ T ,
for some positive constant σ0. The lower and upper bounds for σ(x, t), as well as the fact
that f3 is nondecreasing, lead to

a1(x, t)
3 ≤ C

∫

|x−y|<ρ
f3

(
σ1

c1|x− y|

)
ξ(c1u(y, t))dy x ∈ R

3, t ∈ [0, T ].

By integrating the above inequality in BR w.r.t. x we obtain
∫

|x|<R
a1(x, t)

3dx ≤ C

∫

|x|<R

∫

|x−y|<ρ
f3

(
σ1

c1|x− y|

)
ξ(c1u(y, t))dy dx

= C

∫

|x|<R

∫

|y|<ρ
f3

(
σ1
c1|y|

)
ξ(c1u(x− y, t))dy dx

= C

∫

|y|<ρ
f3

(
σ1
c1|y|

)∫

|x|<R
ξ(c1u(x− y, t))dx dy

≤ C

∫

|y|<ρ
f3

(
σ1
c1|y|

)
dy

∫

R3

ξ(c1u(x, t))dx,

which implies, since ξ(c1u) ∈ L∞(0, T ;L1(R3)),

‖a1‖3L∞(0,T ;L3(BR)) ≤ C

∫

|y|<ρ
f3

(
σ1
c1|y|

)
dy.(72)

Let λ = σ1/c1. We want to show that the integral on the right-hand side of (72) is convergent.
By using polar coordinates we get

∫

|y|<ρ
f3

(
σ1
c1|y|

)
dy = 4π

∫ ρ

0
f3(λr

−1)r2dr.

By making the change of variables λr−1 = ξ(s) = (1+s) log(1+s) and recalling the definition
of f3 we deduce

∫

|y|<ρ
f3

(
σ1
c1|y|

)
dy =

4π

λ3

∫ ∞

s0

s3

(1 + s)4
1 + log(1 + s)

(log(1 + s))4
ds

≤ 4π

λ3

∫ ∞

s0

(log(1 + s))−3 + (log(1 + s))−4

1 + s
ds

=
4π

λ3

[
−1

2
(log(1 + s))−2 − 1

3
(log(1 + s))−3

]s→∞

s=s0

<∞.
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So a1 ∈ L∞(0, T ;L3(BR)). Since we already knew that a2 ∈ L∞(0, T ;L3(BR)) and 4πa =
a1 + a2, this implies, given also the arbitrariety of R > 0, that a ∈ L∞(0, T ;L3

loc(R
3)).

The proof that ∇a ∈ L∞(0, T ;L
3/2
loc (R

3)) follows the same argument, the only difference
being that the function f3/2 is to be employed in place of f3. Therefore (71) has been proved.

As a consequence of (71), we can integrate (66) by parts and deduce by a density argument
that the weak formulation (2) holds.

Finally, u ∈W 1,r(0, T ;W 2, r
r−1 (R3, γ

− 1
3(r−1) (x)dx)′) →֒ C([0, T ],W 2, r

r−1 (R3, γ
− 1

3(r−1) (x)dx)′),

so the limit limt→0 u(t) = u0 in W 2, r
r−1 (R3, γ

− 1
3(r−1) (x)dx)′ follows. This finishes the proof of

Thr. 1.

Remark 1. We point out that, while almost all the computations in the proof of Thr. 1 can
be adapted to the case d ≥ 3, ineq. (34) becomes

(∫

B(τ)

aτ [u
(τ)]pu(τ)dx

)1/p

≤ Cp

(
1− (1 + E(τ)(t))d/2−1DτH

τ [u(τ)(t)]
)1/p (∫

B(τ)

(1 + |x|)d−2u(x, t)dx

)1/p

.

If d > 4 we cannot control the right-hand side of the above inequality by means of a power of
E(τ). This is the only reason why we have assumed d = 3.

Proof of Corollary 1. We repeat the calculations done in the proof of Section “Weak for-
mulation” of Step 3. Since |A[f ]| ≤ a[f ] then A[f ] ∈ L∞(0, T ;L3

loc(R
3)). The proof of

∇a[f ] ∈ L∞(0, T ;L
3/2
loc (R

3)) is exactly the same. Starting from the weak formulation in
[5, Corollary 1.1] we can integrate by parts and obtain that (4) holds true for φ smooth
enough. A standard density argument shows that the test functions can be chosen in the
space L∞(0, T ;W 1,∞

c (R3)). This finishes the proof. �

3. Proof of Theorem 2

We will make use of the following two-weight Sobolev inequality:

Lemma 1 (Weighted Sobolev inequality). Let

a[u(τ)](x) =

∫

B(τ)

u(τ)(y)

4π|x− y|dy,

with u(τ) a solution to (18). There exists an universal constant C such that any smooth
function φ satisfies

(∫

I

∫
φqa[u(τ)] dxdt

)2/q

≤ C

(∫

I

∫
a[u(τ)]|∇φ|2 dxdt+ sup

I

∫
φ2 dx

)
,

with

q ∈
(
1, 2

(
1 +

2

3

))
.

Proof. The proof can be found in [9, Section 4] but we sketch it here for completeness.
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We first recall a weighted inequality proven in [4, Theorem 1.5] and [14, Theorem 1] , which
states that any smooth function φ compactly supported in Q ⊂ R

3 satisfies
(∫

Q
φqw1 dv

)1/q

≤ C

(∫

Q
|∇φ|pw2 dv

)1/p

,(73)

provided 1 < p ≤ q < +∞ and w1(v), w2(v) are A1-weights such that

( |Q′|
|Q|

)1/3
(∫

Q′ w1 dv∫
Q w1 dv

)1/q

≤ C

(∫
Q′ w2 dv∫
Q w2 dv

)1/p

,(74)

for all cubes Q′ ⊂ 8Q. A function ω(x) is an A1-weight if there exists a constant C such that

1

|Q|

∫
ω dx ≤ Cω(x0), for almost every x0 in Q.

Functions of the form 1
|x|m with 0 ≤ m < 3 are A1-weights in R

3.

For our inequality we chose w1 = am[u(τ)] and w2 = a[u(τ)] for some m < 3. Since 1
|w| is

A1 we have

1

|Qr|

∫

Qr

a[u(τ)] dx =
c

|Qr|

∫

B(τ)

u(τ)
∫

Qr

1

|w − y| dwdy ≤ c

∫

B(τ)

u(τ)(y)

|x− y| dy = ca[u(τ)](x)

for almost every x ∈ Qr. We deduce that a[u(τ)] is an A1-weight. Similarly, Minkowski’s
inequality implies

(
1

|Qr|

∫

Qr

am[u(τ)] dw

) 1
m

≤ c

∫

B(τ)

u(τ)
(

1

|Qr|

∫

Qr

1

|w − y|m dw

) 1
m

dy

≤
∫

B(τ)

u(τ)(y)

|x− y| dy = Ca[u(τ)](x),

for almost every x ∈ Qr, with C universal constant. Therefore am[u(τ)] is also an A1-weight.
Taking the average over Qr on both sides of the last inequality we get

(
1

|Qr|

∫

Qr

am[u(τ)] dw

) 1
m

≤ C
1

|Qr|

∫

Qr

a[u(τ)](x) dx.(75)

We now apply respectively Hölder’s inequality and (75) in Q′ to get

∫

Q
aτ [u

(τ)] dv ≤ |Q|1− 1
m

(∫

Q
am[u(τ)] dv

) 1
m

,

(∫

Q′

am[u(τ)] dv

) 1
m

≤ C|Q′| 1
m
−1

∫

Q′

a[u(τ)] dv,

with C universal constant. Dividing the left hand side of the second inequality by the right
hand side of the first inequality, we arrive at

(∫
Q′ a

m[u(τ)] dv
∫
Q a

m[u(τ)] dv

) 1
m

≤ C

( |Q′|
|Q|

) 1
m
−1
∫
Q′ a[u

(τ)] dv
∫
Q a[u

(τ)] dv
.
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Taking the square root on both sides, and multiplying by (|Q′|/|Q|) 1
3 leads to

( |Q′|
|Q|

)1
3

(∫
Q′ a

m[u(τ)] dv
∫
Q a

m[u(τ)] dv

) 1
2m

≤ C

( |Q′|
|Q|

)1
3
+ 1−m

2m

(∫
Q′ a[u

(τ)] dv
∫
Q a[u

(τ)] dv

) 1
2

≤ C

(∫
Q′ a[u

(τ)] dv
∫
Q a[u

(τ)] dv

) 1
2

≤ C

since
1

3
+

1−m

2m
> 0, for m < 3.

Then, we may apply (73) in the case where p = 2, q = 2m with m < 3 and get
(∫

Q
φ2mam[u(τ)] dv

)1/2m

≤ C

(∫

Q
a[u(τ)]|∇φ|2 dv

)1/2

.

Since the constant C does not depend on Q, density’s argument allows to write
(∫

φ2mam[u(τ)] dv

)1/2m

≤ C

(∫
a[u(τ)]|∇φ|2 dv

)1/2

,

for any function φ defined in R
3. For q = 4− 2

m interpolation yields

∫
φqa[u(τ)] dv ≤

(∫
φ2mam[u(τ)] dv

) 1
m
(∫

φ2 dv

)1− 1
m

.

We now integrate in the time interval I and use the above estimate to get
∫

I

∫
φqa[u(τ)] dvdt ≤ sup

I

(∫
φ2 dv

)1− 1
m
∫

I

(∫
φ2mam[u(τ)] dv

) 1
m

dt

≤ C sup
I

(∫
φ2 dv

)1− 1
m
∫

I

∫
a[u(τ)]|∇φ|2 dvdt,

which implies
∫

I

∫
φqa[u(τ)] dvdt ≤ C

(∫

I

∫
a[u(τ)]|∇φ|2 dvdt+ sup

I

∫
φ2 dv

) q
2

.

Since m < 3 we have that q < 2 + 4
3 .

�

Theorem 2 will be shown for piecewise constant in time solutions u(τ) to the discretized
problem (18); then the a.e. convergence of u(τ), a[u(τ)] will yield the statement for solutions
to (1) satisfying the properties stated in Theorem 1.

We assume that the estimates for u(τ) derived in the previous section are satisfied. In
particular, we assume that c1 ≤

∫
B(τ) u

(τ)(x, t)dx ≤ c2 and
∫
B(τ) |x|2u(τ)(x, t)dx ≤ c3,

t ∈ [0, T ], for suitable positive constants c1, c2, c3 which do not depend on τ ; that
√
u(τ)

is uniformely bounded in L2(0, T ;H1(B(τ), γ(x)dx)); and that (46) holds. We also assume

that u(τ) ∈ L∞(0, T ;W 1,4(B(τ))), although this bound is not uniform in τ . Finally, for the
sake of simplicity we write u ≡ u(τ) and a ≡ a[u(τ)] .

We also recall that Dτ is the backward discrete time derivative defined in (17).
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Proposition 1. The following inequality holds:

Dτ

∫
η2up dx+

4(p− 1)

p

∫
a|∇(ηup/2)|2 dx+p(p− 1)τ

2

∫
up−2

u3
|∇u|4η2dx(76)

≤ (I) + (II)+Cτ

∫
η2up dx+ C(p)τ

∫ (
1 +

|∇η|4p
η4p

)
η2dx,

where

(I) :=
4(p − 2)

p

∫
up/2(a∇(ηup/2),∇η) dx+

4

p

∫
up(a∇η,∇η) dx,

(II) :=

∫
up(∇a,∇(η2)) dx+ (p− 1)

∫
uη2up dx.

Proof. Consider

ψ = p η2 up−1

as test function for (1). Since s 7→ sp is convex, a direct computation yields,

Dτ

∫
η2up dx ≤ p

∫
η2up−1Dτu dx

= −p
∫
(a∇u,∇(η2up−1)) dx+ p

∫
(u∇a,∇(η2up−1)) dx

−pτ
∫

((log u)3η2up−1 + |∇ log u|2∇ log u · ∇(η2up−1))dx

= (̃I) + (II)+(III).

Expanding the first integral, we have the expression:
∫
(a∇u,∇(η2up−1)) dx =

∫
(p − 1)η2up−2(a∇u,∇u) + 2up−1η(a∇u,∇η) dx.

Let us rewrite this expression in a more convenient form. Note the elementary identity

(a∇(ηup/2),∇(ηup/2)) =
p2

4
up−2η2(a∇u,∇u) + pηup−1(a∇u,∇η) + up(a∇η,∇η),

and use it to write,

(p− 1)η2up−2(a∇u,∇u) + 2up−1η(a∇u,∇η)

=
4(p− 1)

p2
(a∇(ηup/2),∇(ηup/2))

− (2p− 4)

p
up−1η(a∇u,∇η) − 4(p− 1)

p2
up(a∇η,∇η).

Further, another elementary identity says

up−1η(a∇u,∇η) = 2

p
up/2(a∇(ηup/2),∇η) − 2

p
up(a∇η,∇η).

Combining the above, it follows that

(p− 1)η2up−2(a∇u,∇u) + 2up−1η(a∇u,∇η)

=
4(p− 1)

p2
(a∇(ηup/2),∇(ηup/2))
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− 4(p− 2)

p2
up/2(a∇(ηup/2),∇η)− 4

p2
up(a∇η,∇η).

In particular,

(̃I) =− 4(p − 1)

p

∫
(a∇(ηup/2),∇(ηup/2)) dx

+
4(p − 2)

p

∫
up/2(a∇(ηup/2),∇η) dx+

4

p

∫
up(a∇η,∇η) dx.

Thus,

d

dt

∫
η2up dx+

4(p − 1)

p

∫
(a∇(ηup/2),∇(ηup/2)) dx

=
4(p − 2)

p

∫
up/2(a∇(ηup/2),∇η) dx+

4

p

∫
up(a∇η,∇η) dx+ p

∫
(u∇a,∇(η2up−1)) dx.

We now analyze (II). Since

(∇a, u∇(η2up−1)) = uup−1(∇a,∇(η2)) + (p− 1)uup−2η2(∇a,∇u)
= uup−1(∇a,∇(η2)) + (p− 1)(up−1)η2(∇a,∇u)

= (up)(∇a,∇(η2)) + η2(∇a,∇(
p − 1

p
up)),

it follows that

(II) = p

∫
(up)(∇a,∇(η2)) dx− p

∫ (
p− 1

p
up
)
div(η2∇a) dx.

From the above inequality and the Poisson equation it follows

(II) = p

∫
(up)(∇a,∇(η2)) dx−

∫
((p − 1)up)(∇a,∇(η2)) dx

+

∫
uη2((p− 1)up) dx

=

∫
up(∇a,∇(η2)) dx+

∫
uη2 ((p− 1)up) dx.

Let us now consider the third integral. It holds

(III) = −pτ
∫

((log u)3η2up−1 + |∇ log u|2∇ log u · ∇(η2up−1))dx

= −p(p− 1)τ

∫
up−2

u3
|∇u|4η2dx− pτ

∫
up−1|∇ log u|2∇ log u · ∇(η2)dx

− pτ

∫
((log u)3η2up−1dx.

The second integral of (III) can be estimated as

− pτ

∫
up−1|∇ log u|2∇ log u · ∇(η2)dx

≤ pτ

∫
up−1

u3
|∇u|3
u3/4

η3/2 · u3/4|∇(η2)|η−3/2dx
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≤ p(p− 1)τ

2

∫
up−2

u3
|∇u|4η2dx+

pτ

2(p − 1)

∫
up+2

u3
|∇(η2)|4
η6

dx

≤ p(p− 1)τ

2

∫
up−2

u3
|∇u|4η2dx+

Cpτ

p− 1

∫
up−1 |∇η|4

η2
dx.

By applying Young inequality to bound the second integral we get
∫
up−1 |∇η|4

η2
dx =

∫
up−1η2(p−1)/p · |∇η|

4

η2
η−2(p−1)/pdx

≤ p− 1

p

∫
upη2dx+

1

p

∫
|∇η|4pη2−4pdx.

Moreover,

−pτ
∫
(log u)3η2up−1dx ≤ −pτ

∫

{u≤1}
(log u)3η2up−1dx ≤ Cpτ

∫
η2dx,

where C ≡ sup0<s≤1 s
p−1(log(1/s))3 <∞ with p > 1. Therefore we conclude

(III) ≤ −p(p− 1)τ

2

∫
up−2

u3
|∇u|4η2dx+ Cτ

∫
upη2dx+C(p)τ

∫ (
1 +

|∇η|4p
η4p

)
η2dx.

This finishes the proof of the Lemma. �

Lemma 2. Let p > 1, then we have the inequality

d

dt

∫
η2up dx+

(p− 1)

p

∫
a|∇(ηup/2)|2 dx

≤ (p− 1)

∫
η2up+1 dx

+ C(p)

∫
up(a∇η,∇η) dx−

∫
upηTr (aD2η)) dx

+ Cτ

∫
upη2dx+ C(p)τ

∫ (
1 +

|∇η|4p
η4p

)
η2dx,

where C(p) denotes a constant that is bounded when p > 1.

Proof. We proceed to bound from above the first term (I) and the first term of (II) resulting
from Proposition 1. The aim is to estimate these terms as

4(p − 2)

p

∫
up/2(a∇(ηup/2,∇η) dx+

∫
up(∇a,∇(η2)) dx

≤c1
∫

(a∇(ηup/2),∇(ηup/2)) dx+ lower order terms,

where c1 <
4(p−1)

p . For the first term we use Cauchy-Schwarz inequality
∣∣∣∣
4(p− 2)

p
(a∇(ηup/2), up/2∇η)

∣∣∣∣

≤ 2(p − 1)

p
(a∇(ηup/2),∇(ηup/2)) +

2(p − 2)2

p(p− 1)
up(a∇η,∇η).(77)
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For the first term in (II) we use the identity

div(aup∇(η2)) = adiv(up∇(η2)) + up(∇a,∇(η2)),

and conclude that
∫
up(∇a,∇(η2)) dx = −

∫
adiv(up∇(η2)) dx

= −
∫
aup∆(η2) dx−

∫
(a∇up,∇η2) dx.

Since

η∇up/2 = ∇(ηup/2)− up/2∇η,

Young’s inequality yields

−
∫

(a∇up,∇η2) dx = −4

∫
up/2(aη∇up/2,∇η)

= −4

∫
up/2(a∇(ηup/2),∇η) dx+ 4

∫
up(a∇η,∇η) dx

≤ 2ε

∫
(a∇(ηup/2),∇(ηup/2)) dx+

(
2

ε
+ 4

)∫
up(a∇η,∇η) dx.

Thus
∫
up(∇a,∇(η2)) dx ≤−

∫
upTr(aD2(η2)) dx+ 2ε

∫
(a∇(ηup/2),∇(ηup/2)) dx

+

(
2

ε
+ 4

)∫
up(a∇η,∇η) dx.(78)

Substituting (78) and (77) into (76) we get

d

dt

∫
η2up dx+

(p− 1)

p

∫
(a∇(ηup/2),∇(ηup/2)) dx

≤C(p)

∫
up(a∇η,∇η) dx+ (p− 1)

∫
η2uup dx−

∫
upTr(aD2(η2)) dx,

by choosing ε < p−1
2p . �

Lemma 3. We have

(p− 1)

∫ T

t

∫
η2up+1 dxds ≤ ε(p − 1)

∫ T

t

∫
a|∇(ηup/2)|2 dxds+ C(ε, p)

∫ T

t

∫
η2up dxds.

Proof. We use here the ε-Poincare’s inequality (5) with

φ = ηup/2

and get
∫
η2up+1 dx ≤ ε

∫
a|∇(ηup/2)|2 dx+ C(ε)

∫
η2up dx.

�
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Corollary 2. Fix times 0 < T1 < T2 < T3 < T , p > 1 and a cut-off function η(v). Then, we
have the following inequality

sup
T2≤t≤T3

{∫
(ηup/2)2 dx

}
+

(p− 1)

4p

∫ T3

T2

∫
a|∇(ηup/2)|2 dxdt

≤
(

1

T2 − T1
+ C(p, ε)

)∫ T3

T1

∫
η2up dxdt

+ C(p)

∫ T3

T1

∫
up(a∇η,∇η) dxdt

+

∫ T3

T1

∫
aupη|∆η| dxdt

+ Cτ

∫
upη2dx+ C(p)τ

∫ (
1 +

|∇η|4p
η4p

)
η2dx.

Proof. We start with the bound found in Lemma 2

d

dt

∫
η2up dx+

(p − 1)

p

∫
a|∇(ηup/2)|2 dx

≤ (p − 1)

∫
η2up+1 dx+ C(p)

∫
up(a∇η,∇η) dx−

∫
aupη∆η dx.

Integrating this inequality from t1 to t2 shows that the term
∫
η2up(t2) dx−

∫
η2up(t1) dx+

(p− 1)

p

∫ t2

t1

∫
a|∇(ηup/2)|2 dxdt

is no larger than

(p− 1)

∫ t2

t1

∫
η2up+1 dxdt+ C(p)

∫ t2

t1

∫
up(a∇η,∇η) dxdt−

∫ t2

t1

∫
aupη∆η dxdt.

For a fixed t2 ∈ (T2, T3), we take the average with respect to t1 ∈ (T1, T2) in both sides of
the inequality. This yields

1

T2 − T1

∫ T2

T1

∫
η2up(t2) dxdt1 +

(p− 1)

p

1

T2 − T1

∫ T2

T1

∫ t2

t1

∫
a|∇(ηup/2)|2 dxdtdt1

≤ 1

T2 − T1

∫ T2

T1

∫
η2up(t1) dxdt1

+ (p− 1)
1

T2 − T1

∫ T2

T1

∫ t2

t1

∫
η2up+1 dxdtdt1

+ C(p)
1

T2 − T1

∫ T2

T1

∫ t2

t1

∫
up(a∇η,∇η) dxdtdt1

− 1

T2 − T1

∫ T2

T1

∫ t2

t1

∫
aupη∆η dxdtdt1,

which implies
∫
η2up(t2) dx+

(p− 1)

p

∫ t2

T2

∫
a|∇(ηup/2)|2 dxdt
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≤ 1

T2 − T1

∫ T2

T1

∫
η2up(t1) dxdt1 + (p− 1)

∫ t2

T1

∫
η2up+1 dxdt

+ C(p)

∫ t2

T1

∫
up(a∇η,∇η) dxdt+

∫ t2

T1

∫
aupη|∆η| dxdt.

Since this holds for every t2 ∈ (T2, T3), this implies the inequality

sup
T2≤t≤T3

{∫
η2up(t) dx

}
+

(p− 1)

p

∫ T3

T2

∫
a|∇(ηup/2)|2 dxdt

≤ 1

T2 − T1

∫ T3

T1

∫
η2up(t) dxdt+ (p− 1)

∫ T3

T1

∫
η2up+1 dxdt

+ C(p)

∫ T3

T1

∫
up(a∇η,∇η) dxdt+

∫ T3

T1

∫
aupη|∆η| dxdt.

As the last step we use Lemma 3 with ε < p−1
4p2 and get

sup
T2≤t≤T3

{∫
η2up(t) dx

}
+

(p− 1)

4p

∫ T3

T2

∫
a|∇(ηup/2)|2 dxdt

≤ 1

T2 − T1

∫ T3

T1

∫
η2up(t) dxdt+ C(p, ε)

∫ T3

T1

∫
η2up dxdt

+ C(p)

∫ T3

T1

∫
up(a∇η,∇η) dxdt+

∫ T3

T1

∫
aupη|∆η| dxdt.

�

Let us fix now R and r with 1 < r < R and denote respectively with ηr and with ηR
the cut-off function compactly supported in Br and BR. Let moreover ηR = 1 on Br, and
|∇ηR| ≤ c 1

(R−r)ηR and ∆ηR ≤ c 1
(R−r)2

ηR.

The last corollary says that for T3 = T

sup
T1≤t≤T

{∫
(ηru

p/2)2 dx

}
+

(p − 1)

4p

∫ T

T1

∫
a[u]|∇(ηru

p/2)|2 dxdt

≤
(

1

T1 − T0
+ C(p, ε)

)∫ T

T0

∫
η2ru

p dxdt

+ C(p)

∫ T

T0

∫
upa[u]|∇ηr|2 dxdt

+

∫ T

T0

∫
a[u]upηr|∆ηr| dxdt+ Cτ.

Using Lemma 1 for any

q ∈
(
1, 2

(
1 +

2

3

))
,

we have
(∫ T

T1

∫
a[u](ηru

p/2)q dxdt

)2/q

≤
(

1

T1 − T0
+ C(p, ε)

)∫ T

T0

∫
η2ru

p dxdt
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+ C(p)

∫ T

T0

∫
a[u]up|∇ηr|2 dxdt

+

∫ T

T0

∫
a[u]upηr|∆ηr| dxdt+ Cτ

≤ C(R)

(
1

T1 − T0
+ 1

)∫ T

T0

∫
a[u]η2ru

p dxdt

+ C(p)
1

r2

∫ T

T0

∫
a[u]upη2r dxdt+ Cτ,

taking into account the bound from below of a[u] (43). Since ηR = 1 on the support of ηr we
can write η2r ≤ ηqR and get

(∫ T

T1

∫
a[u](ηru

p/2)q dxdt

)2/q

≤C(R, p)

(
1

T1 − T0
+ 1

)∫ T

T0

∫
a[u]ηqRu

p dxdt

+ C(p)
1

r2

∫ T

T0

∫
a[u]upηqR dxdt+ Cτ

≤C(R, p)

(
1

T1 − T0
+ 1

)∫ T

T0

∫
a[u]ηqRu

p dxdt+ Cτ.

Taking the power 1
p on both sides one gets

(∫ T

T1

∫
a[u]ηqru

p q
2 dxdt

) 1
p

2
q

≤
(
C(R, p)

(
1

T1 − T0
+ 1

)) 1
p
(∫ T

T0

∫
a[u]ηqRu

p dxdt

) 1
p

+ Cτ
1
p .

The last inequality suggests an iteration, taking successively exponents values p q
2 , p

( q
2

)2
,

p
( q
2

)3
, ..., p

( q
2

)n
and a sequence of times are radii

Tn =
T

4

(
2− 1

2n

)
, Rn =

R

2

(
1 +

1

2n

)
.

For

En[u
(τ)] :=

(∫ T

Tn

∫
a[u(τ)]ηqnu

(τ)p(
q
2)

n

dxdt

) 1
p

(

2
q

)n

one gets recursively

En+1 ≤ 2
n 1

p

(

2
q

)n (
C(R, p)

(
1

T
+ 1

)) 1
p

(

2
q

)n

En + Cτ
1
p

(

2
q

)n

≤ 2
1
p

∑n
1 j

(

2
q

)j (
C(R, p)

(
1

T
+ 1

)) 1
p

∑n
1

(

2
q

)j

E0 + C

n∑

1

τ
1
p

(

2
q

)i

,

with

E0 =

(∫ T

T/4

∫

BR(0)
a[u(τ)]u(τ)

p
dxdt

) 1
p

.

We first recall that
‖a[u(τ)]‖L∞(0,T,Lq(BR(0))) ≤ C,
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with C independent on τ for each q ≤ 3, which implies, together with Hölder’s inequality,

∫ T

0

∫

BR(0)
u(τ)

p
a[u(τ)] dxdt ≤

∫ T

0

(∫

BR(0)
aq[u(τ)] dx

) 1
q
(∫

BR(0)
u(τ)

pq′

dx

) 1
q′

dt

≤C(R)

∫ T

0

(∫

BR(0)
u(τ)

pq′

dx

) 1
q′

dt

with q′ ≥ 3
2 . Choosing p such that

pq′ =
5

3

and applying (47) we get

∫ T

0

∫

BR(0)
u(τ)

p
a[u(τ)] dxdt ≤ C(R),

for some 1 < p ≤ 10/9 and C(R) solely dependent on R (and not on τ). Taking into account
that for 2 < q < 10/3 and 1 < p ≤ 10/9

2
1
p

∑n
1 j

(

2
q

)j (
C(R, p)

(
1

T
+ 1

)) 1
p

∑n
1

(

2
q

)j

≤ 2
1
p

∑

∞

1 j
(

2
q

)j (
C(R, p)

(
1

T
+ 1

)) 1
p

∑

∞

1

(

2
q

)j

≤ C(R, p)

(
1

T
+ 1

)α

, with α >
9

4

we get that

En+1[u
(τ)] ≤ C(R)

(
1

T
+ 1

)α

+ C

n∑

1

τ
1
p

(

2
q

)i

.

Taking the lim inf for τ → 0 on both side of the last inequality and using pointwise conver-
gences (59) and (62) and Fatou’s lemma, for each n ≥ 0 one gets

En+1[u] ≤ C(R)

(
1

T
+ 1

)α

.

Since

En ≥
(

inf
BR/2(0)×(T/2,T )

a[u]

) 1
p

(

2
q

)n (∫ T

T/2

∫

BR/2(0)
up(

q
2)

n

dxdt

) 1
p

(

2
q

)n

the limit n→ +∞ yields

‖u‖L∞(BR/2(0)×(T/2,T )) ≤ C(R)

(
1

T
+ 1

)α

, α >
9

4
.

This finishes the proof of Theorem 2.
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Appendix

Lemma 4 (Another sufficient condition for the ε−Poincaré inequality). Let u : R3× [0,∞) →
[0,∞) be a solution to (1) with the properties stated in Thr. 1. Moreover let (8) hold. Then
the ε−Poincaré inequality (5) is fulfilled for all functions φ : R3 → R such that the right-hand
side of (5) is finite.

Proof. From the Poisson equation −∆a = u it follows
∫

R3

uφ2dx = −
∫

R3

φ2∆adx = 2

∫

R3

φ∇a · ∇φdx.

Applying Young’s inequality leads to
∫

R3

uφ2dx ≤ ε

∫

R3

|∇φ|2γdx+
1

ε

∫

R3

|φ∇a|2γ−1dx.(79)

Let us consider the second integral on the right-hand side of (79). Let 1 < p < 3. Hölder
inequality allows us to write

1

ε

∫

R3

|φ∇a|2γ−1dx ≤ 1

ε

(∫

R3

|γ−1∇a|2p/(p−1)dx

)1−1/p(∫

R3

γp|φ|2pdx
)1/p

.

Assumption (8) implies that a suitable p < 3 exists such that

1

ε

∫

R3

|φ∇a|2γ−1dx ≤ CT

ε

(∫

R3

γp|φ|2pdx
)1/p

=
CT

ε
‖γ1/2φ‖2L2p(R3) 0 < t < T,(80)

for some constant CT > 0 depending on T . Gagliardo-Nirenberg inequality implies that

‖γ1/2φ‖L2p(R3) ≤ C‖∇(γ1/2φ)‖η
L2(R3)

‖γ1/2φ‖1−η
L2(R3)

,(81)

for some η ∈ (0, 1). We point out that η < 1 because p < 3. Putting (80), (81) together leads
to

1

ε

∫

R3

|φ∇a|2γ−1dx ≤ CT

ε
‖∇(γ1/2φ)‖2η

L2(R3)
‖γ1/2φ‖2(1−η)

L2(R3)
0 < t < T.

From Young inequality it follows

1

ε

∫

R3

|φ∇a|2γ−1dx ≤ ε‖∇(γ1/2φ)‖2L2(R3) + CT,ε‖γ1/2φ‖2L2(R3) 0 < t < T.

However, since |∇(γ1/2φ)| ≤ γ1/2|∇φ|+ 1
2γ

3/2|φ| ≤ γ1/2|∇φ|+ C|γ1/2φ|, we obtain

1

ε

∫

R3

|φ∇a|2γ−1dx ≤ ε

∫

R3

|∇φ|2γdx+CT,ε‖γ1/2φ‖2L2(R3) 0 < t < T.

Plugging the above inequality inside (79) and noticing that γ ≤ 1 yields
∫

R3

uφ2dx ≤ 2ε

∫

R3

|∇φ|2γdx+ CT,ε

∫

R3

|φ|2dx 0 < t < T.(82)

However, it is known that a[u](x) ≥ Cγ(x) for x ∈ R
3, with C being a positive constant which

depends only on the mass and second moment of u. Since we know that sup0<t<T

∫
R3(1 +

|x|2)u(x, t)dx <∞, from (82) inequality (5) follows. This finishes the proof. �
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