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#### Abstract

We study the problem of packing arborescences in the random digraph $\mathcal{D}(n, p)$, where each possible arc is included uniformly at random with probability $p=p(n)$. Let $\lambda(\mathcal{D}(n, p))$ denote the largest integer $\lambda \geq 0$ such that, for all $0 \leq \ell \leq \lambda$, we have $\sum_{i=0}^{\ell-1}(\ell-i)\left|\left\{v: d^{i n}(v)=i\right\}\right| \leq \ell$. We show that the maximum number of arcdisjoint arborescences in $\mathcal{D}(n, p)$ is $\lambda(\mathcal{D}(n, p))$ a.a.s. We also give tight estimates for $\lambda(\mathcal{D}(n, p))$ depending on the range of $p$.


## 1 Introduction and main result

Many important problems in discrete mathematics deal with packing structures with some desired property into a larger structure, and their goal is typically to find as many disjoint structures with the desired property as possible. Several classical results in combinatorial optimization fit into this general framework. For instance, the maximum matching problem can be seen as packing vertex-disjoint edges. We also highlight Tutte's [21] and Nash-Williams's [20] results on packing spanning trees, as well as Menger's [19] and Mader's [18] results on packing paths. See the book by Cornuéjols [6] for many more examples.

Given the extensive literature on this topic, it is only natural that there is a great number of packing results in extremal combinatorics and random structures. For instance, the problem of packing Hamiltonian cycles in random structures has been studied quite intensively since the 1980s (see $[3,4,5,11,15,16,17]$ ). In the particular case of digraphs, some significant results have been obtained recently (see $[7,8,9]$ ).

Recently, Gao, Pérez-Giménez and the third author $[12,13]$ obtained results concerning packing spanning trees in random graphs. As usual, given a function $p: \mathbb{N} \rightarrow[0,1]$ and a positive integer $n$, we let $\mathcal{G}(n, p)$ be the random graph on $[n]=\{1, \ldots, n\}$ such that each edge is included independently with probability $p$. Moreover, given a sequence of probability spaces $\left(\Omega_{i}, \mathcal{F}_{i}, \operatorname{Pr}_{i}\right)_{i \in \mathbb{N}}$, we say that a sequence of events $\left(A_{i}\right)_{i \in \mathbb{N}}$ holds asymptotically almost surely (a.a.s. for short) if $\operatorname{Pr}_{n}\left(A_{n}\right) \rightarrow 1$ as $n \rightarrow \infty$.

[^0]Theorem $1.1\left(\mathrm{Pu}\right.$-Pérez-Giménez-Sato $\left.{ }^{1}[12,13]\right)$. For $p=p(n) \in[0,1]$, the maximum number of edge-disjoint spanning trees in $\mathcal{G}(n, p)$ is a.a.s.

$$
\min \{\delta(\mathcal{G}(n, p)),\lfloor m(\mathcal{G}(n, p)) /(n-1)\rfloor\} .
$$

It is easy to see that $\delta(\mathcal{G}(n, p))$ and $\lfloor m(\mathcal{G}(n, p)) /(n-1)\rfloor$ are upper bounds for the number of edge-disjoint spanning trees since every spanning tree has at least one edge incident to every vertex and has exactly $n-1$ edges. The following classical result proved by Tutte and Nash-Williams is the main tool in $[12,13]$ to prove that the maximum is achieved by one of these two parameters.

Theorem 1.2 (Tutte [21] and Nash-Williams [20]). Given a graph $G=(V, E)$ and an integer $k \geq 0$, $G$ contains $k$ edge-disjoint spanning trees if and only if, for every partition of $V$ with $\ell$ parts, the number of edges with ends in different parts is at least $k(\ell-1)$.

It is quite natural that this result (which is actually a min-max relation) can be successfully used for random graphs since the partition condition is essentially an expansion condition and random graphs are well known to have nice expansion properties.

Our main result is an analogue of Theorem 1.1 for digraphs. A digraph $D=(V, A)$ is given by its finite set $V$ of vertices and its set $A \subset\left\{(u, v) \in V^{2}: u \neq v\right\}$ of arcs. We say that an $\operatorname{arc}(u, v)$ leaves $u$ and enters $v$, or, alternatively, that it points at $v$. The underlying graph of a digraph $D=(V, A)$ is the graph (actually multigraph) obtained by ignoring orientations on arcs. Our result deals with packing arborescences, which are an analogue of spanning trees in digraphs. Indeed, an arborescence of a digraph is a spanning sub-digraph such that its underlying graph is a rooted tree and each vertex except the root has in-degree 1 and the root has in-degree zero. Roughly speaking, an arborescence is a spanning tree with the arcs "pointing away" from the root. Let $\mathcal{D}(n, p)$ denote the random digraph on $[n]=\{1, \ldots, n\}$ such that each arc is included independently at random with probability $p$. Let $\tau(\mathcal{D}(n, p))$ denote the maximum number of arc-disjoint arborescences in $\mathcal{D}(n, p)$. For every digraph $D$ and $v \in D$, let the in-degree $d_{D}^{i n}(v)$ of $v$ be the number of arcs entering $v$ in $D$, while the out-degree $d_{D}^{\text {out }}(v)$ of $v$ is the number of arcs leaving $v$ in $D$. Our main result may be stated as follows.
Theorem 1.3. For every $p=p(n) \in[0,1]$, the maximum number of arc-disjoint arborescences in $\mathcal{D}(n, p)$ a.a.s. satisfies

$$
\begin{equation*}
\tau(\mathcal{D}(n, p))=\lambda(\mathcal{D}(n, p)) \tag{1}
\end{equation*}
$$

where $\lambda(\mathcal{D}(n, p))$ is the maximum integer $\lambda \geq 0$ such that, for all $0 \leq \ell \leq \lambda$,

$$
\begin{equation*}
\sum_{i=0}^{\ell-1}(\ell-i)\left|\left\{v: d_{\mathcal{D}(n, p)}^{i n}(v)=i\right\}\right| \leq \ell \tag{2}
\end{equation*}
$$

Moreover,
(a) if $p=(\log (n)-h(n)) /(n-1)$ with $h(n)=\omega(1)$, then $\lambda(\mathcal{D}(n, p))=0$ a.a.s.;
(b) if $p=(\log (n)+h(n)) /(n-1)$ with $h(n)=O(\log \log n)$, then $\lambda(\mathcal{D}(n, p)) \in\left\{\delta^{\text {in }}, \delta^{i n}+\right.$ 1\} a.a.s.;

[^1](c) if $p=(\log (n)+h(n)) /(n-1)$ with $h(n)=o(\log n)$ and $h(n)=\Omega(\log \log n)$, then $\lambda(\mathcal{D}(n, p)) \sim \delta^{i n}$ a.a.s.

One interesting feature of our result is that $\tau(\mathcal{D}(n, p))$ has a very strong relation with the number of vertices with low degrees. This differs from the graph case in the following sense. Theorem 1.1 tells us that, for random graphs, the obstacles to pack spanning trees are quite simple: either we do not have enough edges to get more spanning trees or we exhausted the edges incident with a vertex. Our result shows that for random digraphs the obstacles to pack arborescences are more intricate while still arising from natural constraints. This is due to the fact that the root of an arborescence plays a special role, which does not happen for undirected graphs. In our case, the reason why $\lambda(\mathcal{D}(n, p))$ is an upper bound for $\tau(\mathcal{D}(n, p))$ is that, in order to pack $\ell$ arborescences, every vertex of $\mathcal{D}(n, p)$ whose in-degree is $\ell-i$ must be the root of at least $i$ arborescences since its in-degree would be exhausted. Quite interestingly, our condition does not involve the out-degrees.

Similarly to the undirected case, the core of our proof relies on a result on combinatorial optimization, which was proved by Frank [10] and is an analogue of Theorem 1.2 for digraphs. Instead of dealing with partitions, Frank's result imposes conditions on subpartitions. A subpartition of a set $S$ is a collection of pairwise disjoint non-empty subsets of $S$. Note that, unlike a partition, a subpartition does not need to include every element of $S$. For every digraph $D=(V, A)$ and $S \subseteq V$, let $d_{D}^{i n}(S)$ denote the number of arcs entering $S$ (from $V \backslash S$ ). For future reference, let also $d_{D}^{\text {out }}(S)$ be the number of arcs leaving $S$ (to $V \backslash S$ ) in $D$.

Theorem 1.4 (Frank [10]). Let $D=(V, A)$ be a digraph and let $k \geq 0$ be an integer. Then $D$ contains $k$ arc-disjoint arborescences if, and only if, for every subpartition $\mathcal{P}$ of $V$, we have

$$
\begin{equation*}
\sum_{U \in \mathcal{P}} d_{D}^{i n}(U) \geq k(|\mathcal{P}|-1) . \tag{3}
\end{equation*}
$$

One of the difficulties of working with subpartitions instead of partitions is that some vertices may be not included in any part and the arcs entering such vertices do not contribute to the summation in (3), which is something that did not occur in the graph case.

In terms of previous results about arborescences in random digraphs, Bal, Bennett, Cooper, Frieze, and Prałat [2] have proved that in the random digraph process (where the arcs are added one-by-one), the digraph contains an arborescence a.a.s. in the step where there is single a vertex with in-degree zero ${ }^{2}$.
Organization of the paper. This paper is organized as follows. In Section 2, we introduce the main definitions and notation used in the paper. In Section 3, we present the main properties of $\mathcal{D}(n, p)$ that are used: in Section 3.2 we study properties of the degrees in $\mathcal{D}(n, p)$; in Section 3.3 we show the relation between $\lambda(\mathcal{D}(n, p))$ and the minimum indegree; and in Section 3.4 we prove a few basic expansion properties of $\mathcal{D}(n, p)$. Finally, in Section 4 we combine the results from Section 3 with the result by Frank (Theorem 1.4) to complete the proof of Theorem 1.3.

[^2]
## 2 Definitions and notation

In this section, we define the main concepts used in this paper. We will repeat a few definitions already presented in the introduction so that the reader can easily find any of them.
Definition 2.1. (Random digraph $\mathcal{D}(n, p)$ ) Given a function $p=p(n): \mathbb{N} \rightarrow[0,1]$, let $\mathcal{D}(n, p)$ denote the random digraph with vertex set $[n]=\{1,2, \ldots, n\}$ such that each of the $n(n-1)$ arcs is included independently at random with probability $p$.

Definition 2.2. (Neighbourhoods and degrees) Given a digraph $D=(V, A)$ and $v \in V$, we define the in-neighbourhood of $v$, denoted by $\Gamma_{D}^{i n}(v)$, as the set $\{u \in V:(u, v) \in A\}$. Similarly, we define the out-neighbourhood of $v$, denoted by $\Gamma_{D}^{\text {out }}(v)$, as the set $\{u \in$ $V:(v, u) \in A\}$. Moreover, we define the in-degree of $v$ as $d_{D}^{i n}(v)=\left|\Gamma_{D}^{i n}(v)\right|$ and the out-degree of $v$ as $d_{D}^{\text {out }}(v)=\left|\Gamma_{D}^{\text {out }}(v)\right|$. That is, $d_{D}^{\text {in }}(v)$ is the number of arcs "entering" $v$ and $d_{D}^{\text {out }}(v)$ is the number of arcs "leaving" $v$. Let $\delta^{\text {in }}(D)=\min _{v \in V} d_{D}^{\text {in }}(v)$ and $\delta^{\text {out }}(D)=$ $\min _{v \in V} d_{D}^{\text {out }}(v)$.
Definition 2.3. (Cuts) Given a digraph $D=(V, A)$ and disjoint sets $S, S^{\prime} \subseteq V$, we define $A_{D}\left(S, S^{\prime}\right)$ as the set of $\operatorname{arcs}(u, v) \in A$ such that $u \in S$ and $v \in S^{\prime}$.
Definition 2.4. (Induced digraphs) Given a digraph $D=(V, A)$ and $S \subseteq V$, we define $D[S]$ as the digraph with vertex set $S$ with edge set $A_{D}[S]=\{(u, v) \in A: u \in S, v \in S\}$.
Definition 2.5. (Arborescences) An arborescence of a digraph $D=(V, A)$ is a digraph $T=\left(V, A_{T}\right)$ where $A_{T} \subseteq A$ such that the underlying graph of $T$ is tree and each vertex except the root has in-degree 1 and the root has in-degree zero. Let $\tau(D)$ denote the maximum number of arc-disjoint arborescences in $D$.
Definition 2.6. Given a digraph $D=(V, A)$, let $\lambda(D)$ denote the maximum integer $\lambda \geq 0$ such that, for all $0 \leq \ell \leq \lambda$,

$$
\begin{equation*}
\sum_{i=0}^{\ell-1}(\ell-i)\left|\left\{v: d_{D}^{i n}(v)=i\right\}\right| \leq \ell . \tag{4}
\end{equation*}
$$

We use $d^{\text {in }}(v)$ to denote $d_{\mathcal{D}(n, p)}^{\text {in }}(v)$ for ease of notation. Similarly, $d^{\text {out }}(v)=d_{\mathcal{D}(n, p)}^{\text {out }}(v)$, $\delta^{\text {in }}=\delta^{\text {in }}(\mathcal{D}(n, p)), \delta^{\text {out }}=\delta^{\text {out }}(\mathcal{D}(n, p)), \tau=\tau(\mathcal{D}(n, p))$ and $\lambda=\lambda(\mathcal{D}(n, p))$, and so on.

In all results in this paper, except stated otherwise, the probability space is the one defined by $\mathcal{D}(n, p)$ and the asymptotics are for $n$ going to infinity. We use standard asymptotic notation, which may be found in [14, Section 1.2].

In many proofs, we will use the well known subsubsequence principle, which states that, if $x$ is a constant and $\left(x_{n}\right)$ is a real sequence whose subsequences always have a subsubsequence converging to $x$, then $x_{n} \rightarrow x$.

## 3 Properties of the random digraph $\mathcal{D}(n, p)$

In this section, we study the behaviour of the degrees in $\mathcal{D}(n, p)$. We also prove some simple properties about cuts in $\mathcal{D}(n, p)$. In Section 3.1, we state two basic results on binomial random variables that are used throughout the paper. For basic probabilistic results (such as Markov's and Chebyshev's inequality), we refer the reader to Alon and Spencer [1].

### 3.1 Properties of binomial random variables

In this section, we state two results on binomial random variables.
Theorem 3.1 (Chernoff's bounds [14]). Let $X_{1}, \ldots, X_{n}$ denote $n$ independent Bernoulli variables. Let $X=\sum_{i=1}^{n} X_{i}$ and let $\mu=\mathbb{E}[X]$. Then, for any $0<\tau<1$,

$$
\begin{align*}
& \operatorname{Pr}(X \geq(1+\tau) \mu) \leq e^{-\tau^{2} \mu / 3}  \tag{5}\\
& \operatorname{Pr}(X \leq(1-\tau) \mu) \leq e^{-\tau^{2} \mu / 2} \tag{6}
\end{align*}
$$

Lemma 3.2 (Lemma $16[12,13]$ ). For every constant $\eta>0$ there exist positive constants $C_{1}$ and $C_{2}$ such that the following holds for any function $0 \leq p=p(n) \leq 1 / \sqrt{n}$ and every integer $0<k \leq(1-\eta) n p$. Let $X \sim \operatorname{Bin}(n, p)$. Then,

$$
\begin{equation*}
\operatorname{Pr}(X \leq k)=C\left(\frac{e^{-p n}}{\sqrt{k}}\right)\left(\frac{e p n}{k}\right)^{k}, \text { with } C_{1} \leq C \leq C_{2} . \tag{7}
\end{equation*}
$$

### 3.2 Degrees in $\mathcal{D}(n, p)$

In this section, we present some results on the minimum in-degree and out-degree in $\mathcal{D}(n, p)$. We also prove some properties of vertices with low degree.

The following lemma is an application of Lemma 3.2 to the in-degrees and out-degrees of $\mathcal{D}(n, p)$.

Lemma 3.3. Let $0<\eta<1$ be a constant. There exist constants $C_{1}>0$ and $C_{2}>0$ such that, for any function $\alpha=\alpha(n) \in(0,1-\eta]$ and any function $p$ satisfying $0.9 \log n /(n-1) \leq$ $p \leq 1 / \sqrt{n}$, the following holds ${ }^{3}$ :
(i) There exists $C=C(n) \in\left[C_{1}, C_{2}\right]$ such that, for every $v \in[n]$,

$$
\operatorname{Pr}\left(d^{\text {in/out }}(v) \leq \alpha p(n-1)\right)=\frac{C}{\sqrt{\alpha p(n-1)}} \exp \left(-p(n-1)\left(1-\alpha \log \left(\frac{e}{\alpha}\right)\right)\right)
$$

(ii) $\operatorname{Pr}\left(\delta^{\text {in/out }} \leq \alpha p(n-1)\right) \leq \frac{C_{2}}{\sqrt{\alpha p(n-1)}} \exp (\log n-p(n-1)(1-\alpha \log (e / \alpha)))$;
(iii) $\operatorname{Pr}\left(\delta^{\text {in/out }}>\alpha p(n-1)\right) \leq \frac{\sqrt{\alpha p(n-1)}}{C_{1}} \exp (p(n-1)(1-\alpha \log (e / \alpha))-\log n)$.
(iv) $\operatorname{Pr}\left(\exists v \in[n]\right.$ s.t. $\left.\min \left\{d^{\text {in }}(v), d^{\text {out }}(v)\right\} \leq \alpha p(n-1)\right)$

$$
\leq \frac{\left(C_{2}\right)^{2}}{\alpha p(n-1)} \exp \left(\log n-2 p(n-1)\left(1-\alpha \log \left(\frac{e}{\alpha}\right)\right)\right)
$$

Proof. The proof of (i)-(iii) is basically the same as the proof of [12, 13, Lemma 18]. We include it here for the sake of completeness.

[^3]For every $v \in V$, the in-degree $d^{i n}(v)$ of $v$ has distribution $\operatorname{Bin}(n-1, p)$. Thus, by Lemma 3.2, there exist $C_{1}$ and $C_{2}$ (depending only on $\eta$ ) and a constant $C=C(n) \in$ [ $C_{1}, C_{2}$ ] such that

$$
\begin{align*}
\operatorname{Pr}\left(d^{i n}(v) \leq \alpha p(n-1)\right) & =C\left(\frac{e^{-p(n-1)}}{\sqrt{\alpha p(n-1)}}\right)\left(\frac{e}{\alpha}\right)^{\alpha p(n-1)} \\
& =\frac{C}{\sqrt{\alpha p(n-1)}} \exp \left(-p(n-1)\left(1-\alpha \log \left(\frac{e}{\alpha}\right)\right)\right) . \tag{8}
\end{align*}
$$

This proves (i). Let $Y$ denote the number of vertices $v \in[n]$ such that $d^{i n}(v) \leq \alpha p(n-1)$. Then, by (8), we conclude that

$$
\mathbb{E}(Y) \geq \frac{C_{1}}{\sqrt{\alpha p(n-1)}} \exp \left(\log n-p(n-1)\left(1-\alpha \log \left(\frac{e}{\alpha}\right)\right)\right)
$$

and

$$
\begin{equation*}
\mathbb{E}(Y) \leq \frac{C_{2}}{\sqrt{\alpha p(n-1)}} \exp \left(\log n-p(n-1)\left(1-\alpha \log \left(\frac{e}{\alpha}\right)\right)\right) \tag{9}
\end{equation*}
$$

Thus, (ii) follows by applying Markov's inequality. Since the in-degrees of distinct vertices are independent random variables, $Y$ is a binomial random variable with probability $p^{\prime}$ given by (8). Thus, $\operatorname{Var}(Y)=n p^{\prime}\left(1-p^{\prime}\right) \leq \mathbb{E} Y$ and so, by Chebyshev's inequality, we obtain

$$
\operatorname{Pr}(Y=0) \leq \frac{\operatorname{Var}(Y)}{(\mathbb{E} Y)^{2}} \leq \frac{1}{\mathbb{E} Y} \leq \frac{\sqrt{\alpha p(n-1)}}{C_{1}} \exp \left(-\log n+p(n-1)\left(1-\alpha \log \left(\frac{e}{\alpha}\right)\right)\right)
$$

Proving (i), (ii) and (iii) for $d^{\text {out }}$ and $\delta^{\text {out }}$ is analogous.
For any $v \in[n]$, (iv) follows trivially from (9) (and its analogue for $d^{o u t}(v)$ ) and the fact that $d^{\text {in }}(v)$ and $d^{\text {out }}(v)$ are independent random variables.

Corollary 3.4. Let $\alpha \in(0,1)$ and let $h(n)$ be a function such that $h(n)=o(\log n)$. Let $p=p(n)=(\log (n)+h(n)) /(n-1)$. Then there is $C>0$ such that $\delta^{i n}<\alpha \log n$ with probability at least $1-n^{-C}$.

Proof. It suffices to prove the result for $h(n) \geq 0$. Let $\alpha \in(0,1)$ be a constant. Note that $\beta:=1-\alpha \log (e / \alpha)$ is a constant less than 1. Lemma 3.3(iii) leads to

$$
\operatorname{Pr}\left(\delta^{i n}>\alpha p(n-1)\right) \leq \frac{\sqrt{\alpha p(n-1)}}{C_{1}} \exp (\beta(\log n+h(n))-\log n)=o\left(n^{(\beta-1) / 2}\right)
$$

Lemma 3.5. Let $p=p(n)=(\log (n)+h(n)) /(n-1)$ be such that $h(n) \leq C^{\prime} \log \log n$, where $C^{\prime}$ is a positive constant. Then, for any constant $C>C^{\prime}, \delta^{i n} \leq C$ a.a.s.

Proof. The expected number of vertices with in-degree $C$ in $\mathcal{D}(n, p)$ is

$$
\begin{aligned}
n\binom{n-1}{C} p^{C}(1-p)^{n-C-1} & \geq \exp (\log n+C \log \log n-C \log C-(n-1) p+o(1)) \\
& \geq \exp (-h(n)+C \log \log n-C \log C+o(1))=\omega(1)
\end{aligned}
$$

As in the proof of Lemma 3.3(iii), we may apply Chebyshev's inequality to conclude that the minimum in-degree is at most $C$ a.a.s.

It turns out that the following real function appears often in our paper:

$$
\begin{equation*}
F(x)=1-x \log \frac{e}{x}=1-x+x \log x . \tag{10}
\end{equation*}
$$

This is a continuous and strictly decreasing function for $x \in(0,1)$. Moreover, $F(1)=0$ and $\lim _{x \rightarrow 0^{+}} F(x)=1$. In particular, for every $\phi>1$, there exists a single $\alpha \in(0,1)$ such that $F(\alpha)=1 / \phi$.
Corollary 3.6. Let $\phi>1$ be a constant. Let $\alpha \in(0,1)$ be such that $F(\alpha)=1-$ $\alpha+\alpha \log \alpha=1 / \phi$. For $p=p(n) \sim \phi \log (n) /(n-1)$, we have $\delta^{i n} \sim \alpha p(n-1)$ and $\delta^{\text {out }} \sim \alpha p(n-1)$ a.a.s.

Proof. Let $\gamma=\gamma(n)$ be such that $\gamma(n) \log n=p(n-1)$. Thus, $\gamma \sim \phi$. Let $\varepsilon \in$ $(0, \min \{\alpha, 1-\alpha\})$ be a constant.

We have $\lim _{n \rightarrow \infty} \gamma(n) F(\alpha+\varepsilon)<F(\alpha) \lim _{n \rightarrow \infty} \gamma(n)=1$ and then by Lemma 3.3(iii), we obtain $\delta^{i n} \leq(\alpha+\varepsilon) p(n-1)$ with probability going to 1 . On the other hand, since $\lim _{n \rightarrow \infty}(\gamma(n) F(\alpha-\varepsilon))>1$, by Lemma 3.3(ii), we have $\delta^{i n} \geq(\alpha-\varepsilon) p(n-1)$ a.a.s. The proof for $\delta^{\text {out }}$ is similar.
Definition 3.7. We say that a vertex $v \in[n]$ is $\varepsilon$-in-light if $d^{i n}(v) \leq \delta^{i n}+\varepsilon n p$ and $\varepsilon$-out-light if $d^{\text {out }}(v) \leq \delta^{\text {out }}+\varepsilon n p$.
Lemma 3.8. For every constant $\varphi \geq 0.9$, there exists $\varepsilon>0$ such that the following holds for sufficiently large $n$. For any $0.9 \log n /(n-1) \leq p \leq \varphi \log n /(n-1)$, with probability at least $1-n^{-0.18}$, there is no pair $(u, v)$ of $\varepsilon$-in-light vertices such that $u v \in A$ or $\Gamma^{i n}(v) \cap \Gamma^{i n}(u) \neq \varnothing$ and there is no pair $(u, v)$ of $\varepsilon$-out-light vertices such that $u v \in A$ or $\Gamma^{o u t}(v) \cap \Gamma^{\text {out }}(u) \neq \varnothing$.

Proof. We claim that it is possible to choose $\alpha$ and $\varepsilon$ so that, for large $n$, we have

$$
\begin{equation*}
\operatorname{Pr}\left(\delta^{i n}>\alpha(n-1) p\right) \leq n^{-0.19} \text { and } \operatorname{Pr}\left(d^{i n}(v) \leq(\alpha+\varepsilon) p(n-1)\right) \leq n^{-0.7}, \forall v \in V . \tag{11}
\end{equation*}
$$

Assuming that this claim holds, and conditioning on the event that $\delta^{i n} \leq \alpha(n-1) p$, let $S$ be the set of vertices $v \in[n]$ such that $d^{i n}(v) \leq(\alpha+\varepsilon) p(n-1)$. Note that $S$ contains all $\varepsilon$-in-light vertices. Then, for any vertices $u, v \in V$, by our choice of $\alpha$ and $\varepsilon$, we have

$$
\begin{aligned}
\operatorname{Pr}(u v \in A, u \in S \text { and } v \in S) & =p \operatorname{Pr}(v \in S \mid u v \in A) \operatorname{Pr}(u \in S \mid u v \in A) \\
& \leq(1+o(1)) p n^{-1.4}
\end{aligned}
$$

Since we have at most $n(n-1)$ choices for $(u, v)$ and $p \leq \varphi \log n /(n-1)$, the expected number of pairs of adjacent vertices in $S$ is $(1+o(1)) \varphi n^{-0.4} \log n$. Thus, the probability that there are adjacent $\varepsilon$-in-light vertices is at most $n^{-0.19}+(1+o(1)) \varphi n^{-0.4} \log n \leq \frac{1}{4} n^{-0.18}$ for sufficiently large $n$.

For any vertices $u, v, z \in V$, by our choice of $\alpha$ and $\varepsilon$, we have

$$
\begin{aligned}
\operatorname{Pr}(z u, z v \in A, u \in S \text { and } v \in S) & =p^{2} \operatorname{Pr}(v \in S \mid z v \in A) \operatorname{Pr}(u \in S \mid z u \in A) \\
& \leq(1+o(1)) p^{2} n^{-1.4} .
\end{aligned}
$$

Hence, since we have at most $n(n-1)(n-2)$ choices for $(u, v, z)$ and $p \leq \varphi \log n /(n-1)$, the expected number of pairs of adjacent $\varepsilon$-in-light vertices is $(1+o(1)) \varphi n^{-0.4} \log ^{2} n$ and the result follows as above. Note that the same argument applies for the out-degree.

Finally we show how to choose $\alpha$ and $\varepsilon$ to obtain the desired bounds for the probabilities in (11). To this end, let $F(x)=1-x+x \log x$ be the function defined in (10), and let $\beta$ be the constant such that $\beta \sim(n-1) p / \log n$. By hypothesis, $0.9 \leq \beta \leq \varphi$. Choose $\alpha$ so that $\beta F(\alpha)=0.81$. Then the RHS of Lemma 3.3(iii) is at most $O(1) \exp (-0.2 \log n+(1 / 2) \log \log n) \leq n^{-0.19}$. We can then choose $\varepsilon>0$ so that $\beta F(\alpha+\varepsilon)=0.71$ and the RHS of Lemma 3.3(i) becomes $O(1) \exp (-\beta \log n F(\alpha+\varepsilon)-$ $(1 / 2) \log \log n) \leq \exp (-0.7 \log n-(1 / 2) \log \log n) \leq n^{-0.7}$.

The next result follows immediately from Chernoff's inequality (Theorem 3.1).
Lemma 3.9. Let $\psi=\psi(n)=\omega(1)$ and $\phi=1 / \sqrt{\log n}$. Let $p=p(n)$ be such that $(n-1) p=\psi \log n$ a.a.s. for all $v \in[v]$ we have $(1-\phi) p(n-1) \leq d^{i n}(v) \leq(1+\phi) p(n-1)$ and $(1-\phi) p(n-1) \leq d^{\text {out }}(v) \leq(1+\phi) p(n-1)$.

For a function $p: \mathbb{N} \rightarrow[0,1]$ and integers $n, k \in \mathbb{N}$, we consider the random variable $Y_{k}=Y_{k}(\mathcal{D}(n, p))$ that counts the number of vertices of in-degree $k$ in $\mathcal{D}(n, p)$.
Definition 3.10. Let $\delta^{*}=\delta^{*}(\mathcal{D}(n, p))$ denote the minimum integer $k \geq 0$ such that $\mathbb{E}\left[Y_{k}\right] \geq 1$ in $\mathcal{D}(n, p)$.

The following result shows the relation between $\delta^{*}$ and $\delta^{i n}$.
Lemma 3.11. Let $p=p(n) \sim \log (n) /(n-1)$. Then $\delta^{i n} \in\left\{\delta^{*}-1, \delta^{*}, \delta^{*}+1\right\}$ a.a.s. Moreover, we have that, if $\mathbb{E}\left[Y_{\delta^{*}-1}\right]=o(1)$, then $\delta^{\text {in }} \in\left\{\delta^{*}, \delta^{*}+1\right\}$ and, if $\mathbb{E}\left[Y_{\delta^{*}-1}\right]=\Omega(1)$, then $\delta^{i n} \in\left\{\delta^{*}-1, \delta^{*}\right\}$.

Proof. It is straightforward to show that there exists $k^{*}(n)=o(\log n)$ such that $\mathbb{E}\left[Y_{k^{*}(n)}\right]=$ $\omega(1)$. Thus, $\delta^{*}=o(\log n)$. For every $k=o(\log n)$, we have

$$
\begin{equation*}
\mathbb{E}\left[Y_{k-1}\right] / \mathbb{E}\left[Y_{k}\right] \sim k /((n-1) p) \tag{12}
\end{equation*}
$$

First assume that $\mathbb{E}\left[Y_{\delta^{*}-1}\right]=o(1)$. By Markov's inequality and by (12), we have $\delta^{i n} \geq \delta^{*}$ a.a.s.

Again by (12), we obtain $\mathbb{E}\left[Y_{\delta^{*}+1}\right] \sim n p / \delta^{*} \cdot \mathbb{E}\left[Y_{\delta^{*}}\right]=\omega(1)$. Hence, by Chebychev's inequality (using the independence of the in-degrees), we have $\operatorname{Pr}\left(Y_{\delta^{*}+1}=0\right)=o(1)$, so that $\delta^{i n} \leq \delta^{*}+1$ a.a.s. The proof for the case $\mathbb{E}\left[Y_{\delta^{*}-1}\right]=\Omega(1)$ is similar.

### 3.3 Estimating $\lambda(\mathcal{D}(n, p))$

In this section, we give tight estimates for $\lambda=\lambda(\mathcal{D}(n, p))$ depending on the range of $p$.
The easiest case is $p=\omega(\log n / n)$, when our estimate follows immediately from Lemma 3.9 and the fact that $\lambda$ is between the minimum and the maximum in-degree.
Corollary 3.12. If $\phi=\phi(n)=\omega(1)$ is a function and $p=p(n) \sim \phi \log (n) /(n-1)$, then $\lambda(n) \sim p(n-1)$ a.a.s.

Next we consider other ranges of $p$.
Lemma 3.13. Let $\phi>1$ be a constant. If $p=p(n) \sim \phi \log (n) /(n-1)$, then $\lambda \sim \delta^{i n}$.

Proof. By Corollary 3.6, for $\alpha \in(0,1)$ such that $F(\alpha)=1 / \phi$, we have $\delta^{i n} \sim \alpha p(n-1)$ a.a.s. Given $\varepsilon>0$, Lemma 3.3(i) ensures that there is $0<\beta<1$ (depending on $\alpha$ and $\varepsilon)$ such that, for any vertex $v$, we have

$$
\operatorname{Pr}\left(d^{i n}(v) \leq \alpha(1+\varepsilon) p(n-1)\right)=\Theta\left(n^{-\beta}\right)
$$

Since the in-degrees of distinct vertices are independent, we may apply Chernoff's inequality (Theorem 3.1) to the binomial random variable counting the number of vertices whose in-degree is at most $\alpha(1+\varepsilon) p(n-1)$ to conclude that there are $\Theta\left(n^{1-\beta}\right)$ such vertices a.a.s. Since $n^{1-\beta}=\omega(\alpha(1+\varepsilon) p(n-1))$, this implies that $\lambda \leq \alpha(1+\varepsilon) p(n-1) \sim(1+\varepsilon) \delta^{i n}$ a.a.s. Since $\lambda \geq \delta^{i n}$ holds trivially, our result follows.

In the next cases, we use the following simple fact.
Claim 3.14. Let $D$ be a digraph and $k \geq 0$ an integer. If $Y_{k}>k+1$, then $\lambda(D) \leq k$.
Lemma 3.15. Let $p=p(n)=(\log (n)+h(n)) /(n-1)$ be such that $h(n)=O(\log \log n)$. Then $\lambda(\mathcal{D}(n, p)) \in\left\{\delta^{i n}, \delta^{i n}+1\right\}$ a.a.s.

Proof. Consider $\delta^{*}$ from Definition 3.10. First assume that $\mathbb{E}\left[Y_{\delta^{*}-1}\right]=o(1)$. We shall prove that $\lambda \leq \delta^{*}+1$ a.a.s., which leads to the desired conclusion because $\lambda \geq \delta^{i n}$ and Lemma 3.11 ensures that $\delta^{i n} \in\left\{\delta^{*}, \delta^{*}+1\right\}$ a.a.s.. The definition of $\delta^{*}$ implies that $\mathbb{E}\left[Y_{\delta}^{*}\right] \geq$ 1, and Lemma 3.5 implies that there exists $C>0$ such that $\delta^{i n} \leq C$ a.a.s., and hence $\delta^{*}=O(1)$. Moreover, $\mathbb{E}\left[Y_{\delta^{*}+1}\right] \sim n p / \delta^{*} \cdot \mathbb{E}\left[Y_{\delta^{*}}\right]$, so that $\mathbb{E}\left[Y_{\delta^{*}+1}\right] \geq n p / \delta^{*}(1+o(1))=$ $\omega(1)$. By Chernoff's inequality (Theorem 3.1), $\operatorname{Pr}\left(Y_{\delta^{*}+1} \leq \mathbb{E}\left[Y_{\delta^{*}+1}\right] / 2\right) \leq \exp (-A \log n)$ ), where $A>0$. Thus, $Y_{\delta^{*}+1}>\delta^{*}+2$ a.a.s. and so $\lambda \leq \delta^{*}+1$ a.a.s. by Claim 3.14.

The proof is similar for the case $\mathbb{E}\left[Y_{\delta^{*}-1}\right]=\Omega(1)$, where we prove that $\lambda \leq \delta^{*}$ a.a.s. The result then follows by the subsubsequence principle.

Lemma 3.16. Let $p=p(n)=(\log (n)+h(n)) /(n-1)$ be such that $h(n)=o(\log n)$ and $h(n)=\omega(\log \log n)$. Then $\lambda(\mathcal{D}(n, p)) \sim \delta^{i n}$ a.a.s.

Proof. The proof is very similar to the proof for Lemma 3.15. Let $\varepsilon>0$ be a constant and fix $T=\left\lfloor(1+\varepsilon) \delta^{i n}\right\rfloor$. By Lemma 3.3(ii), we have $T>\delta^{i n}$ a.a.s. We will address only the case where $\mathbb{E}\left[Y_{\delta^{*}-1}\right]=o(1)$. By Lemma 3.11, we have $\delta^{i n} \in\left\{\delta^{*}, \delta^{*}+1\right\}$ a.a.s. To show that $\lambda \leq T$, we prove that $Y_{T}>T+1$ a.a.s. By Corollary 3.4, we have that $\delta^{i n}=o(\log n)$ and so $T=o(\log n)$ as well. Then, for $k=\delta^{i n}$, we have

$$
\begin{equation*}
\frac{\mathbb{E}\left[Y_{T}\right]}{\mathbb{E}\left[Y_{k}\right]} \sim\left(\frac{n p}{k}\right)^{T-k}=\omega(T) . \tag{13}
\end{equation*}
$$

Since $\mathbb{E}\left[Y_{k}\right]=\Omega(1)$, we have that $Y_{T}=\omega(T)$ a.a.s. by Chernoff's inequality (Theorem 3.1), which implies that $\lambda \leq T$ a.a.s.

### 3.4 Expansion properties

In this section, we investigate properties of the cuts of $\mathcal{D}(n, p)$. We start by proving a simple result about the number of arcs going from a "large" set to another "large" set of vertices.

Lemma 3.17. Let $f(n) \rightarrow \infty$ and let $\zeta$ be a positive constant. There exists a positive constant $C$ such that, for $p=p(n) \in[f(n) / n, 1]$ and large $n$, the probability that there exist disjoint sets $S, S^{\prime} \subseteq[n]$ with size at least $\zeta n$ such that $\left|A\left(S^{\prime}, S\right)\right|<\zeta^{2} n^{2} p / 2$ is at most $n^{-C}$.

Proof. Let $S, S^{\prime} \subseteq[n]$ be disjoint sets with size at least $\zeta n$. Then $\left|A\left(S, S^{\prime}\right)\right|$ has distribution $\operatorname{Bin}\left(\left|S^{\prime}\right||S|, p\right)$. Thus, $\mathbb{E}\left(\left|A\left(S^{\prime}, S\right)\right|\right)=|S|\left|S^{\prime}\right| p$ and by Chernoff's inequality (Theorem 3.1), we have

$$
\begin{equation*}
\operatorname{Pr}\left(\left|A\left(S^{\prime}, S\right)\right| \leq \frac{\zeta^{2} n^{2} p}{2}\right) \leq \exp \left(-\frac{\zeta^{2} n^{2} p}{8}\right) \tag{14}
\end{equation*}
$$

By the union bound, the probability that there exist disjoint sets $S, S^{\prime} \subseteq[n]$ with size at least $\zeta n$ such that $\left|A\left(S^{\prime}, S\right)\right|<\zeta^{2} n^{2} p / 2$ is at most

$$
\sum_{s, s^{\prime} \geq \zeta n}\binom{n}{s}\binom{n}{s^{\prime}} \exp \left(-\frac{\zeta^{2} n^{2} p}{4}\right) \leq 4^{n} \exp \left(-\frac{\zeta^{2} n^{2} p}{4}\right)<\exp \left(2 n-\frac{\zeta^{2} n^{2} p}{4}\right),
$$

and the result follows since $n p \geq f(n) \rightarrow \infty$.
Next we prove a lemma about the number of induced arcs in sets that are "not too large". Later we will use this lemma to argue that many arcs must leave such sets.
Lemma 3.18. Consider a function $f=f(n) \rightarrow \infty$, and let $\phi$ be positive constant. There exists a positive constant $\zeta$ such that, for $p=p(n) \in[f / n, 1]$ and large $n$, the probability that there exists $S \subseteq[n]$ with size $|S| \leq \zeta n$ such that $|A[S]|>\phi n|S| p$ is at most $e^{-f^{2} / 2}$.
Proof. Let $\zeta>0$ be sufficiently small so that $e \zeta / \phi \leq e^{-1 / \phi^{2}}$. Let $S \subseteq[n]$ be a set with size $s \leq \zeta n$. If $s \leq \phi n p$, then $|A[S]| \leq s(s-1) \leq \phi n p s$. So assume $s \geq \phi n p$. Then the probability that $|A[S]|>\lceil\phi n p s\rceil$ is at most $\binom{s(s-1)}{[\phi n p s\rceil} p^{\lceil\phi n p s\rceil}$. Thus, the expected number of sets $S$ with size at most $\zeta n$ with $|A[S]|>\phi p n|S|$ is at most

$$
\begin{aligned}
\sum_{\phi n p \leq s \leq \zeta n} & \binom{n}{s}\binom{s^{2}}{\lceil\phi n s p\rceil} p^{\lceil\phi n s p\rceil} \leq \sum_{\phi n p \leq s \leq \zeta n}\left(\frac{n e}{s}\right)^{s}\left(\frac{s e}{\phi n}\right)^{\lceil\phi n s p\rceil} \\
& =\sum_{\phi n p \leq s \leq \zeta n}\left(\left(\frac{e^{2}}{\phi}\right)\left(\frac{s e}{\phi n}\right)^{\frac{[\phi n s p]}{s}-1}\right)^{s} \\
& \leq \sum_{\phi n p \leq s \leq \zeta n}\left(\left(\frac{e^{2}}{\phi}\right)\left(\frac{\zeta e}{\phi}\right)^{\frac{\lceil\phi n s p\rceil}{s}-1}\right)^{s} \text { since } s \leq \zeta n \text { and } n p \geq f \rightarrow \infty \\
& \leq \sum_{\phi n p \leq s \leq \zeta n}\left(\left(\frac{e^{2}}{\phi}\right)\left(\frac{\zeta e}{\phi}\right)^{\phi n p-1}\right)^{s} \text { since } \zeta e / \phi<1 \\
& \leq \sum_{\phi n p \leq s \leq \zeta n}\left(\beta e^{-\frac{n p}{\phi}}\right)^{s}, \quad \text { for } \beta=e / \zeta \text { since } \zeta e / \phi<e^{-1 / \phi^{2}} \\
& \leq 2\left(\beta e^{-\frac{n p}{\phi}}\right)^{\phi n p} \leq e^{-(n p)^{2} / 2} \leq e^{-f^{2} / 2},
\end{aligned}
$$

for $n$ sufficiently large. The result then follows by Markov's inequality.

In the next lemma, we compare $d^{i n}(S)$ and $\delta^{i n}$ in the range where $p=(1+\Omega(1)) \log n /(n-$ 1) for $S$ of size from 2 to $n-2$.

Lemma 3.19. Let $\psi$ be a positive constant. There is a positive constant $C$ such that, for $p=p(n) \in[(1+\psi) \log n /(n-1), 1]$ and large $n$, the probability that there exists a set $S \subset[n]$ with $2 \leq|S| \leq n-2$ such that $d^{i n}(S)<1.5 \delta^{i n}$ is at most $n^{-C}$.

Proof. Let $\gamma(n)$ be such that $p(n-1)=\gamma(n) \log n$. First assume that $\gamma(n) \geq 100$. Let $0<\varepsilon_{1}<5 / 2-\sqrt{6}, \tau=2\left(1+\varepsilon_{1}\right) / 10$ and $\varepsilon_{2}>0$ be such that $2(1-\tau)\left(1-\varepsilon_{1}\right) \geq 1.5\left(1+\varepsilon_{2}\right)$.

Let $S \subseteq[n]$ and let $\bar{S}=[n] \backslash S$. Then $d^{\text {in }}(S)=d^{\text {out }}(\bar{S})=|A(\bar{S}, S)|$ which is distributed as $\operatorname{Bin}(s \bar{s}, p)$ where $s=|S|$ and $\bar{s}=|\bar{S}|$. Then, by Chernoff's inequality (Theorem 3.1) and the union bound, the probability that there exists a set $S \subset[n]$ with $2 \leq|S| \leq n-2$ such that $d^{i n}(S)<(1-\tau) s \bar{s} p$ is at most

$$
\begin{align*}
\sum_{2 \leq s \leq n-2}\binom{n}{s} \exp \left(-\frac{\tau^{2} s \bar{s} p}{2}\right) & \leq 2 \sum_{2 \leq s \leq n / 2}\binom{n}{s} \exp \left(-\frac{\tau^{2} s \bar{s} p}{2}\right) \\
& \leq 2 \sum_{2 \leq s \leq n / 2} \exp \left(s+s \log n-s \log s-\frac{\tau^{2}|S||\bar{S}| p}{2}\right) \\
& \leq 2 \sum_{2 \leq s \leq n / 2} \exp \left(s \log n\left(1+\frac{1-\log s}{\log n}-\frac{\gamma \tau^{2}}{4}\right)\right)  \tag{15}\\
& \leq 2 \sum_{2 \leq s \leq n / 2} \exp \left(-\varepsilon_{1} s \log n\right) \leq 4 n^{-2 \varepsilon_{1}} . \tag{16}
\end{align*}
$$

To obtain (15), we use $|S||\bar{S}|=s(n-s) \geq s n / 2$, and to obtain (16), we use $\gamma \tau^{2} / 4 \geq$ $\left(1+\varepsilon_{1}\right)^{2}$. Note that, if $|S| \leq \varepsilon_{1} n$ or $|\bar{S}| \leq \varepsilon_{1} n$, by our choice of $\tau, \varepsilon_{1}$ and $\varepsilon_{2}$,

$$
\begin{equation*}
(1-\tau)|S||\bar{S}| p \geq(1-\tau) 2\left(1-\varepsilon_{1}\right) n p \geq 1.5\left(1+\varepsilon_{2}\right) n p \tag{17}
\end{equation*}
$$

If $|S| \geq \varepsilon_{1} n$ and $|\bar{S}| \geq \varepsilon_{1} n$, then for sufficiently large $n$,

$$
\begin{equation*}
(1-\tau)|S||\bar{S}| p \geq(1-\tau) \varepsilon_{1}^{2} n^{2} p>1.5\left(1+\varepsilon_{2}\right) n p \tag{18}
\end{equation*}
$$

It is easy to see that $\delta^{i n} \leq\left(1+\varepsilon_{2}\right) n p$ with very large probability. Indeed, by Chernoff's inequality (Theorem 3.1), the total number of arcs in the random digraph satisfies $|A| \geq$ $\left(1+\varepsilon_{2}\right) n(n-1) p$ with probability at most $\exp \left(-\varepsilon_{2}^{2} n(n-1) p / 2\right) \leq n^{-C}$ for any $C>0$.

Now assume that $1+\psi \leq \gamma(n) \leq 100$. By Corollary 3.6, there exist $\alpha_{1}(n), \alpha_{2}(n)$ and a constant $x_{1}>0$ such that

$$
x_{1}<\alpha_{1}(n)<\alpha_{2}(n)<1, \quad \alpha_{2}(n)-\alpha_{1}(n) \leq x_{1} / 7
$$

and

$$
\alpha_{1} p n \leq \delta^{i n} \leq \alpha_{2} p n \quad \text { and } \quad \alpha_{1} p n \leq \delta^{o u t} \leq \alpha_{2} p n .
$$

Let $\zeta>0$ be given by Lemma 3.18 applied to $\phi=x_{1} / 7$ and $f(n)=\gamma(n) \log n$. Let also $C_{2}$ be given by Lemma 3.17 for $\zeta$ and $f(n)$.

Fix $S \subseteq[n]$. If $|S|,|\bar{S}| \geq \zeta n$, by Lemma 3.17, $d^{\text {in }}(S)=|A(\bar{S}, S)| \geq\left(\zeta^{2} / 2\right) n^{2} p \geq$ $1.5 \alpha_{2} n p \geq 1.5 \delta^{i n}$ with probability at least $1-n^{-C_{2}}$ for sufficiently large $n$. If $2 \leq|S|<\zeta n$, by Lemma 3.18 , with probability at least $1-e^{-(\gamma \log n)^{2} / 2}$, for sufficiently large $n$,

$$
\begin{aligned}
d^{i n}(S) & =\sum_{v \in S} d^{i n}(v)-|A[S]| \geq \delta^{i n}|S|-\phi n p|S| \\
& \geq \delta^{i n}|S|-\alpha_{1} n p|S| / 7 \geq 6 \delta^{i n}|S| / 7 \geq 1.5 \delta^{i n}
\end{aligned}
$$

If $2 \leq|\bar{S}| \leq \zeta n$, then

$$
\begin{align*}
d^{\text {out }}(\bar{S}) & =\sum_{v \in \bar{S}} d^{\text {out }}(v)-|A[\bar{S}]| \geq \delta^{\text {out }}|\bar{S}|-\phi n p|\bar{S}|  \tag{19}\\
& >|\bar{S}| n p\left(\alpha_{1}-\phi\right) \geq 1.5 n p \alpha_{2} \geq 1.5 \delta^{\text {in }} \tag{20}
\end{align*}
$$

since $2\left(\alpha_{1}-\phi\right)>1.5\left(\alpha_{1}+\phi\right) \geq 1.5 \alpha_{2}$, and the result follows since $d^{\text {in }}(S)=d^{\text {out }}(\bar{S})$. Observe that it suffices to fix $C<C_{2}$ to get the desired result.

The next lemma will be useful when we apply Theorem 1.4 to subpartitions with a very large class, namely subpartitions where one part contains a $(1-\varepsilon)$-fraction of the vertex set.

Lemma 3.20. There exist positive constants $\phi$ and $\psi$ such that the following holds. For any function $g=g(n)$ such that $0 \leq g(n)=o(\log n)$, there exist positive constants $\varepsilon>0$ and $C>0$ such that, for any $p=p(n) \in[(\log (n)-g(n)) /(n-1),(\log (n)+g(n)) /(n-1)]$ and for large $n$, with probability at least $1-n^{-C}$, there is no partition $(X, Y, Z)$ of $[n]$ of the vertex set of $\mathcal{D}(n, p)$ satisfying the following conditions:
(i) $|X| \geq(1-\varepsilon) n$,
(ii) $|Y| \geq|Z|$ or $|Z| \leq \phi p(n-1)$,
(iii) $d^{\text {in }}(X)+d^{i n}(Y) \leq \psi p(n-1)|Y|$.

Proof. Let $\phi \leq 3 / 400$ and $\psi<3 / 20$. Let $\zeta>0$ be obtained by Lemma 3.18 with $f(n)=$ $\log n-g(n)$ and $\phi$. Let $\varepsilon \leq \zeta$ and let $(X, Y, Z)$ be a partition of $[n]$ satisfying conditions (i) and (ii) of the lemma. By Lemma 3.3(iv) with $\alpha=0.09$, we have, for $n$ suficiently large, with probability at least $1-n^{-0.2}$, that $d^{i n}(v)+d^{\text {out }}(v) \geq 0.18(n-1) p$ for all $v \in Y$. Lemma 3.18, we have that $|A[Y]| \leq \phi(n-1) p|Y|$ and $|A[Y \cup Z]| \leq \phi(n-1) p(|Y|+|Z|)$ with probability at least $1-e^{-\log ^{2} n / 4}$. Thus,

$$
\begin{aligned}
d^{i n}(X)+d^{i n}(Y) & =\sum_{v \in Y}\left(d^{\text {in }}(v)+d^{\text {out }}(v)\right)-2|A[Y]|-|A(Y, Z)|+|A(Z, X)| \\
& \geq 0.18(n-1) p|Y|-2 \phi(n-1) p|Y|-\min \{|A[Y \cup Z]|,|Y||Z|\} \\
& \geq 0.18(n-1) p|Y|-2 \phi(n-1) p|Y|-2 \phi(n-1) p|Y| \\
& \geq 0.15(n-1) p|Y|
\end{aligned}
$$

as required.
In the next two lemmas, we bound $d^{i n}(S)$ in the range $p \sim \log n /(n-1)$.

Lemma 3.21. Let $g=g(n)$ be a function such that $0 \leq g(n)=o(\log n)$. There exist positive constants $\eta>0$ and $C>0$ with the following properties. For all functions $(\log n-g(n)) /(n-1) \leq p=p(n) \leq(\log n+g(n)) /(n-1)$, with probability at least $1-n^{-C}$, there are at least two vertices with in-degree zero or there is no $S \subseteq[n]$ with size $2 \leq|S| \leq \eta n$ such that $d^{i n}(S)<\max \left\{\delta^{i n}+1,2 \delta^{i n}\right\}$.

Proof. Let $p=p(n)$ be a function as in the statement of the lemma and let $\varepsilon>0$ and $C_{1}$ be obtained through Lemma 3.8 with $\varphi=1.1$. By Corollary 3.4 we have $\delta^{i n}<(\varepsilon / 16) \log n$ with probability at least $1-n^{C_{0}}$ for some constant $C_{0}$. Let $\eta=\zeta>0$ given by Lemma 3.18 applied to $f(n)=\log n-g(n)$ and $\phi \leq \varepsilon / 16$. Assume that the random digraph has at most one vertex with in-degree zero and fix $S \subseteq[n]$ with size $2 \leq|S| \leq \eta n$. By Lemma 3.18, with probability at least $1-e^{-\log ^{2} n / 4},|A[S]| \leq \varepsilon n|S| p / 16$. Let $S_{\ell}$ denote the $\varepsilon$-in-light vertices in $S$ and let $S_{h}=S \backslash S_{\ell}$.

First assume that all vertices in $S$ are $\varepsilon$-in-light. By Lemma 3.8, with probability at least $1-n^{-C_{1}}$, no pair of $\varepsilon$-in-light vertices are adjacent, and thus $d^{i n}(S) \geq|S| \delta^{i n} \geq$ $2 \delta^{i n} \geq \delta^{i n}+1$ if $\delta^{i n}>0$. If $\delta^{i n}=0$, because there is a single vertex with $d^{i n}(v)=0$, we have $d^{i n}(S) \geq|S|-1 \geq 1=\max \left\{2 \delta^{i n}, \delta^{i n}+1\right\}$. Next suppose that there is at least one vertex $u$ in $S$ that is not $\varepsilon$-in-light. Note that $d^{i n}(u) \geq \delta^{i n}+\varepsilon n p$, which implies that, for $|S|<\varepsilon n p / 2$, we have $d^{i n}(S) \geq|A(\bar{S}, u)| \geq d^{i n}(u)-|S|+1 \geq \delta^{i n}+\varepsilon n p / 2 \geq 2 \delta^{i n}+1$ for large $n$. So we can assume that $|S| \geq \varepsilon n p / 2$.

If $\left|S_{h}\right| \geq|S| / 8$, then $d^{\text {in }}(S) \geq \sum_{v \in S_{h}} d^{i n}(v)-|A[S]| \geq|S| \varepsilon n p / 8-\varepsilon n p|S| / 16 \geq$ $\varepsilon(n-1) p / 8 \geq 2 \delta^{i n}+1$. So assume that $\left|S_{h}\right| \leq|S| / 8$. Thus, $\left|S_{\ell}\right| \geq 7|S| / 8$. Then $d^{i n}(S) \geq \delta^{i n}\left|S_{\ell}\right|-\left|S_{h}\right|$ since no pair of $\varepsilon$-in-light vertices have a common in-neighbour by Lemma 3.8. If $\delta^{i n}>0$, then $d^{i n}(S) \geq\left|S_{\ell}\right|-\left|S_{h}\right| \geq 3 \varepsilon(n-1) p / 8 \geq 2 \delta^{i n}+1$. So assume that $\delta^{i n}=0$. Since there is a single vertex with in-degree zero, we have $d^{i n}(S) \geq\left|S_{\ell}\right|-1-\left|S_{h}\right| \geq \varepsilon(n-1) p / 4 \geq 2 \delta^{i n}+1$.

Lemma 3.22. Let $\phi>0$ be a constant and $g=g(n)$ be a function such that $0 \leq g(n)=$ $o(\log n)$. There exist positive constants $\eta>0$ and $C>0$ such that the following holds for all functions $(\log n-g(n)) /(n-1) \leq p=p(n) \leq(\log n+g(n)) /(n-1)$. With probability at least $1-n^{-C}$, there exist two vertices with in-degree zero or there is no $S \subseteq[n]$ with size $\phi \log n \leq|S| \leq \eta n$ such that $d^{\text {out }}(S)<2 \delta^{\text {in }}+1$.

Proof. Let $\phi>0$ be constant. Let $p=(\log (n)+h(n)) /(n-1)$ such that $|h(n)| \leq g(n)$ and let $\varepsilon>0$ and $C_{1}$ be obtained through Lemma 3.8 with $\varphi=1.1$. We may assume that $\phi<\varepsilon / 16$. By Corollary 3.4 we have $\delta^{i n}<(\phi / 16) \log n$ with probability at least $1-n^{C_{0}}$ for some constant $C_{0}$. Let $\eta=\zeta>0$ from Lemma 3.18 applied to $\phi$ and let $\psi \leq \phi / 2$.

If $h(n)<-\log (\psi \log n)$, at least two vertices have in-degree zero a.a.s. by Chernoff's inequality (Theorem 3.1), so we consider the case $h(n) \geq-\log (\psi \log n)$.

Assume that at most one vertex has in-degree zero and fix $S \subseteq[n]$ with size $\phi \log n \leq$ $|S| \leq \eta n$. By Lemma 3.18, $|A[S]| \leq \varepsilon n|S| p / 16$ with probability at least $1-e^{-\log ^{2} n / 4}$. Let $S_{\ell}$ denote the $\varepsilon$-out-light vertices in $S$ and let $S_{h}=S \backslash S_{\ell}$. If $\left|S_{h}\right| \geq|S| / 8$, then $d^{\text {out }}(S) \geq \sum_{v \in S_{h}} d^{\text {out }}(v)-|A[S]| \geq \varepsilon n p|S| / 8-\varepsilon n p|S| / 16 \geq 2 \delta^{\text {in }}+1$. So assume that $\left|S_{h}\right| \leq|S| / 8$, and thus $\left|S_{\ell}\right| \geq 7|S| / 8$. Then $d^{\text {out }}(S) \geq \delta^{\text {out }}\left|S_{\ell}\right|-\left|S_{h}\right|$ since no pair of $\varepsilon$ -out-light vertices have a common out-neighbour. If $\delta^{\text {out }}>0$, then $d^{\text {out }}(S) \geq\left|S_{\ell}\right|-\left|S_{h}\right| \geq$ $(3 / 8) \varepsilon(n-1) p \geq 2 \delta^{i n}+1$. We may assume that $\delta^{\text {out }}=0$. We first estimate the number of vertices with out-degree zero. The expected number of vertices with out-degree zero
is $n(1-p)^{n-1}=\exp (-h(n)+o(1))$. It is obvious that the smaller is $h(n)$, the higher is the number of vertices with out-degree zero. If $h(n)=-\log (\psi \log n)$, then the expected number of vertices with out-degree zero is equal to $\psi \log n(1+o(1))$. Thus, by Chernoff's inequality (Theorem 3.1), there exists $C>0$ such that the probability that there are more than $5 \phi \log n / 8$ vertices with out-degree zero is at most $\exp (-C \log n)$. Then, $d^{\text {out }}(S) \geq$ $\left|S_{\ell}\right|-(5 \phi / 8) \log n-|S| / 8 \geq 3|S| / 4-5 \phi \log n / 8 \geq 2 \delta^{i n}+1$ for $h(n) \geq-\log (\psi \log n)$.

## 4 Proof of Theorem 1.3

In the proof of Theorem 1.3, we consider four different probability regimens, which are described in the following result.
Lemma 4.1. Let $p=p(n) \in[0,1]$. If
(i) $p \leq(\log (n)-g(n)) /(n-1)$, for a function $g(n)=\Omega(\log n)$; or
(ii) $(\log (n)-g(n)) /(n-1) \leq p \leq(\log (n)+g(n)) /(n-1)$, for a function $g(n)=o(\log n)$; or
(iii) $p \sim(1+\psi) \log (n) /(n-1)$, for a constant $\psi>0$; or
(iv) $p=g(n) \log (n) /(n-1)$, for a function $g(n)=\omega(1)$,
then $\boldsymbol{\tau}(\mathcal{D}(n, p))=\lambda(\mathcal{D}(n, p))$ a.a.s.
We will now show how Theorem 1.3 follows from the lemma above. Let $p=p(n) \in$ $[0,1]$. Let $A_{n}$ be the event that $\tau(\mathcal{D}(n, p))=\lambda(\mathcal{D}(n, p))$ and let $\bar{A}_{n}$ be its complement. We will show that $\lim _{n \rightarrow \infty} \operatorname{Pr}\left(\bar{A}_{n}\right)=0$. We will use the subsubsequence principle. To this end, let $\left(n_{i}\right)_{i \in \mathbb{N}}$ be an arbitrary increasing sequence where $n_{i} \in \mathbb{N}$ for all $i \in \mathbb{N}$. It suffices to show that there is a subsequence $\left(m_{i}\right)_{i \in \mathbb{N}}$ of $\left(n_{i}\right)_{i \in \mathbb{N}}$ such that $\lim _{i \rightarrow \infty} \operatorname{Pr}\left(\bar{A}_{m_{i}}\right)=0$.

Let $h(n)=(n-1) p / \log n$. Note that $h(n) \geq 0$. Thus, there exists a subsequence $\left(m_{i}\right)_{i \in \mathbb{N}}$ of $\left(n_{i}\right)_{i \in \mathbb{N}}$ such that $\lim _{i \rightarrow \infty} h\left(m_{i}\right)=c$, where $c$ is a nonnegative constant or $\infty$. If $c<1$, we have $\lim _{i \rightarrow \infty} \operatorname{Pr}\left(\bar{A}_{m_{i}}\right)=0$ by Lemma 4.1(i). If $c=1$, we have $\lim _{i \rightarrow \infty} \operatorname{Pr}\left(\bar{A}_{m_{i}}\right)=$ 0 by Lemma 4.1(ii). If $1<c<\infty$, we have $\lim _{i \rightarrow \infty} \operatorname{Pr}\left(\bar{A}_{m_{i}}\right)=0$ by Lemma 4.1(iii). If $c=\infty$, we have $\lim _{i \rightarrow \infty} \operatorname{Pr}\left(\bar{A}_{m_{i}}\right)=0$ by Lemma 4.1(iv). Thus, we may apply the subsubsequence principle and conclude that $\operatorname{Pr}\left(\bar{A}_{n}\right)=o(1)$.

Proof of Lemma 4.1. Case (i): Suppose that $p \leq(\log (n)-g(n)) /(n-1)$, for a function $g(n)=\omega(1)$. If we have two vertices with in-degree 0 , then $\tau=\lambda=0$. The expected number of vertices with in-degree 0 is $n(1-p)^{n-1} \geq \exp (g(n)+o(1)) \rightarrow \infty$. So, by Chernoff's inequality (Theorem 3.1), there are at least two vertices with in-degree 0 a.a.s.

For the remaining cases, let $\mathcal{P}=\left(V_{0}, \ldots, V_{t}\right)$ be a partition of $[n]$. We need to show that $\sum_{i=1}^{t} d^{i n}\left(V_{i}\right) \geq \lambda(t-1)$, since this is equivalent to proving that $\tau(\mathcal{D}(n, p)) \geq$ $\lambda(\mathcal{D}(n, p))$ by Theorem 1.4.

Case (ii): Fix $g(n)$ given in this case. Let $\phi$ and $\psi$ of Lemma 3.20, and consider $\varepsilon>0$ and $C>0$ given by it. Fix $\eta_{1}>0$ and $C_{1}$ as in Lemma 3.21 and let $\eta_{2}>0$ and $C_{2}$ be obtained by applying Lemma 3.22 to $\phi$. Let $\alpha=\min \left\{\varepsilon, \eta_{1}, \eta_{2}\right\}$. We may assume that the number of vertices with in-degree zero is at most one, otherwise $\tau=\lambda=0$ trivially.

Suppose first that there exists $j>0$ such that $\left|V_{j}\right| \geq(1-\alpha) n$. Let $B=\bigcup_{i>0, i \neq j} V_{i}$. Note that the result is trivial if $B=\emptyset$, as $t-1=0$ in this case, thus suppose $|B|>0$. If $\left|V_{0}\right| \leq \phi n p$ or $\left|V_{0}\right| \leq|B|$, then $d^{\text {in }}\left(V_{j}\right)+d^{i n}(B)=\Omega(p(n-1)|B|$ with probability $1-n^{-C}$ by Lemma 3.20. Since $\lambda=O\left(\delta^{i n}\right)$ almost surely by Lemmas 3.15 and 3.16 and $\delta^{i n}=o(\log n)$ by Corollary 3.4 , we have $d^{i n}\left(V_{j}\right)+d^{i n}(B)=\omega(\lambda|B|)$, so that

$$
\sum_{i=1}^{t} d^{i n}\left(V_{i}\right) \geq d^{i n}\left(V_{j}\right)+d^{i n}(B) \geq \lambda|B| \geq \lambda(t-1)
$$

So assume that $\left|V_{0}\right|>\phi n p$ and $\left|V_{0}\right|>|B| \geq 1$. Let $I=\left\{i>0:\left|V_{i}\right|=1, d^{i n}\left(V_{i}\right) \leq \lambda\right\}$. Observe that $d^{\text {in }}\left(V_{j}\right)=d^{\text {out }}\left(V_{0} \cup B\right)$ and by Lemma 3.22 we have $d^{\text {in }}\left(V_{j}\right)=d^{\text {out }}\left(V_{0} \cup B\right) \geq$ $2 \delta^{i n}+1$, which is at least $\lambda$ a.a.s. (see Lemmas 3.15 and 3.16).

Moreover, for every $V_{i} \in \mathcal{P} \backslash I$ for $i \neq j$, by Lemma 3.21, $d^{i n}\left(V_{i}\right) \geq \max \left\{\delta^{i n}+1,2 \delta^{i n}\right\}$, which is at least $\lambda$ a.a.s. Let $V(I)=\bigcup_{i \in I} V_{i}$. Then we have

$$
\sum_{i=1}^{t} d^{i n}\left(V_{i}\right) \geq \lambda(t-|I|)+\sum_{i \in I} d^{i n}\left(V_{i}\right)=t \lambda-\sum_{v \in V(I)}\left(\lambda-d^{i n}(v)\right) \geq t \lambda-\lambda
$$

by the definition of $\lambda$.
Next suppose that $\left|V_{i}\right| \leq(1-\alpha) n$ for all $i>0$. If $2 \leq\left|V_{i}\right| \leq \alpha n$, then $d^{i n}\left(V_{i}\right) \geq$ $\max \left\{\delta^{i n}+1,2 \delta^{i n}\right\}$ by Lemma 3.21 and $d^{i n}\left(V_{i}\right) \geq \lambda$ a.a.s. by Lemmas 3.15 and 3.16. If $\left|V_{i}\right| \geq \alpha n$ for some $i$, since we have $\left|\bar{V}_{i}\right| \geq \alpha n$ and so, by Lemma 3.17 with $\zeta=\alpha$, $d^{i n}\left(V_{i}\right)=\left|A\left(\bar{V}_{i}, V_{i}\right)\right| \geq \alpha^{2} n^{2} p / 2 \geq \lambda$. Thus, a.a.s.

$$
\sum_{i=1}^{t} d^{i n}\left(V_{i}\right) \geq \lambda(t-|I|)+\sum_{i \in I} d^{i n}\left(V_{i}\right) \geq t \lambda-\lambda,
$$

again by the definition of $\lambda$.
Case (iii): By Lemma 3.19, every set $S \subseteq[n]$ of size in $[2, n-2]$ has $d^{i n}(S) \geq 1.5 \delta^{i n}$ a.a.s. By Lemma 3.13 we have $\lambda \sim \delta^{i n}$ a.a.s., which implies that $d^{i n}(S) \geq \lambda$. Let $I=\left\{i>0:\left|V_{i}\right|=1, d^{i n}\left(V_{i}\right) \leq \lambda-1\right\}$. If $\left|V_{i}\right| \leq n-2$ for all $i$, then a.a.s. $d^{i n}\left(V_{i}\right) \geq \lambda$ for all $i \notin I$ and so

$$
\sum_{i=1}^{t} d^{i n}\left(V_{i}\right) \geq \lambda(t-|I|)+\sum_{i \in I} d^{i n}\left(V_{i}\right) \geq t \lambda-\lambda
$$

by the definition of $\lambda$.
Now suppose, without loss of generality, that $\left|V_{1}\right|=n-1$ (the case $\left|V_{1}\right|=n$ is trivial). Then there is a single vertex $v \notin V_{1}$. We can assume that $t=2$ since the case $t=1$ is trivial. Thus, $V_{2}=\{v\}$ and $d^{\text {in }}\left(V_{1}\right)+d^{\text {in }}\left(V_{2}\right)=d^{\text {in }}(v)+d^{\text {out }}(v) \geq \delta^{\text {in }}+\delta^{\text {out }}$. By Corollary 3.6 we have $\delta^{\text {in }}+\delta^{\text {out }} \geq 1.5 \delta^{\text {in }}$ a.a.s. By Lemma 3.13 , we conclude that $d^{i n}\left(V_{1}\right)+d^{i n}\left(V_{2}\right) \geq 1.5 \delta^{i n} \geq \lambda$ a.a.s.
Case (iv): We may proceed as in the previous case, since, for every $S \subseteq[n]$ of size in $[2, n-2]$, we again have $\delta^{i n} \sim \lambda$ and $d^{i n}(S) \geq 1.5 \delta^{i n} \geq \lambda$ a.a.s. (since $\delta^{i n} \sim(n-1) p$ a.a.s. by Lemma 3.9 and $\lambda \sim(n-1) p$ a.a.s. by Corollary 3.12 ). This leads to the desired result with the above arguments if $\left|V_{i}\right| \leq n-2$ for every $i$. Otherwise, we use Lemma 3.9 to show that $\delta^{\text {in }}+\delta^{\text {out }} \geq 1.5 \delta^{\text {in }}$ a.a.s., and we may again repeat the analysis of the previous case.
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