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NONLINEAR NONPERTURBATIVE OPTICS MODEL ENRICHED

BY EVOLUTION EQUATION FOR POLARIZATION∗

MARIANNA LYTOVA† , EMMANUEL LORIN†‡ , AND ANDRÉ D. BANDRAUK§‡

Abstract. In this work, we extend and analyze the nonperturbative Maxwell-Schrödinger-
Plasma (MASP) model. This model was proposed to describe the high order optical nonlinearities,
and the low density free electron plasma generated by a laser pulse propagating in a gas. The
MASP model is based on nonasymptotic, ab-initio equations, and accurately uses self-consistent
description of micro (quantum)- and macro (field)- variables. However, its major drawback is a high
computational cost, which in practice means that only short propagation lengths can be calculated.
In order to reduce this cost, we study the MASP models enriched by a macroscopic evolution equation
for polarization, from its simplest version in a form of transport equation, to more complex nonlinear
variants. We show that homogeneous transport equation is a more universal tool to simulate the
high harmonic spectra at shorter times and/or at a lower computational cost, while the nonlinear
equation could be useful for modeling the pulse profiles when the ionization level is moderate. The
gain associated with the considered modifications of the MASP model, being expressed in reduction
of computational time and the number of processors involved, is of 2-3 orders of magnitude.

Key words. Maxwell-Schrödinger-Plasma equations, nonlinear optics, high harmonic genera-
tion, laser-filamentation
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1. Introduction. The discovery of attosecond pulses [17, 34] and of laser fil-
aments [12] has led to the need for an appropriate mathematical description of the
evolution of ultrashort, that is only few-optical-cycles, laser pulses. Perturbative
methods based on the approximate equations, e.g. Nonlinear Schrödinger Equation
(NLSE)-type, although advantageous for not too short pulses, have essential intrinsic
restrictions when applied to ultrashort pulses. These issues were addressed in some
key papers [11, 19, 21]. Over the years, several advanced models were proposed, and
we refer to a set of review papers [8, 16, 25]. Certain complex models, e.g. includ-
ing High Order Kerr Effect (HOKE) and Unidirectional Pulse Propagation Equation
(UPPE) [2, 24]), allow for accurate simulations and analysis of laser filamentation
in some physical regimes [2, 7, 13, 26, 42, 48]. However, an appropriate modeling
of free-electron plasma generated by the ultrashort intense laser pulse, as well as of
nonperturbative evolution of the pulse in nonlinear media, is still an open problem
that is only partially addressed [5, 6, 23, 35, 39, 40, 43, 45].

Now we briefly specify the principal features of the standard models used to study
filament propagation [3, 8, 25]. In a broad sense, there are two general standard ap-
proaches to describe short-pulse propagation in a nonlinear medium [36, 38]:

• models considering the evolution of the envelope of the electromagnetic wave.
As a rule, they are based on time-dependent NLSE, and the second generation
equations, e.g. the Nonlinear Envelope Equation (NEE) [10];

• models based on full electric field propagators. It is the set of equations
connected with Korteveg-de Vries (KdV) equation, e.g. the UPPE [38].

Applied to nonlinear optics, both “parental” equations, NLSE and KdV, as well as
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their descendants, are reductions obtained under some assumptions from Maxwell’s
equations. To describe the linear and nonlinear response of the medium, the pertur-
bative expansion for polarization vector with the susceptibility coefficients χ(2m+1)

was used [9]. In the strict sense, one can classify standard models as perturbative,
even if they account HOKE [8].

Summing up, despite the quite reliable description of the evolution of the ultra-
fast laser pulses and relatively low computational cost, both standard approaches (i)
use approximate but not exact propagation equations; (ii) employ perturbative ex-
pansion for the polarization; (iii) receive the frequency-property of the medium as an
external parameters; (iv) compute free electron density phenomenologically [8, 25].
All these properties suggest that the solution of the problem can be improved and the
involvement of non-standard nonperturbative models will be highly useful. The fully
self-consistent mathematical model must include side by side [27, 29]:

• Maxwell’s equations (MEs) modeling the evolution of the laser field under
the response of the molecules in the gas region where the pulse propagates;

• the set of time-dependent Schrödinger equations (TDSEs), which describes
the interaction of the molecules with an electromagnetic field of the pulse;

• kinetic equations, in order to take into account the dynamics of the generated
free-electron plasma.

In practice, the realization of such Maxwell-Schrödinger-Plasma (MASP) model [27]
faces extremely high computational cost for solving the system of TDSEs, and re-
quires high performance computing. Nevertheless, over the past 10 years important
results have been achieved within this model, and the studies are in progress, see e.g.
[27, 28, 29, 31, 32]. Namely, it was suggested [30, 31] to enrich the MASP model
by a macroscopic transport equation modeling the nonperturbative polarization. It
was demonstrated that this approach allows to reduce drastically the number of mi-
croscopic TDSEs in the model thus making the numerical computation of the model
much faster. The goals of this paper is (i) to justify mathematically well-posedness
of the thus supplemented MASP model, and (ii) to derive more accurate and sophis-
ticated evolution equations.

This paper is organized as follows. In Section 2, we derive the MASP equations
enriched by the evolution equations modeling the propagation of the polarization.
Section 3 is devoted to the mathematical analysis of the enriched model. Numerical
approximation and parallel computing aspects are addressed in Section 4. Several
numerical experiments are presented in Section 5. We finally conclude in Section 6.

2. MASP Model and its Development. The usual spatial setting is as fol-
lows: the electromagnetic pulse propagates in sequence through 3 regions: vacuum,
molecule-gas and again vacuum. As soon as the wave envelope gets into the last vac-
uum region, the electric field components in space and time are stored. The starting
point is a micro-macro model constituted by MEs coupled with several TDSEs, de-
scribing the nonlinear response of gas subject to an electromagnetic field [27, 28, 29].
More precisely, to simulate the macroscopic propagation effects, we use the differential
form of Ampere-Maxwell’s and Faraday-Maxwell’s laws in a bounded spatial domain
Ω, with a smooth boundary ∂Ω. We define x′ = (x′, y′, z′)T the electromagnetic field
space variable, then for nonmagnetic medium, B = H:

∂tE(x′, t) = c∇×B(x′, t)− 4π(∂tP(x′, t) + J(x′, t)),(1a)

∂tB(x′, t) = −c∇×E(x′, t).(1b)
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Thus, to compute from (1a) and (1b) the electromagnetic field vectors E(x′, t) and
B(x′, t), we need to determine the polarizationP(x′, t) and the current density J(x′, t)
vectors from the microscopic equations.

We will consider interaction between a molecule, typically H+
2 for simplicity, and

the field in the dipole approximation, which is valid when the smallest internal wave-
lengths λmin of the electromagnetic field are much larger than the molecule size ℓ (in
the same direction), that is ℓ≪ λmin. Typically we have λmin ≈ 800 nm (Ti:Sapphire
laser) and for H+

2 -molecule size ℓ ≈ 0.1 nm. The simple molecule H+
2 possesses two

advantages: it has only one electron, and is symmetric with respect to the point bi-
secting the interval between the nucleus. It follows the symmetry of the Hamiltonian
with respect to the electron coordinate inversion: x −→ −x, which allows to reduce
formally the problem of describing the dynamics of 3 particles, to a 2-body problem,
and hence the exact Schrödinger equation can be numerically considered [28]. How-
ever, in practice, even more complex molecules like O2, N2 could as well be considered
within the MASP, using the single active electron approximation (SAE), [41].

Although in its whole generality the MASP model for H+
2 includes the motion of

the 3 particles [28], we will use the Born-Oppenheimer approximation throughout the
article. It is a typical approximation in quantum chemistry, since the time-scale for
dynamics of the interatomic electrons (attoseconds) is much shorter then the time-
scale for the nuclei motion (femtoseconds) [14, 37, 50]. At the molecular (microscopic)
scale, we will denote by x = (x, y, z)T the TDSEs space variable (that is for electron
wavefunctions). The components of the polarization vector P(x′, t), be to substituted
into MEs (1a) and (1b), are computed using a trace operator [27]:

P(x′, t) = N (x′)

m∑

i=1

Pi(x
′, t) = −N (x′)

m∑

i=1

χΩi
(x′)

∫

R3

ψ∗
i (x, t)xψi(x, t)dx,(2a)

i∂tψi(x, t) = −
∆x

2
ψi(x, t) + VC(x)ψi(x, t) + x ·E

x
′

i
(t)ψi(x, t), ∀i ∈ {1, ..,m},(2b)

where VC denotes the static interaction potential. The density of ionic molecule H+
2

is taken to be smooth in space, and is denoted by N (x′). It must be approximately
equal to the initial electrons number densityNe0(x

′) [15], and can be assumed constant
in time in case of low level of ionization. For example, let the ionic H+

2 -molecule be
oriented in the plane (x, y) of the selected Cartesian system, then the nuclear potential
is written as:

(3)
VC(x) = −

[(
x−

R0

2
cos θ

)2

+
(
y −

R0

2
sin θ

)2

+ z2
]−1/2

−

−
[(
x+

R0

2
cos θ

)2

+
(
y +

R0

2
sin θ

)2

+ z2
]−1/2

,

where θ ∈ [0◦, 90◦] defines the angle between the molecular axis of H+
2 and the x-axis,

with an internuclear distance R0; in our computations it usually equals to 2 atomic
units (a.u.), corresponding to ≈ 0.1 nm, see e.g. [50].

Solving of the TDSEs (2b) provides a complete set of the wavefunctions, which
in its turn allows to evaluate the ionization level of a gas and obtain a continuum
spectrum of free electrons propagating in a laser pulse. We define the spatial domain
Ω = ∪m

i=1Ωi, where Ωi denotes the macroscopic spatial domain containing a molecule
of reference associated to a wavefunction ψi, while in (2a) Pi(t) = χΩi

di(t) denotes
the macroscopic polarization in this domain, and the index i is associated to the
specific coordinate of MEs, x′. Functions χΩi

are defined as χ ⊗ 1Ωi
where χ is
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a plateau, and 1Ωi
is the characteristic function of Ωi. Also di(t) is a microscopic

time-dependent dipole moment of a molecule belonging to Ωi:

(4) di(t) = −

∫

R3

ψ∗
i (x, t)xψi(x, t)d

3x.

In other words, the domain Ωi contains N (x′)vol(Ωi) molecules represented by
one single wavefunction ψi (under the assumption of a unique pure state [27]). We
now assume that the spatial support of ψi is included in a domain ωi ⊂ R

3. We
allow free electrons to reach the boundary ∂ωi, where we impose artificial complex
potential, see e.g. [18]. Thus, in the discussed model, the part of the wavefunction
absorbed at the boundary generates the plasma of free electrons. Finally in (2b), E

x
′

i

denotes the electric field (supposed to be constant within ωi) in Ωi.
To close the set of equations, the current density evolution equation can be inte-

grated in the system via the Drude model [8, 28] on the MEs domain:

(5) ∂tJ(x
′, t) + νeJ(x

′, t) = Ne(x
′, t)E(x′, t),

where νe denotes the effective electron collision frequency. In the MASP model
Ne(x

′, t) is computed from molecular ionization self-consistently:

(6) Ne(x
′, t) = Ne0(x

′) +N (x′)
m∑

i=1

χΩi
(x′)Ii(t),

where the function

(7) Ii(t) = 1−

∫

Ωi

|ψi(x, t)|
2d3x

defines a fraction of the electrons freed due to tunnel ionization [22, 1], using the
L2-norm of the bound electron wavefunctions.

Remark 2.1. Equations (1a), (1b), (2a), (2b), and (5) form the MASP model.

In general, for 1-electron TDSE and under Born-Oppenheimer approximation, the
MASP model is 3d-3d in the sense, that E(x′, t), B(x′, t) and ψ(x, t) are functions
of spatial coordinates: x′ = (x′, y′, z′)T and x = (x, y, z)T . More generally, in the
terminology Md-Nd, M = dim(x′) and N = dim(x). In practice, we can reduce
the computational complexity of the system by applying a reasonable dimensionality
reduction. For example, Figure 1 illustrates domain decomposition in case of 1d-2d
MASP model with the pulse propagating in the z′-direction.

However, if we want to describe the medium response to a laser pulse within
the MASP model accurately, a very large number of TDSEs is required, increasing
immensely the overall computational cost of the model. With the purpose to reduce
this cost, Lorin et al. [30, 31] have proposed to enrich the MASP model by a simple
transport equation for polarization:

(8) ∂tP(x′, t) + vg∂z′P(x′, t) = 0,

where vg is the group velocity. More specifically, the MEs domain is now decom-
posed along the z′-direction in N1 subdomains, each containing N2 layers transversal
to z′-axis with thickness ∆z′. For the 3d MEs, the dimensionality of such a layer
is 2: plane (x′, y′), while in case of 1d MEs the “layer” degenerates to the cell,
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TDSE
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Fig. 1. Spatial domain decomposition for the 1d-2d (macro-micro) spatially approximated
MASP model.

whose transversal dimension is 0. In order to locally evaluate the dipole moment, the
TDSEs are computed only at first layers (or cells) of each subdomain with coordi-
nates denoted x′

α,1, where α = 1, . . . , N1, and the second index is for the number of
layer/cell within the subdomain. Thus, we can add to (8) the initial value of polariza-
tion P(x′

α,1, 0) = N (x′
α,1)d(x

′
α,1, 0). Between these first layers/cells, the evolution

equations on P, such as (8), are used for a “cheap”computation (as fully macroscopic)
of the polarization vector. For the 1d-2d MASP model this methodology is summa-
rized in Figure 2.

Note that this model is applicable as long as the length ∆αz
′ of the subdomains

along z′-axis is short enough, or/and if the molecule density is low enough. That is,
as long as the effect of the medium on E during the pulse propagation from x′

α,1 to
x′
α+1,1 is sufficiently negligible not to be included in the dipole moment calculation

of a molecule located at x′
α+1,1. In order to include the medium effects on E during

the propagation in (x′
α,1,x

′
α+1,1), an improvement of the model is necessary.

The approach we propose here allows to consider larger propagation lengths and
times more accurately than the simple transport equation. Since we consider multidi-
mensional EM field propagation, including forward and backward propagation effects,

−4

−2

0

2

4

≀ ≀· · ·

︸ ︷︷ ︸

Vacuum Vacuum z′
︸ ︷︷ ︸

N2 cells/sbd

Gas : N = N1 × N2 cells in total

Subdomain 1 Subdomain 2 Subdomain N1

︷ ︸︸ ︷

P(z ′, t) is calculated from

TDSEEvolution
Equation

Fig. 2. Spatial domain decomposition for the 1d-2d MASP model enriched by the evolution
equation for polarization.
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the equation for polarization is expected to be of the form:

(9) ∂2tP− v2g△P = S(E),

where for brevity sake we denote P ≡ P(x′, t), E ≡ E(x′, t). The main idea consists
of including as much information as possible to determine S(E) in (9). Cancelling out
B from (1a) and (1b), we get the wave equation for E:

(10) ∂2tE− c2△E+ c2∇(∇ · E) = −4π(∂2tP+ ∂tJ).

We omit the term ∇(∇ · E), supposing that on the relevant propagation length non-
linearity is not very strong, as ∇ · E ∝ ∇ ·PNL [9]:

(11) ∂2tE− c2△E = −4π(∂2tP+ ∂tJ).

Next, we assume that the perturbative expansion

(12) P(x′, t) = χ(1)E(x′, t) + χ(3)(E(x′, t) ·E(x′, t))E(x′, t),

where χ(1) and χ(3) are the first and third instantaneous susceptibilities of isotropic
medium is an accurate approximation for P at least for short enough propagation
length. From here

(13) E(x′, t) =
1

χ(1)
P(x′, t)−

χ(3)

χ(1)
(E(x′, t) ·E(x′, t))E(x′, t).

Then substituting (13) in (11) leads to

(14) (1 + 4πχ(1))∂2tP− c2△P = χ(3)
[
∂2t

(
E(E ·E)

)
− c2△

(
E(E · E)

)]
− 4πχ(1)∂tJ,

where (E ·E) = E2
x +E2

y +E2
z . The group velocity in the first approximation can be

defined as vg = c/
√
1 + 4πχ(1) [31], so that the evolution equation for P is shaped

into

(15) ∂2tP− v2g△P =
(vg
c

)2{
χ(3)

[
∂2t (EE2)− c2△(EE2)

]
− 4πχ(1)∂tJ

}
.

At preselected locations, say x′
α (α = 1, 2 . . .N1) and at each computational time step

tβ , the data P(x′
α, tβ), ∂tP(x′

α, tβ) are computed from microscopic TDSEs:

(16)

{
P(x′

α, tβ) = N (x′
α)

∫
R3

∣∣ψx
′

α
(x, tβ)

∣∣2xd3x,
∂tP(x′

α, tβ) = N (x′
α)

∫
R3 ∂t

∣∣ψx
′

α
(x, tβ)

∣∣2xd3x.

Recall that the current density J satisfies the macroscopic kinetic equation (5). Let
the free electron density be a function of the z′-coordinate, the direction of the pulse
propagation, and time. It is reasonable then to compute this value from the following
transport equation:

(17) ∂tNe(z
′, t) + vg∂z′Ne(z

′, t) = 0,

with the initial distribution computed according to (6) and (7):

(18) Ne(z
′
α, tβ) = Ne0(z

′
α) +N (z′α)

m∑

i=1

χΩi
(z′α)

[
1−

∫

Ωi

|ψi(x, tβ)|
2d3x

]
.

Thus, except for the evaluation of the polarization and the free electron number
density at specific locations, requiring TDSE computations, the evolution equations
(15) and (17) are then fully macroscopic.
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Remark 2.2. Equations (1a), (1b), and (5) defined on a bounded spatial domain
Ω, being coupled to the evolution equations for polarization (15) (or in the simplest
case, to equation (8)) and to the evolution equations for free electron density (17)
with respective initial conditions (16) and (18), computed at the set of preselected
locations of Ω through the TDSEs (2b), form the enriched MASP model.

It is necessary to comment the philosophy of the proposed approach. Equations
(15) with initial conditions (16) form a nonperturbative model, which includes (i) the
transport of nonperturbative data (as ∂tP0 are computed from TDSEs) from the left
boundary to the right one of each subdomain, and (ii) the perturbative corrections
to polarization within these subdomains. In (8), we do not assume propagation in a
linear medium, however, we use a linear approximation that is valid when the length
of the subdomain is short enough, and the same was assumed while deriving (15) from
(11) and (12). Thus, in our model approach the LHS in the equation (15) represents
the linear transport of the nonperturbative polarization ∂tP(x′

α, ·) initially taken from
the nonperturbative computations (16) at reference points x′

α, α = 1, . . . , N1, across
the subdomains. The RHS of the equation (15) makes the non-zero perturbative
corrections to the polarization in interval ∆αz

′.
For practical purposes, we simplify the polarization evolution equation in the case

of 1d-2d model, moreover we will consider the case of linearly polarized pulse, implying
that Px′(z′, t) as well as Ex′(z′, t) are null. Thus, assuming that the polarization
vector propagates along the z′-direction (Laplacian △ is reduced to ∂2z′) we obtain an
evolution equation for Py′ :

(19)
∂2t Py′ − v2g∂

2
z′Py′ = 3χ(3)

(vg
c

)2

E2
y′

[
∂2tEy′ − c2∂2z′Ey′

]
+

+6χ(3)
(vg
c

)2

Ey′

[
(∂tEy′)2 − c2(∂z′Ey′)2

]
− 4πχ(1)

(vg
c

)2

∂tJy′ .

For the sake of simplicity of the notation we introduce three variable factors

(20)

a(Ey′(z′, t)) := 1 + 12πχ(3)(vg/c)
2E2

y′ ,

b(Ey′(z′, t)) := 6χ(3)(vg/c)
2Ey′ ,

g(Ey′(z′, t)) := 4π(vg/c)
2(χ(1) + 3χ(3)E2

y′),

and observing that ∂2tEy′ − c2∂2z′Ey′ = −4π∂2tPy′ − 4π∂tJy′ in 1d, the polarization
wave equation takes the form

(21)
a(Ey′)∂2t Py′ − v2g∂z′Py′ =

= b(Ey′)
[
(∂tEy′)2 − c2(∂zEy′)2

]
− g(Ey′)∂tJy′ .

Recall that we want to couple this equation to the MASP model. However, the RHS
of (21) contains partial derivatives of the electric field in time, and this fact may result
in some sort of computational instability. To avoid possible instability of the solution,
we replace in (21) ∂tEy′ = c∂z′Bx′ − 4π∂tPy′ − 4πJy′ according to (1a), thus
(22)

a(Ey′)∂2t Py′ − v2g∂
2
z′Py′ + 8πb(Ey′)

[
(c∂zBx′ − 4πJy′)(∂tPy′)− 2π(∂tPy′)2

]
=

= b(Ey′)
{
c2
[
(∂z′Bx′)2 − (∂zEy′)2

]
+ 8πJy′

[
2πJy′ − c∂z′Bx′

]}
− g(Ey′)∂tJy′ .

Finally, we provide the principal details of the procedure leading to the 1d-2d enriched
MASP model.
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• At t = tβ , all the time derivatives of polarization ∂tPy′(z′α,1, tβ) are computed
at locations with coordinates z′α,1, α = 1, . . .N1, from the set of TDSEs (2b)
according to (16), see Figure 2;

• These data are used as boundary conditions for the wave equation (22) with
∂z′Bx′(z′, tβ) and ∂z′Ey′(z′, tβ) in the RHS, in order to compute the time
derivative of polarization ∂tPy′(z′α,µ, tβ+1) (α = 1, . . .N1, µ = 2 . . .N2) at
time tβ+1 and at all other locations {z′α,µ} of the MEs domain;

• Thus, at time tβ+1 we have ∂tPy′(z′α,1, tβ+1), computed using the TDSEs, and
∂tPy′(z′α,µ, tβ+1) (µ = 2 . . .N2), computed using the polarization evolution
equation. We use these data to solve the MEs (1a) and (1b) in the domain
at time tβ+1.

Finally we note that in the case of linearly polarized pulses, it is easy to generalize
(20) including higher order nonlinearities:

(23)

a(Ey′) := 1 + 4π(vg/c)
2(3χ(3)E2

y′ + 5χ(5)E4
y′ + 7χ(7)E6

y′ + . . . ),

b(Ey′) := Ey′(vg/c)
2(6χ(3) + 20χ(5)E2

y′ + 42χ(7)E4
y′ + . . . ),

g(Ey′) := 4π(vg/c)
2(χ(1) + 3χ(3)E2

y′ + 5χ(5)E4
y′ + 7χ(7)E6

y′ + . . . ) =

= 4π(vg/c)
2χ(1) + [a(Ey′)]−1 − 1.

3. Existence and uniqueness of the weak solutions for the MASP mod-

els. In this section, we study the well-posedness of the MASP models. We start the
analysis with the MASP model, see Remark 2.1, which we will also refer to as the
“pure” MASP model (in contrast to the “enriched” model). We base our proof on the
results that were established earlier for the Schrödinger equation [4, 20, 27] and the
Maxwell-Schrödinger model [28], which does not include the description of the plasma
effects. Then, we discuss the existence and regularity of solutions to the model sup-
plemented by the evolution equations for polarization (9), and for the free electrons
density (17).

3.1. Pure MASP Model. Let (E0,B0,J0, ψ0)
T be the initial data of the equa-

tions (1a), (1b), (2b), and (5), where ψ0 = (ψ0,1 . . . ψ0,m)T , and m is the total number

of cells in the gas region. We suppose that E0,B0,J0 belong to
(
H1(Ω)

)3
, where

• Ω ⊂ R
3 is a bounded spatial domain for Maxwell’s equations with a smooth

boundary ∂Ω where Dirichlet zero BCs be imposedposed for E,B,J. In other
words, we assume that the electromagnetic pulse remains always inside the

domain Ω, so that for all time the flux of the Poynting vector S =
c

4π
E×B

(recall, in our case B ≡ H) at the boundary ∂Ω is zero as well;
• H1(Ω) denotes the Sobolev space W 1,2(Ω) [47]:

(24) H1(Ω) = {v ∈ L2(Ω) | ∂xi
vD′ ∈ L2(Ω), i = 1, 2, 3},

where the derivative ∂xi
vD′ is defined in the distributional (weak) sense, and Lp

(1 ≤ p < +∞) denote the Lebesgue spaces. Further in this section, we will omit the
symbol D′ on the derivatives, for the sake of simplicity of the notation.

In the Born-Oppenheimer approximation the distance between nuclei R0 > 0 is a
fixed parameter of the wavefunctions. We suppose that ψ0 ∈

(
H1(R3) ∩ H1(R

3)
)m

,
where the norm of the Sobolev space H1(R3) reads

(25) ‖ψ‖2H1 =

∫

R3

(
|ψ(x, R0)|

2 +

3∑

i=1

|∂xi
ψ(x, R0)|

2
)
dx.
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The norm of another Sobolev space H1 (with low index), which is the image of H1

(with upper index) under the Fourier transform [4, 47], is defined as:

(26) ‖ψ‖2H1
=

∫

R3

(1 + |(x,R0)|
2)|ψ(x, R0)|

2dx,

where |(x,R0)|2 := |x − R0|2 = |x − e0R0|2 with unit vector e0 that defines the
orientation of the molecule in plane (x, y).

Now we extend the Existence and Uniqueness Theorem [28], referred to solutions
of the Maxwell-Shrödinger (MS) model, to the case of MASP model.

Theorem 3.1. Suppose that (E0,B0,J0) ∈
(
H1(Ω)

)3
×

(
H1(Ω)

)3
×

(
H1(Ω)

)3
,

ψ0 ∈ (H1 ∩ H1)
m, R0 > 0 is a constant for all t ∈ R+ and N ∈ C∞

0 (Ω). Suppose
that on the smooth boundary ∂Ω zero Dirichlet BCs are imposed on vectors E,B,J
for all t ∈ R+. Then there exists a time T > 0, and a unique solution (E,B,J, ψ) ∈(
L∞(0, T ; (H1(Ω))3)∩H1(0, T ; (L2(Ω))3)

)3
×L∞(0, T ; (H1∩H1)

m) to Equations (1a),
(1b), (2b), and (5).

In order to prove this theorem, we should prove several important intermediate results.
The first lemma follows closely [28] and [4].

Lemma 3.2. Suppose that E(x′, ·) ∈ L∞(0, T ) and ∂tE(x′, ·) ∈ L1(0, T ) for x′

fixed in Ω. We assume that R0 > 0 is fixed for all t ∈ R+. Then for all ψ0,i ∈ H1∩H1,
there exists ψi ∈ L∞(0, T ;H1 ∩ H1) solution to the Schrödinger equation (2b), and
there exists a constant CT > 0 such that

‖ψi‖L∞(0,T ;H1∩H1) ≤ CT ‖ψ0,i‖H1∩H1
.

The proof can be found in [28].
The next lemma from [28] generalizes the result of Lemma 3.2, on the vector-

valued function ψ = (ψ1 . . . ψm)T :

Lemma 3.3 (Lorin et al. [28]). Suppose given E(x′, ·)∈ L∞(0, T ) and ∂tE(x′, ·)∈
L1(0, T ), for x′ fixed in Ω. Then there exists CT > 0, such that for all ψ0 ∈ (H1∩H1)

m

there exists a solution ψ ∈ L∞(0, T ; (H1 ∩H1)
m) and

‖ψ‖L∞(0,T ;(H1∩H1)m) ≤ CT ‖ψ0‖(H1∩H1)m .

Proof. It follows from the previous lemma.

Lemma 3.4 (Lorin et al.[28]). For all T > 0, and ψ ∈ L∞(0, T ; (H1 ∩ H1)
m),

P ∈ L∞(0, T ; (C∞
0 )3).

Proof. Recall that χΩi
, N belong to C∞

0 (Ω) and ψi ∈ L∞(0, T ;H1 ∩H1), for all
i = 1, . . . ,m, we then deduce that

t 7→

∫

R3×R+

ψ∗
i (R0,x, t)xψi(R0,x, t) ∈ L∞(0, T ).

In particular for all i = 1, . . . ,m, as ψi belongs to H
1∩H1, and the integral is defined.

Finally, by definition of polarization (2a):

P(x′, t) = −N (x′)

m∑

i=1

χΩi
(x′)

∫

R3

ψ∗
i (R0,x, t)xψi(R0,x, t)dxdR0,

which concludes the proof.
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Lemma 3.5 (Lorin et al.[28]). For x′ fixed in Ω and T > 0, ∂tP(x′, ·) ∈ L∞(0, T )
and ∂t(∇ ·P(x′, ·)) ∈ L∞(0, T ).

Proof. First, we observe that ∂tP(x′, t) = N (x′)

m∑

i=1

∂tPi(x
′, t), where

∂tPi(x
′, t) = χΩi

(x′)

∫

R3

∂tψ
∗
i (R0,x, t)xψi(R0,x, t)dxdR0+

+χΩi
(x′)

∫

R3

ψ∗
i (R0,x, t)x∂tψi(R0,x, t)dxdR0.

As ψi ∈ L∞(0, T ;H1 ∩ H1) and χΩi
, N ∈ C∞

0 (Ω) then ∂tPi ∈ L∞(0, T ) for all i =
1, . . . ,m, hence ∂tP ∈ L∞(0, T ). Also as, according to Lemma 3.4, ∇·P(·, t) ∈ C∞

0 (Ω)
at t fixed, we also have that ∂t(∇ ·P)(x′, ·) ∈ L∞(0, T ).

Lemma 3.6. Suppose given Ne0 ∈ C∞
0 , then for all T > 0, and ψ ∈ L∞(0, T ; (H1∩

H1)
m), Ne ∈ L∞(0, T ; C∞

0 ).

Proof. We know that N and χΩi
being to C∞

0 . Following Equations (6), (7), the
expression for density of free electron Ne(x

′, t) at different x′ reads

Ne(x
′, t) = Ne0(x

′) +N (x′)

m∑

i=1

χΩi
(x′)

(
1−

∫

Ωi

|ψi(R0,x
′, t)|2dx

)
dR0,

which proves the lemma.

Lemma 3.7. Suppose that E(t)|∂Ω = B(t)|∂Ω = 0 ∈ R
3, then for all T > 0 and

Ω ⊂ R
3

(27)

‖E(·, T )‖2(
L2(Ω)

)3 + ‖B(·, T )‖2(
L2(Ω)

)3 = ‖E0(·)‖2(
L2(Ω)

)3 + ‖B0(·)‖2(
L2(Ω)

)3−

−8π

∫ T

0

∫

Ω

E(x′, t) · ∂tP(x′, t)dx′dt− 8π

∫ T

0

∫

Ω

E(x′, t) · J(x′, t)dx′dt,

and
(28)

‖∇·E(·, T )‖2L2(Ω) = ‖∇·E0(·)‖2L2(Ω) − 8π

∫ T

0

∫

Ω

∇·E(x′, t)∂t∇·P(x′, t)dx′dt−

−8π

∫ T

0

∫

Ω

∇·E(x′, t)∇·J(x′, t)dx′dt.

Proof. We respectively use Ampere-Maxwell’s (1a) and Faraday-Maxwell’s (1b)
laws: We take the scalar products of (1a) with E, and (1b) with B that result in

(29)
E(x′, t) · ∂tE(x′, t) = cE(x′, t) · [∇×B(x′, t)]−

−4πE(x′, t) · ∂tP(x′, t)− 4πE(x′, t) · J(x′, t),
B(x′, t) · ∂tB(x′, t) = −cB(x′, t) · [∇×E(x′, t)].

Noticing that in the LHSs E(x′, t)·∂tE(x′, t) = ∂tE
2(x′, t)/2 and B(x′, t)·∂tB(x′, t) =

∂tB
2(x′, t)/2, so that we obtain after integration over (0, T )× Ω:

∫ T

0

∫

Ω

E(x′, t) · ∂tE(x′, t)dx′dt =
1

2

(
‖E(·, T )‖2(

L2(Ω)
)3 − ‖E0(·)‖

2(
L2(Ω)

)3

)
,

∫ T

0

∫

Ω

B(x′, t) · ∂tB(x′, t)dx′dt =
1

2

(
‖B(·, T )‖2(

L2(Ω)
)
3 − ‖B0(·)‖

2(
L2(Ω)

)
3

)
.
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We add the expressions (29) using that ∇ · [E×B] = B · [∇×E]−E · [∇×B], and
integrating over (0, T )× Ω. Finally, using the divergence theorem, we deduce (27).

Now we apply the operator ∇ to both sides of (1a). Since the divergence of the
curl is 0, we obtain the equation

(30) ∂t∇ · E(x′, t) = −4π∂t∇ ·P(x′, t)− 4π∇ · J(x′, t).

We take the product of the scalar equation (30) with a scalar∇·E and again integrate
over (0, T )× Ω resulting in (28).

Lemma 3.8. Suppose that E(t)|∂Ω = B(t)|∂Ω = 0 ∈ R
3, then for all T > 0 and

Ω ⊂ R
3

(31)

‖∂tE(·, T )‖2(
L2(Ω)

)3 + c2‖∇ ×E(·, T )‖2(
L2(Ω)

)3 = ‖∂tE0(·)‖2(
L2(Ω)

)3+

+‖∇×E0(·)‖2(
L2(Ω)

)3 − 8π

∫ T

0

∫

Ω

∂tE(x′, t) · ∂2tP(x′, t)dx′dt−

−8π

∫ T

0

∫

Ω

∂tE(x′, t) · ∂tJ(x
′, t)dx′dt,

and

(32)

‖∂tB(·, T )‖2(
L2(Ω)

)3 + c2‖∇×B(·, T )‖2(
L2(Ω)

)3 = ‖∂tB0(·)‖2(
L2(Ω)

)3+

+‖∇×B0(·)‖2(
L2(Ω)

)3 + 8πc

∫ T

0

∫

Ω

∂tB(x′, t) · ∂t[∇×P(x′, t)]dx′dt+

+8πc

∫ T

0

∫

Ω

∂tB(x′, t) · [∇× J(x′, t)]dx′dt.

Proof. We differentiate (1a) in time and then multiply both sides by ∂tE. We
note that

∂tE · ∂2tE =
1

2
∂t(∂tE · ∂tE) =

1

2
∂t|∂tE|2,

∂tE · [∇× [∇×E]] = ∇ · [[∇×E]× ∂tE] + [∇×E] · [∇× ∂tE] =

= ∇ · [[∇×E]× ∂tE] +
1

2
∂t|∇ ×E|2.

We integrate the equation over (0, T )× Ω, apply the divergence theorem and obtain
(31). Similarly, by differentiation (1b) in time, then by multiplication by ∂tB and
finally by integration over (0, T )× Ω we come to (32).

Lemma 3.9. For all T > 0,

(33)
‖J(·, T )‖2(

L2(Ω)
)3 = ‖J0(·)‖2(

L2(Ω)
)3 − 2νe

∫ T

0

‖J(·, t)‖2(
L2(Ω)

)
3dt+

+2

∫ T

0

∫

Ω

Ne(x
′, t)J(x′, t) · E(x′, t)dx′dt

and

(34)

‖∂tJ(·, T )‖2(
L2(Ω)

)
3 = ‖∂tJ0(·)‖2(

L2(Ω)
)
3 − 2νe

∫ T

0

‖∂tJ(·, t)‖
2(
L2(Ω)

)3dt+

+2

∫ T

0

∫

Ω

Ne(x
′, t)∂tJ(x

′, t) · ∂tE(x′, t)dx′dt+

+2

∫ T

0

∫

Ω

∂tNe(x
′, t)∂tJ(x

′, t) · E(x′, t)dx′dt
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and

(35)

‖∇ · J(·, T )‖2L2(Ω) = ‖∇ · J0(·)‖2L2(Ω) − 2νe

∫ T

0

‖(∇ · J)(·, t)‖2L2(Ω)dt+

+2

∫ T

0

∫

Ω

∇Ne(x
′, t) ·E(x′, t)∇ · J(x′, t)dx′dt+

+2

∫ T

0

∫

Ω

Ne(x
′, t)∇ · E(x′, t)∇ · J(x′, t)dx′dt

and finally
(36)

‖∇× J(·, T )‖2(
L2(Ω)

)3 = ‖∇ × J0(·)‖2(
L2(Ω)

)3 − 2νe

∫ T

0

‖(∇× J)(·, t)‖2(
L2(Ω)

)3dt+

+2

∫ T

0

∫

Ω

[∇Ne(x
′, t)×E(x′, t)] · [∇× J(x′, t)]dx′dt+

+2

∫ T

0

∫

Ω

Ne(x
′, t)[∇×E(x′, t)] · [∇× J(x′, t)]dx′dt.

Proof. We take the scalar product of (5) with J

1

2
∂t|J(x

′, t)|2 = −νe|J(x
′, t)|2 +Ne(x

′, t)J(x′, t) · E(x′, t).

Integrating over (0, T ), gives (33). To prove (34), we differentiate Equation (5) in
time, then we take the scalar product of both parts with ∂tJ, and integrate over
(0, T ).

By applying ∇· on (5), and then integrating over (0, T ) with ∇ · J, we deduce
(35). Finally, by applying ∇× on (5), and then integrating over (0, T ) with ∇ × J,
we deduce (36).

Remark 3.10. With a view of proper management of the physical variable dimen-
sions in the following lemmas, we should make a remark. Recall that we use atomic
units for all the equations, so that from MEs (1a) and (1b) we can conclude that
dim(E) = Tdim(J), where T is the symbol for the time dimension. Taking into
account Drude’s model (5), we can see that dim(Ne) = T−2. In the following, we
introduce a constant η > 0, having the dimension of time, dim(η) = T.

Lemma 3.11. There exists a constant C > 0 such that for all time T > 0

(37) sup
0≤t≤T

‖E(·, t)‖2(H1(Ω))3+ sup
0≤t≤T

‖B(·, t)‖2(H1(Ω))3+η
2 sup
0≤t≤T

‖J(·, t)‖2(H1(Ω))3 ≤ C.

Proof. From the result (27) of Lemma 3.7 we have for all t ∈ (0, T ]

‖E(·, T )‖2(
L2(Ω)

)3 + ‖B(·, T )‖2(
L2(Ω)

)3 ≤ ‖E0(·)‖2(
L2(Ω)

)3 + ‖B0(·)‖2(
L2(Ω)

)3+

+8π

∫ T

0

∫

Ω

|E(x′, t) · ∂tP(x′, t)|dx′dt+ 8π

∫ T

0

∫

Ω

|E(x′, t) · J(x′, t)|dx′dt ≤

≤ ‖E0(·)‖
2(
L2(Ω)

)3 + ‖B0(·)‖
2(
L2(Ω)

)3 + 8πη−1

∫ T

0

‖E(·, t)‖2(
L2(Ω)

)3dt+

4πη

∫ T

0

‖∂tP(·, t)‖2(
L2(Ω)

)3dt+ 4πη

∫ T

0

‖J(·, t)‖2(
L2(Ω)

)3dt.
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Similarly from (28):

‖∇·E(·, T )‖2L2(Ω) ≤ ‖∇·E0(·)‖2L2(Ω) + 8π

∫ T

0

∫

Ω

|∇·E(x′, t)∂t∇·P(x′, t)|dx′dt+

+8π

∫ T

0

∫

Ω

|∇·E(x′, t)∇·J(x′, t)|dx′dt ≤ ‖∇·E0(·)‖
2
L2(Ω)+

+8πη−1

∫ T

0

‖∇·E(·, t)‖2L2(Ω)dt+ 4πη

∫ T

0

‖∂t∇·P(·, t)‖2L2(Ω)dt+

+4πη

∫ T

0

‖∇·J(·, t)‖2L2(Ω)dt.

From Lemma 3.6 and (33) of Lemma 3.9, we have for all t ∈ (0, T ]

‖J(·, T )‖2(
L2(Ω)

)3 ≤ ‖J0(·)‖2(
L2(Ω)

)3 + 2νe

∫ T

0

‖J(·, t)‖2(
L2(Ω)

)3dt+

+2

∫ T

0

∫

Ω

Ne(x
′, t)|J(x′, t) ·E(x′, t)|dx′dt ≤ ‖J0(·)‖

2(
L2(Ω)

)3+

+(2νe + η−1)

∫ T

0

‖J(·, t)‖2(
L2(Ω)

)3dt+ η sup
Ω,[0,T ]

N 2
e (x

′, t)

∫ T

0

‖E(·, t)‖2(
L2(Ω)

)3dt,

and with Lemma 3.6 and (35)

‖∇ · J(·, T )‖2L2(Ω) ≤ ‖∇ · J0(·)‖2L2(Ω) + 2νe
∫ T

0

∫

Ω

|(∇ · J)(x′, t)|2dx′dt+

+2
∫ T

0

∫

Ω

|∇Ne(x
′, t) · E(x′, t)∇ · J(x′, t)|dx′dt+

+2
∫ T

0

∫

Ω

|Ne(x
′, t)∇ · E(x′, t)∇ · J(x′, t)|dx′dt ≤ ‖∇ · J0(·)‖

2
L2(Ω)+

+2(νe + η−1)

∫ T

0

‖(∇ · J)(·, t)‖2L2(Ω)dt+

+η sup
Ω,[0,T ]

(∇Ne(x
′, t))2

∫ T

0

‖E(·, t)‖2L2(Ω)dt+

+η sup
Ω,[0,T ]

N 2
e (x

′, t)

∫ T

0

‖∇ · E(·, t)‖2L2(Ω)dx
′dt.

Combining the first and third inequalities, we get:

(38)

‖E(·, T )‖2(
L2(Ω)

)3 + ‖B(·, T )‖2(
L2(Ω)

)3 + η2‖J(·, T )‖2(
L2(Ω)

)3 ≤

≤ ‖E0(·)‖2(
L2(Ω)

)3 + ‖B0(·)‖2(
L2(Ω)

)3 + η2‖J0(·)‖2(
L2(Ω)

)3+

+(8πη−1 + η3 sup
Ω,[0,T ]

N 2
e (x

′, t))

∫ T

0

‖E(·, t)‖2(
L2(Ω)

)3dt+

+(4πη + 2νeη
2 + η)

∫ T

0

‖J(·, t)‖2(
L2(Ω)

)3dt+ 4πη

∫ T

0

‖∂tP(·, t)‖2(
L2(Ω)

)3dt.
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Identically for the second and fourth inequalities:
(39)

‖∇·E(·, T )‖2L2(Ω) + η2‖∇·J(·, T )‖2L2(Ω) ≤ ‖∇·E0(·)‖2L2(Ω) + η2‖∇·J0(·)‖2L2(Ω)+

+(8πη−1 + η3 sup
Ω,[0,T ]

N 2
e (x

′, t))

∫ T

0

‖∇·E(·, t)‖2L2(Ω)dt+

+(4πη + 2νeη
2 + 2η)

∫ T

0

‖∇·J(·, t)‖2L2(Ω)dt+

+η3 sup
Ω,[0,T ]

(∇Ne(x
′, t))2

∫ T

0

‖E(·, t)‖2L2(Ω)dt+ 4πη

∫ T

0

‖∂t∇·P(·, t)‖2L2(Ω)dt.

In addition to (39), we recall that ∇·B(x′, t) ≡ 0. According to Lemmas 3.5 and 3.6,
∂tP ∈ L∞(0, T ; (C∞

0 )3) and Ne(x
′, t) ∈ L∞(0, T ; C∞

0 ), so using Grönwall’s inequality
we can confirm boundedness of the norms in the LHS of inequalities (38) and (39).

Similarly, using Lemma 3.8 and equations (34) and (36), we can conclude bound-
edness of the following combination of the norms:

‖∂tE(·, T )‖2(
L2(Ω)

)3 + c2‖∇×E(·, T )‖2(
L2(Ω)

)3 + ‖∂tB(·, T )‖2(
L2(Ω)

)3+

+c2‖∇ ×B(·, T )‖2(
L2(Ω)

)
3 + η2

{
‖∂tJ(·, T )‖

2(
L2(Ω)

)
3 + c2‖∇× J(·, T )‖2(

L2(Ω)
)
3

}
.

From here we deduce (37).

Proof. of Theorem 3.1. So far, we have proven that for all T > 0, there exists a
constant C > 0 such that:

‖E‖2
L∞

(
0,T ;(H1(Ω))3

)
∩H1

(
0,T ;(L2(Ω))3

) + ‖B‖2
L∞

(
0,T ;(H1(Ω))3

)
∩H1

(
0,T ;(L2(Ω))3

)+

+η2‖J‖2
L∞

(
0,T ;(H1(Ω))3

)
∩H1

(
0,T ;(L2(Ω))3

) + µ‖ψ‖
L∞

(
0,T ;(H1∩H1)m

) ≤ C,

where µ > 0 is a dimensional constant, such that dim(µ) = dim(E2). The boundness
of the last term in the above inequality is a consequence of Lemma 3.2. Now as
L∞

(
0, T ; (H1(Ω))3

)
×L∞

(
0, T ; (H1∩H1)

m
)
is compactly embedded in L2(Ω×(0, T ])×

(L2(R3))m by Leray-Schauder’s fixed point theorem, we deduce the existence of a
solution for (1a), (1b), (2b), and (5). The approach is the same as described in
[49]. It is based on the introduction of a continuous mapping derived from (1a),
(1b), and (2b), which depends on a parameter λ ∈ [0, 1] and admits a fixed point in
L2(Ω× (0, T ])× (L2(R3))m as verifying Leray-Schauder’s theorem assumptions [33].

Uniqueness is proven by a classical process of introducing two solutions of the
Cauchy problem (1a), (1b), and (2b): (E1,B1,J1, ψ1)

T and (E2,B2,J2, ψ2)
T , and

denoting their difference as (E,B,J, ψ)T := (E2 − E1,B2 − B1,J2 − J1, ψ2 − ψ1)
T

with ICs
(
E(·, 0),B(·, 0),J(·, 0), ψ(·, 0)

)T
= (0,0,0,0)T . As in Lemmas 3.2 and 3.7,

see also for details [28], there exists a constant C > 0 such that:

(40)

d

dt

{
µ‖ψ(t)‖2(H1∩H1)m

+

∫

Ω

(
‖E(x′, t)‖2(

L2(Ω)
)3+

+‖B(x′, t)‖2(
L2(Ω)

)3 + η2‖J(x′, t)‖2(
L2(Ω)

)3

)
dx′

}
≤

C
{
µ‖ψ(t)‖2(H1∩H1)m

+

∫

Ω

(
‖E(x′, t)‖2(

L2(Ω)
)3+

+‖B(x′, t)‖2(
L2(Ω)

)
3 + η2‖J(x′, t)‖2(

L2(Ω)
)
3

)
dx′

}
.
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Using Grönwall’s inequality we conclude
(
E(·, t),B(·, t),J(·, t), ψ(·, t)

)T
≡ (0,0,0,0)T

for all t > 0. Moreover, the polarization is also unique, P = P2 − P1 ≡ 0 for t ≥ 0,
as by definition:

P(x′, t) = N (x′)

m∑

i=1

Pi(x
′, t) =

= N (x′)
m∑

i=1

χΩi
(x′)

∫

R3×R+

x
(
|ψi,2(R0,x, t)|

2 − |ψi,1(R0,x, t)|
2
)
dxdR0,

and as ψ(·, t) ≡ 0 for all t > 0.

The main practical consequence of Theorem 3.1 in the sense of numerical treat-
ment of the model is the conservation in time of regularity of the solutions, which
justifies the use of finite difference methods (FDM) for solving equations formed the
MASP model [27, 28]. In addition, we note that the FDM is a natural choice as the
geometry of the computational domains of the MEs and TDSEs are simple enough.

3.2. MASP Model Supplemented by Evolution Equations for Polariza-

tion and Free Electron Density. This part discusses the issue, whether we could
still rely on the same regularity of solutions in case of the MASP model enriched by
the evolution equations for polarization and free electrons density. Certainly, it is too
complicated to prove the theorem of existence and uniqueness for the MASP model
with embedded general evolution equation (21) which, moreover, is nonlinear. How-
ever, since we intend to use this equation in the regime of relatively weak nonlinearity
(with purpose to obtain a correction to the solution of homogeneous equation), it
makes sense to consider at least the MASP model complemented by the homogeneous
wave equations for polarization vector :

(41) ∂2tP− v2g△P = 0,

with velocity vg, considered as a constant. Note that if we apply the operator ∇ to
both sides of (41) and recall that the divergence of the polarization vector equals to
the density of the bound charges taken with opposite sign, ∇ · P = −(N − Ne), we
obtain the evolution equation for the free electron density:

(42) ∂2tNe − v2g△Ne = 0,

while the afore-mentioned equation (17) describes one-directional wave only. To ob-
tain (42), we recall that the gas density depends on spatial coordinate only, N =
N (x′), and we make an assumption that this dependence is close to constant, i.e.
∇N (x′) = 0 and △N (x′) = 0 for all x′ ∈ Ω.

We intend to solve the system of equations (1a), (1b), (2b), (5), (41), and (42)
subject to the initial data set (E0,B0,J0, ψ0,P0, ∂tP0,Ne0, ∂tNe0)

T . For simplicity,
we assume that the bounded domain of Maxwell’s equations Ω contains only one
“subdomain” Ω̃ with a gas, which means that now ψ0 ≡ ψ0,1. Using these micro-
scopic data, we can compute P(t)|∂Ω̃, see (2a), and N (t)|∂Ω̃ see (6), (7), and their
time derivatives in the first cell of the gas region, i.e. on the boundary of the gas
region. We suppose that initially within the domain, the polarization vector and free
electron number density equal zero: P0 = 0 ∈ R

3, ∂tP0 = 0 ∈ R
3, Ne0 = 0 ∈ R,

∂tNe0 = 0 ∈ R. This provides for wave equations (41) and (42) the initial-boundary
value problems. Now we state the existence theorem for the supplemented MASP
model.
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Theorem 3.12. Suppose that (E0,B0,J0) ∈
(
H1(Ω)

)3
×

(
H1(Ω)

)3
×

(
H1(Ω)

)3
,

ψ0 ∈ (H1 ∩H1), R0 > 0 is a constant for all t ∈ R+ and N ∈ C∞
0 (Ω). Suppose that

on the smooth boundary ∂Ω zero Dirichlet BCs are imposed for vectors E,B,J, P for
all t ∈ R+. In addition, on the smooth boundary ∂Ω̃ of the gas region the values of

P(t)
∣∣∣
∂Ω̃

, Ne(t)
∣∣∣
∂Ω̃

are computed via ψ(R0,x, t) from (2b), (6), and (7) with m = 1,

while for t = 0 (P0, ∂tP0,Ne0, ∂tNe0) = (0,0, 0, 0). Then there exists a time T > 0,

and a unique solution (E,B,J,P, ψ) ∈
(
L∞(0, T ; (H1(Ω))3)∩H1(0, T ; (L2(Ω))3)

)4
×

L∞(0, T ; (H1 ∩H1)) to Equations (1a), (1b), and (2b) (with m = 1), (5), (41), and
(42).

In the case of the MASP model supplemented by the evolution equations (41) and
(42), we first need to adjust several lemmas proven above. In particular, Lemmas 3.4
and 3.5 are still true for x′ = x′

1, i.e. in the first gas “cell” only. However, inside the
gas subdomain we have to consider the evolution equations, in particular

(43) ∂2tP = v2g△P.

Lemma 3.13. We assume Dirichlet BCs on ∂Ω: P(t)|∂Ω = 0 ∈ R
3, then for all

T > 0, and Ω ⊂ R
3

(44)

‖∂tP(·, T )‖2(
L2(Ω)

)
3 + v2g‖∇ ×P(·, T )‖2(

L2(Ω)
)
3 = ‖(∂tP)0(·)‖2(

L2(Ω)
)
3+

+v2g‖(∇×P)0(·)‖2(
L2(Ω)

)3 + 2v2g
∫ T

0

∫
Ω ∂tP(x′, t) · ∇Ne(x

′, t)dx′dt.

Proof. We multiply (43) by ∂tP and consider separately the LHS and the RHS:

∂tP · ∂2tP =
1

2
∂t|∂tP|2,(45)

∂tP · △P = (∂tP · ∇)(∇ ·P)− ∂tP · [∇× [∇×P]],(46)

where |∂tP|2 = ∂tP · ∂tP.
Recall that ∇ ·P = −(N −Ne), so the first term of the RHS reads

(∂tP · ∇)(∇ ·P) = −(∂tP · ∇)(N −Ne) = ∂tP · ∇Ne.
The second term in (46) can be rewritten

∂tP · [∇× [∇×P]] = ∇ · [[∇×P]× ∂tP] + [∇×P] · [∇× ∂tP] =

= ∇ · [[∇×P]× ∂tP] +
1

2
∂t|∇ ×P|2,

so finally we come to

(47) ∂t
{
|∂tP|2 + v2g |∇ ×P|2

}
= 2v2g∂tP · ∇Ne − 2v2g∇ · [[∇×P]× ∂tP].

Now we integrate (47) over (0, T )×Ω (applying the divergence theorem and using the
BCs) to obtain (44).

Similarly, in addition to Lemma 3.6 we need to consider the property of Ne inside
the subdomain.

Lemma 3.14. We assume Dirichlet BCs on ∂Ω: Ne(t)|∂Ω = 0 ∈ R, then for all
T > 0 and Ω ⊂ R

3

(48)
‖∂tNe(·, T )‖2L2(Ω) + v2g‖∇Ne(·, T )‖2L2(Ω) =

= ‖(∂tNe)0(·)‖2L2(Ω) + v2g‖(∇Ne)0(·)‖2L2(Ω).
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Proof. We multiply the wave equation (42) by ∂tNe and note that

∂tNe∂
2
tNe =

1

2
(∂tNe)

2(49)

∂tNe△Ne = ∇ · (∂tNe∇Ne)− (∇Ne) · (∇∂tNe) =

= ∇ · (∂tNe∇Ne)−
1

2
∂t(∇Ne)

2.(50)

Then we integrate both sides over (0, T )× Ω to (48).

Lemma 3.15. There exists a constant C1 > 0, such that for all T > 0

(51) sup
0≤t≤T

‖Ne(·, t)‖
2
H1(Ω) ≤ C1.

Proof. From ∂tN 2
e = 2Ne∂tNe we deduce

‖Ne(·, T )‖
2
L2(Ω) ≤ ‖Ne0‖

2
L2(Ω) + η−1

∫ T

0

‖Ne(·, T )‖
2
L2(Ω)dt+

+ η

∫ T

0

‖∂tNe(·, T )‖
2
L2(Ω)dt.(52)

From now on in current section, η is defined in the same way as in Remark 3.10. Then
from (48) and (52) and Grönwall’s inequality we come to (51).

Lemma 3.16. There exists a constant C2 > 0 such that for all T > 0

(53) sup
0≤t≤T

‖P(·, t)‖2(H1(Ω))3 ≤ C2.

Proof. From Lemma 3.13 and for all t > 0

(54)

‖∂tP(·, T )‖2(
L2(Ω)

)
3 + v2g‖∇×P(·, T )‖2(

L2(Ω)
)
3 ≤ ‖(∂tP)0‖2(

L2(Ω)
)
3+

+v2g‖(∇×P)0‖2(
L2(Ω)

)3 + η−1

∫ T

0

‖∂tP(·, t)‖2(
L2(Ω)

)3dt+

+ηv4g

∫ T

0

‖∇Ne(·, t)‖
2
L2(Ω)dt.

Thus, we can conclude by Grönwall’s inequality and (51) that ‖∂tP(·, T )‖2(
L2(Ω)

)3

and ‖∇ × P(·, T )‖2(
L2(Ω)

)3 are bounded. We recall that according Lemma 3.15 and

relation ∇ ·P = −(N −Ne), norm ‖∇ ·P(·, T )‖2L2(Ω) is bounded as well. Hence from

∂tP
2 = P∂tP we obtain

‖P(·, T )‖2(
L2(Ω)

)3 ≤ ‖P0‖
2(
L2(Ω)

)3+

+η−1

∫ T

0

‖P(·, t)‖2(
L2(Ω)

)3dt+ η

∫ T

0

‖∂tP(·, t)‖2(
L2(Ω)

)3dt,

thus, again with Grönwall’s inequality and (54) we deduce (53).

Note that from Lemma 3.15 we deduce boundedness of ‖∂t(∇ · P)(·, T )‖2L2(Ω) =

‖∂tNe(·, T )‖2L2(Ω) and then deduce (53). That means, all needed conditions to prove
Lemma 3.11 are satisfied. Now we can extend Lemma 3.11 in the case of the enriched
MASP model.
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Lemma 3.17. There exists a constant C > 0 such that for all T > 0

(55)

sup
0≤t≤T

‖E(·, t)‖2(H1(Ω))3 + sup
0≤t≤T

‖B(·, t)‖2(H1(Ω))3+

+η2 sup
0≤t≤T

‖J(·, t)‖2(H1(Ω))3 + sup
0≤t≤T

‖P(·, t)‖2(H1(Ω))3 ≤ C.

Proof. We can deduce this result from Lemma 3.11 and Lemma 3.16.

Proof. of Theorem 3.12. As in the proof of Theorem 3.1, the existence is based
on Leray-Schauder’s fixed point theorem [33]. In Lemmas 3.2 to 3.9 and 3.11 and
Lemmas 3.13 to 3.16, we proved that for all T > 0 there exists a constant C > 0 such
that:

‖E‖2
L∞

(
0,T ;(H1(Ω))3

)
∩H1

(
0,T ;(L2(Ω))3

) + ‖B‖2
L∞

(
0,T ;(H1(Ω))3

)
∩H1

(
0,T ;(L2(Ω))3

)+
+η2‖J‖2

L∞

(
0,T ;(H1(Ω))3

)
∩H1

(
0,T ;(L2(Ω))3

) + ‖P‖2
L∞

(
0,T ;(H1(Ω))3

)
∩H1

(
0,T ;(L2(Ω))3

)+
+µ‖ψ‖

L∞

(
0,T ;(H1∩H1)

) ≤ C,

and L∞
(
0, T ; (H1(Ω))3

)
× L∞

(
0, T ; (H1 ∩ H1)

)
is compactly embedded in L2(Ω ×

(0, T ])× (L2(R3 ×R+)). The approach follows [49]. We introduce a continuous map-
ping derived from (1a), (1b), (2b), (5), (41), and (42), that depends on a parameter
λ ∈ [0, 1] and that admits a fixed point in L2(Ω× (0, T ])× (L2(R3×R+)) as verifying
Leray-Schauder’s theorem assumptions.

To prove uniqueness, we take the difference vector (E,B,J,P, ψ)T := (E2 −
E1,B2 −B1,J2 − J1,P2 −P1, ψ2 − ψ1)

T , with zero ICs, where (E1,B1,J1,P1, ψ1)
T

and (E2,B2,J2,P2, ψ2)
T denote two solutions. Then applying the methods presented

in the above lemmas, see also [28], we come to the inequality with some constant
C > 0:

(56)

d

dt

{
µ‖ψ(t)‖2(H1∩H1)

+

∫

Ω

(
‖E(x′, t)‖2(

L2(Ω)
)3 + ‖B(x′, t)‖2(

L2(Ω)
)3

+η2‖J(x′, t)‖2(
L2(Ω)

)3 + ‖P(x′, t)‖2(
L2(Ω)

)3

)
dx′

}
≤

C
{
µ‖ψ(t)‖2(H1∩H1)

+

∫

Ω

(
‖E(x′, t)‖2(

L2(Ω)
)3 + ‖B(x′, t)‖2(

L2(Ω)
)3+

+η2‖J(x′, t)‖2(
L2(Ω)

)
3 + ‖P(x′, t)‖2(

L2(Ω)
)
3

)
dx′

}
.

We conclude by Grönwall’s inequality that
(
E(·, t),B(·, t),J(·, t),P(·, t), ψ(·, t)

)T
≡

(0,0,0,0)T for all t > 0.

Summarizing the outcomes of this part, because of the regularity of the solutions not
only of the “pure” MASP model, but the “extended” MASP model as well.

4. Numerical Methods and Parallel Computing. For 1d Maxwells equa-
tions we use the second order Lax-Wendroff scheme, see e.g. [46], which is stable under
the Courant-Fredrichs-Lewy (CFL)-condition. We solve the 2d Schrödinger equation
in 3 stages using the symmetric Strang splitting of second order [44]. At the second
stage, we solve the equation with static Coulomb potential using Crank-Nicolson’s
scheme, which is unconditionally stable. Note that we deal with the multiscale prob-
lem, where the time step ∆tS for Schrödinger’s equation is much smaller than for
Maxwell’s equations ∆tM : ∆tM/∆tS = 10 . . .20, see also [32]. Finally, to preserve
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the second order of convergence of the overall scheme, we use Adams-Bashforth’s sec-
ond order consistent method to solve Drude’s equation (5) and Lax-Wendroff-type
scheme for solving the evolution equation for polarization in its simplest (8) or non-
linear (22) form.

Now we discuss the coupling of the schemes approximating (i) the MASP model,
(ii) the polarization evolution equation (15), and (iii) the free electron density evolu-
tion equation (17). As an example, we assume that the gas region L, is divided in 4
subdomains each containing N2 Maxwell’s cells, see Figure 2. At time tn each of 4
processors solves the TDSE only in the first cell of the subdomain assigned to it, i.e.
at nodes z′α,1, where α = {1, 2, 3, 4} is the ordinal number of the subdomain, and the
second index corresponds to the position number within the subdomain, see Figure 3.
Then the data (∂tP)nα,1 and (Ne)

n
α,1 are sent to the root processor in order to update

(i) the current of free electrons Jn∗
α,µ, and then (ii) the EM field at time tn∗∗: En∗∗

α,µ ,
Bn∗∗

α,µ , µ = 1, . . . , N2. Note that at this point, we assume that the root processor
knows the values of (∂tP)nα,µ and (Ne)

n
α,µ for all spatial points z′α,µ (α = 1, . . . , 4,

µ = 1, . . . , N2), but not only for the first cells {z′α,1} where the TDSEs are solved.
To clarify that apparent contradiction, we point out that at the time t ∈ (tn∗∗, tn+1),
the root processor evaluates (∂tP)n+1

α,µ and (Ne)
n+1
α,µ for the next time cycle, in all

Maxwell’s cells using the evolution equations for the polarization and the free elec-
tron density. Finally, we generalize the described scheme in the case of m subdomains
and l processors, requiring the ratio m/l to be an integer.

5. Numerical Experiments. In this section, we present some results obtained
with the enriched MASP model, and compare them with those obtained with the
“pure” MASP model.

Time Computation of TDSEs at the first cell of each subdomain with index α,
evaluating polarization and free electron density

Slaves send (∂tP)n
α,1 and (Ne)

n
α,1 to the root processor

Computing the current density by the root processor

Computation of Maxwell′s equations by the root processor

Root processor updates (∂tP)n+1
α,µ and (Ne)

n+1
α,µ for tn+1

Root processor sends En∗∗
α,1 and B

n∗∗
α,1 to the slaves

tn

tn+1

Processor1
(∂tP)n1,1
(Ne)

n
1,1
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J
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E
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Fig. 3. Example of parallelization: 1d-2d MASP model enriched by the evolution equations.
Index of subdomain α = 1 . . . N1 (here N1 = 4), index of the cell in the subdomain µ = 1 . . . N2.
Length of the gas region L = 4×N2 ×∆z′.
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5.1. The MASP Model Enriched by the Simple Evolution Equation.

We start by reporting the results of the 1d-2d MS model supplemented by the ho-
mogeneous transport equation (8), setting first vg = c. The propagation path of
the pulse in the gas region L, is divided into N1 subdomains, each containing N2

Maxwell’s cells, see Figure 2. At each Maxwell’s time step, the TDSEs are solved
several times (as ∆tM/∆tS ≥ 10) to provide the values of P in the first cells of each
subdomain. The polarization in the remaining cells of the subdomains is supposed to
be computed from the macroscopic transport equation (8) at the previous time step.
The corresponding parallel computing strategy is presented in Figure 3.

We present in Figure 4, the spectral intensity I(ω) of the linearly polarized pulse,
whose field vector E is parallel to the axis of H+

2 -molecule. The spectral intensity

is computed via the Fourier transform of the electric field: I(ω) = c|Ê(ω)|2/8π, as
soon as the pulse envelope escapes from the gas region and appears “as a whole”
in the last vacuum region. As we see, when the initial intensity is not high, e.g.
I = 5× 1013 W/cm2, the MS model enriched even by the simplest evolution equation
provides decent approximations of spectra depending on the chosen partitions of the
total number of cells in the gas region N into number of subdomains N1 and number
of cells per each subdomain N2 (see the legend).

Within the same approach we also modeled the propagation of the circularly po-
larized initial pulse. In particular, we report in Figure 5 the intensities of the first
generated odd harmonics as functions of the propagation length in the gas. Compar-
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Fig. 4. Spectral intensities of the electric field harmonics for different gas region lengths;
λ = 800 nm, I = 5 × 1013 W/cm2, ∆zM = 100 a.u., so that L = 100 ×N a.u. (see the legend for
values of N = N1 ×N2). The grid for solving 2-d TDSE is 300 × 300 with step ∆xS = ∆yS = 0.3
a.u., gas density N = 5.17× 10−5 a.u.
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Fig. 5. Intensity of the low order harmonics of the circularly polarized pulse as a function of
the propagation length in a gas: L = 100×N (N = 4, 16, 64, 16× 16 and 32× 16) a.u.; λ = 800 nm,
I = 5× 1013 W/cm2. The grid for solving 2-d TDSE is 500× 500 with step ∆xS = ∆yS = 0.3 a.u.,
gas density N = 5.17× 10−5 a.u.

ing this graph with results from [32], computed within the “pure” model, we observe
the concordance of the results within 5%, even though the new data were obtained at
a much lower cost of computing effort. Indeed, the suggested approach helps to re-
duce the computational complexity with respect to the original model. Table 1 shows
that the processing times for the cases of the “pure” Maxwell-Schrödinger model and
the MS model enriched by the polarization evolution equation are comparable, while
in the first case the number of the engaged processors is up to 16-fold. For exam-
ple, in the case of circularly polarized initial pulse, the same spectrum was obtained
for the same times but using 256 processors (“pure” model) and 16 processors (MS
model coupling with the polarization evolution equation). Note that the computa-
tional times for the circularly polarized-case are higher, as we here used 500 × 500
points grids to solve the TDSE, while in LP-case 300× 300 points grids are sufficient
to properly computes of the wavefunctions.

Table 1

Processing times for computation of propagation of linearly polarized (LP) and circularly po-
larized (CP) pulses in the gas, depending on the product of the number of subdomains (N1) and the
number of cells per subdomain (N2)

N1 ×N2 64 8× 8 256 16× 16

Proc. time (LP) (h:m) 03:49 03:56 04:35 04:44
Proc. time (CP) (h:m) – – 13:35 13:04
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5.2. The MASP Model Enriched by the Nonlinear Evolution Equa-

tion. In order to simulate the propagation of pulses with higher initial intensities,
we consider the more complicated polarization evolution equation (22). Further, we
will compare the transmitted electric fields and spectra computed using the models
enriched by the nonlinear and simple polarization equations with the results of the
“pure” MS/MASP models, considering the latter as reference data, see Figure 6. Let
us briefly discuss these figures. Note that in our computations we used different in-
tensities of the initial pulse, I1 = 1014 W/cm2, I2 = 5 × 1014 W/cm2 and different
number densities N01 = 1.63× 10−5 a.u. and N02 = 5.17× 10−5 a.u. It is clear that
the higher intensity of the pulse and density of the gas, the greater influence of the
free electron currents on dynamics of the process. For example, in case of initial pulse
with I1, L

2-norm of the wavefunction is ‖ψ‖2L2 ≈ 0.66, while in case of I2 we obtained
‖ψ‖2L2 ≈ 10−6, which results in significant difference in the free electron number den-
sity (18). That is why the computations involving I2 were performed with the MASP
model. Recall that unlike the MS model, the MASP model takes into account the
currents of free electrons.
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Fig. 6. Results of the pure MASP model: a) electric field as a function of space and b) spectral
intensity of the laser pulse after propagation through the gas region L = 4×64×100 a.u. Initial pulse
intensities: I1 = 1014 W/cm2, I2 = 5×1014 W/cm2, number density of thee gas: N01 = 1.63×10−5

a.u., N02 = 5.17× 10−5 a.u.
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As we see from Figures 6a and 6b, if we consider pulses with the same initial
intensity I1, but propagating in gases of different density, for definiteness N01 < N02,
the amplitude of the transmitted electric field is a bit lower in the case of a higher
density, due to stronger ionization losses. However, the generation of the high odd
harmonics is more intense for N02, see Figure 6b, as the polarization of the medium
is proportional to the gas number density. On the other hand, in the case of initial
intensity I2 > I1 the level of ionization becomes much higher (with respect to initial
intensity I1). As a result, the amplitudes of the high harmonics are relatively smaller.

Including the instantaneous susceptibility coefficient χ(3) (or even χ(5), χ(7) and
so on) as a parameter in the polarization evolution equation (22), we are pursuing
two objectives: to describe more accurately (i) the electromagnetic field profile, and
(ii) the spectrum of harmonics. In the following set of figures, we report the data
computed within the MASP model supplemented by the evolution equations. We
start from the length of the gas region L = 256 × 100 a.u., with propagation time
T = 1051.87 a.u. We use 3 different values of χ(3) to test the model. At first glance,
even simulations engaging the transport equation with vg = c and χ(3) = 0, describe
the field profile decently; however, as we are comparing the corrections for nonlinear
effects accumulating very slowly, we need to pay attention to the very top parts of
the electric field profiles, see Figure 7. Then we notice with initial intensity I1, the
parameter χ(3) = 10−4 works better for both gas densities. In Figure 8, we also report
ℓ2 and ℓ∞-norms of the solutions presented in Figure 7b and the errors computed with
respect to the “pure” MASP model. As we observe, in all the figures the dashed blue
curves corresponding to χ(3) = 10−4 provides the closest agreement with the results
of the “pure” MASP model in conformity with results in Figure 7.

Now we proceed to the presentation of the high harmonics spectra, see Figure 9.
The simulation parameters for these spectra are exactly the same as for Figure 7. We
observe that the selection χ(3) = 4× 10−4 a.u. yields less precise results than the two
other options. In this case, we are overestimating again the response of the bound
electrons. Moreover, the evolution equation (22) with χ(3) in the RHS, may account
corrections to polarization of the 3rd harmonic only, while these computations seems
to be adequate even with homogeneous transport equation (8).

The situation changes at higher initial intensities, e.g. I2 = 5×1014 W/cm2 that,
as we know, results in significant ionization. In this case, introducing instantaneous
nonlinear susceptibility does not seem appropriate. In Figure 10a, we observe the
differences between the solutions of the “pure” and “enriched” MASP models. This
was expected, as χ(3) describes the response of bound electrons, whose number is
way below the number of free electrons at high intensity. Even so, we still can rely
on simulation with the transport equation as it follows from comparison between the
heavy black and the thin red curves in Figure 10a.

In Figure 10b we report the high harmonic spectra formed after propagation of
the pulse of initial intensity I2 = 5 × 1014 W/cm2 through the gas. The first three
solutions (according to the legend) correspond to the electric field profiles represented
in Figure 10. The 4th solution was obtained under the assumption J = 0, which as
we know is wrong for that intensity. In the large, one can observe the best conver-
gence, inter alia, between solutions of the pure MASP model (heavy black curves on
Figures 10a and 10b) and those of the MASP model enriched by the homogeneous
transport equation (thin red curves). Just as expected (see the dashed blue curve),
adding the perturbative term with χ(3) to the polarization equation is unsuitable in
such ionized gas. We also deduce that including the free electron currents in the model
is essential, as the solution in magenta, see Figure 10b, is not a good candidate to fit
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Fig. 7. Results of the MASP model supplemented by the polarization evolution equation in
comparison with the results of the “pure” MASP model: transmitted electric fields for initial inten-
sity I1 = 1014 W/cm2 and gas number density a) N01 = 1.63 × 10−5 a.u., b) N02 = 5.17 × 10−5

a.u. Propagation length in gas L = 256 × 100 a.u., which in case of engaging the evolution equa-
tion is divided into 4 subdomains each containing 64 cells. Linear instantaneous susceptibility for
polarization equation χ(1) = 1.83 × 10−5, while the coefficient χ(3) is a model parameter, see the
legends.
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the “pure” MASP model solution.
Regarding the accurate simulations of the high harmonics spectra within the en-

riched model, the most important factor (than nonlinearity in the polarization equa-
tion) is how Maxwell’s domain is decomposed in subdomains, see Figures 11a and 11b
where the propagation length is L = 204800 a.u. Say, decomposition into 32 subdo-
mains each containing 64 cells, allows us to simulate accurately up to 35 harmonics,
while spending less computing resources: 94 h×256 proc vs. 12 h×32 proc. Moreover,
if we are interested in the first 11 harmonics only, we can use decomposition 8×256,
which takes 12 h×8 proc.
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Fig. 8. a) ℓ2-norms of solutions presented in Figure 7b; b) ℓ∞-norms of the same solutions;
c) ℓ2-norms of errors of these solutions with respect to the MASP model results; d) ℓ∞-norms of
errors of these solutions with respect to the MASP model results.
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Fig. 9. Spectral intensities of high harmonics. The same parameters as for Figures 7a and 7b.
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Fig. 10. Results of the MASP model supplemented by the polarization evolution equation in
comparison with the results of the “pure” MASP model: (a) transmitted electric fields for initial
intensity I2 = 5 × 1014 W/cm2 and gas number density N02 = 5.17 × 10−5 a.u. Path in a gas
L = 256×100 a.u., divided into 4 subdomains each containing 64 cells, χ(1) = 1.83×10−5, χ(3) is a
model parameter, see the legends; (b) Spectral Intensity for solutions shown in panel (a), additional
solution computed in case J = 0.



28 M. LYTOVA, E. LORIN, AND A. D. BANDRAUK

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35
10

−8

10
−6

10
−4

10
−2

10
0

10
2

10
4

Harmonics (ω/ω0)

lo
g 1

0
[I
(ω

)]
,
(a
rb
.u
.)

pure MASP
32 × 64, χ(3) = 10−4

32 × 64, χ(3) = 0

(a)

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35
10

−8

10
−6

10
−4

10
−2

10
0

10
2

10
4

Harmonics (ω/ω0)

lo
g 1

0
[I
(ω

)]
,
(a
rb
.u
.)

pure MASP
8 × 256, χ(3) = 10−4

8 × 256 χ
(3) = 0

(b)

Fig. 11. Spectra of high harmonics obtained within the “pure” MASP model and using the
evolution equation for polarization. The pulse initial intensity I1 = 1014 W/cm2, gas density
N01 = 1.63 × 10−5 a.u., propagation length in a gas L = 204800 a.u. (0.01 mm), which is divided
into a) 32 subdomains each containing 64 cells and b) 8 sundomains each containing 256 cells.

6. Conclusion. We have derived and studied some extensions of the MASP
model [28, 29], allowing for a wider range of application of this generic nonperturbative
model. We have demonstrated that including a polarization evolution equation to the
MASP model allows for a significant reduction of the overall computational cost of
the original model. We found out that the most universal type of this equation is
the homogeneous transport equation. More complex nonlinear polarization equations
can be useful when the level of ionization is moderate. By contrast, at high intensity
(resulting in high level of ionization), the cheapest choice is the homogeneous transport
equation, especially for simulating high order harmonic spectra. In this case, it is
shown that the current of free electrons must also be included in the model.
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[6] P. Béjot, J. Kasparian, S. Henin, V. Loriot, T. Vieillard, E. Hertz, O. Faucher, B. La-

vorel, and J.-P. Wolf, Higher-order Kerr terms allow ionization-free filamentation in
gases, Phys. Rev. Lett., 104 (2010), 103903.
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