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NONLOCAL DIFFUSION OPERATORS FOR NORMAL AND

ANOMALOUS DYNAMICS ∗

WEIHUA DENG† , XUDONG WANG‡ , AND PINGWEN ZHANG§

Abstract. The Laplacian ∆ is the infinitesimal generator of isotropic Brownian motion, being
the limit process of normal diffusion, while the fractional Laplacian ∆β/2 serves as the infinitesimal
generator of the limit process of isotropic Lévy process. Taking limit, in some sense, means that
the operators can approximate the physical process well after sufficient long time. We introduce
the nonlocal operators (being effective from the starting time), which describe the general processes
undergoing normal diffusion. For anomalous diffusion, we extend to the anisotropic fractional Lapla-

cian ∆
β/2
m and the tempered one ∆

β/2,λ
m in Rn. Their definitions are proved to be equivalent to an

alternative one in Fourier space. Based on these new nonlocal diffusion operators, we further derive
the deterministic governing equations of some interesting statistical observables of the very general
jump processes with multiple internal states. Finally, we consider the associated initial and boundary
value problems and prove their well-posedness of the Galerkin weak formulation in Rn. To obtain
the coercivity, we claim that the probability density function m(Y) should be nondegenerate.

Key words. Jump processes; Nonlocal normal diffusion; Anisotropic anomalous diffusion; Tem-
pered Lévy flight; Multiple internal states; Well-posedness

1. Introduction. Diffusion phenomena are ubiquitous in the natural world,
which describe the net movements of the microscopical molecules or atoms from a
region of high concentration to a region of low concentration. The speed of diffusion
can be characterized by the second moment of the particle trajectories 〈x2(t)〉 ∼ tα.
It is called normal diffusion if α = 1 and anomalous diffusion [20, 32] if α 6= 1. The
scaling limits of all the processes undergoing normal diffusion are Brownian motion.
But without the scaling limits, most of the time, they are pure jump processes. For
anomalous diffusion, the processes are always characterized by long-range correlation
or broad distribution. The former includes fractional Brownian motion [22] and tem-
pered fractional Brownian motion [7, 23], while the latter contains the processes with
long tailed waiting time or jump length. In the framework of continuous time ran-
dom walks (CTRWs) [19, 25], any one of the first moment of waiting time and the
second moment of jump length diverging leads to the anomalous dynamics. If we ex-
tend to the processes with multiple internal states [35], then the diffusion phenomena
will depend on the distribution of each internal states, transition matrix and initial
distribution, involving more complex dynamics.

There are many microscopic/stochastic models to describe normal and anomalous
diffusions and many different ways of deriving the macroscopic/deterministic equa-
tions governing the probability distribution functions of some particular statistical
observables of the stochastic processes. For normal diffusion, in mathematical com-
munity, most people are more familiar with the deriving procedure based on the law of
mass conservation and the assumption of Fick’s law. The commonly used stochastic
models include CTRWs, Langevin type equations, and Lévy processes. The CTRWs
consist of two important random variables, i.e., the waiting time ξ and jump length
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η. If both the first moment of waiting time 〈ξ〉 and the second moment of jump
length 〈η2〉 are finite, after taking the scaling limit, the CTRWs converge to Brown-
ian motion. On the contrary, if 〈ξ〉 diverges and 〈η2〉 is finite, the CTRW describes
subdiffusion, while it characterizes superdiffusion if 〈ξ〉 is bounded and 〈η2〉 infinite; if
both 〈ξ〉 and 〈η2〉 are unbounded, the type of diffusions is possible to be subdiffusion,
superdiffusion, or even normal diffusion, depending on the dominant role played by
ξ or η or that ξ and η are balanced each other. Two of the most important CTRW
models undergoing anomalous diffusion are Lévy flights and Lévy walks. For Lévy
flights, the ξ with finite first moment and η with infinite second moment are indepen-
dent, and the divergence of the second moment of η makes the processes propagate
with infinite speed. Therefore, the physical realizations of such processes are quite
hard and then rare. Lévy walks [37] can remedy the divergence of the second moment
of jump length 〈η2〉 by coupling the distribution of ξ and η. This gives rise to a class
of space-time coupled processes. Different from Lévy walks, another idea to bound
the second moment is to truncate the long tailed probability distribution of jump
length [22, 24], i.e., modify |X|−n−β as e−λ|X||X|−n−β with λ being a small positive
constant, leading to the tempered Lévy flights, which have the advantage of still being
an infinitely divisible Lévy process. The Langevin type equations are built based on
Newton’s second law with noise as random forces, and the CTRW models also have
their corresponding Langevin pictures [14]. Sometimes, it is convenient to use this
type of models if the external potentials are considered.

Another way to describe anomalous diffusion is the Lévy process (subordinated
Lévy process, and inverse subordinated Lévy process). It is defined by its charac-
teristic function and more convenient to deal with the stochastic process in high
dimensional space. According to the Lévy-Khintchine formula [1], the characteristic
function of Lévy process has a specific form

E(eik·X) =

∫

Rn

eik·Xp(X, t)dX = etΦ(k), (1.1)

where

Φ(k) = ik · b−
1

2
k · ak+

∫

Rn\{0}

[

eik·Y − 1− ik ·Yχ{|Y|<1}

]

ν(dY), (1.2)

with b ∈ Rn, and a is a positive definite symmetric n × n matrix, χI is the in-
dicator function of the set I, ν is a finite Lévy measure on Rn\{0}, implying that
∫

Rn\{0}
min{1, |Y|2}ν(dY) < ∞. If we take a and b to be zero and ν to be a rota-

tionally symmetric (tempered) β-stable Lévy measure

ν(dY) = cn,β |Y|−n−βdY or ν(dY) = cn,β,λe
−λ|Y||Y|−n−βdY, (1.3)

then its probability density function (PDF) of the position of the particles solves

∂p(X, t)

∂t
= ∆β/2 p(X, t) or

∂p(X, t)

∂t
= ∆β/2,λ p(X, t), (1.4)

where the operators ∆β/2 and ∆β/2,λ are defined in [9, Eq. 34] by Fourier transform
ĝ(k) := F [g(X)](k) =

∫

Rn eik·Xg(X)dX with

F [∆β/2g(X)] = −|k|β ĝ(k) and

F [∆β/2,λg(X)] = (−1)⌈β⌉
(

(λ2 + |k|2)β/2 − λβ +O(|k|2)
)

ĝ(k);
(1.5)
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here β ∈ (0, 1) ∪ (1, 2), and ⌈β⌉ denotes the smallest integer that is bigger than or
equal to β. A similar operator (λ1/β + |k|2)β − λ appears in [30, Eq. 3], where the
only difference is the term O(|k|2). However, their physical background is completely
different. The term O(|k|2) in (1.5) is strictly derived in [9, Eq. 34], where we
consider the compound Poisson processes with tempered power law jump lengths,
i.e., take the Lévy measure ν(dY) to be e−λ|Y||Y|−n−β . But for the formula in [30,
Eq. 3], it is inspired by the Schrödinger operator with the free Hamiltonian of the
form H0 = (λ2−∆)1/2−λ in [4], and naturally extended to the form (λ1/β+ |k|2)β−λ
with fractional order β.

The two equations in (1.5) describe the isotropic movements of microscopic par-
ticles with (tempered) Lévy distribution. At the same time, in the natural world,
anisotropic motions are very popular. So we need to develop models for characteriz-
ing the corresponding physical reality. Compte [3] generalized the scheme of CTRWs
and showed the diffusion-advection equation and the mean square displacement in
three kinds of shear flows. Meerschaert et al [21] made an extension to higher di-
mensions and provided an operator being mixture of directional derivatives taken in
each radial direction, where the operator was directly given in Fourier space and the
associated fractional advection-dispersion equation was derived. Ervin and Roop [13]
discussed directional integral and directional differential operators in two dimensions,
and defined the appropriate fractional directional derivative spaces. For more details
we refer the interested readers to these literatures and the references cited therein. In
this paper, we start from the compound Poisson process to discuss more general nonlo-
cal normal diffusion and anomalous diffusion. It is well known that, most of the time,
anomalous diffusions are described by nonlocal differential equations. But for normal
diffusion, a compound Poisson process with Gaussian jumps indeed leads to a nonlo-
cal differential equations. For the isotropic movement and the movement just allowed
in axis directions, their associated diffusion equations are different, though the scal-
ing limit makes them become the same classical diffusion equation. For the nonlocal
normal diffusion, we still can discuss the problem of escape probability [5, 11, 17] and
the way of specifying the boundary conditions of their corresponding macroscopic
equations is the same as the models for anomalous diffusion. We also discuss the
anomalous diffusion undergoing anisotropic movements in Rn, and derive the associ-

ated diffusion equations with anisotropic tempered fractional Laplacian ∆
β/2,λ
m (λ = 0

corresponds to the one without tempering and the subscript m means that this new
operator depends on the probability density function m(θ) or m(Y) first appeared in
(2.10)). Similar to the operator in [21, Eq. 2], we also give the tempered one in Fourier

space and show its equivalence with the just derived one ∆
β/2,λ
m . Then we discuss the

space fractional partial differential equations (PDEs) with the anisotropic tempered

fractional Laplacian ∆
β/2,λ
m in Rn, endowed with generalized Dirichlet and Neumann

boundary conditions, and prove their well-posedness. One of the key requests is to
have the coercivity of the variational formulation of the PDEs in Rn, being proved
by the technique in R1 presented in [39] under some assumptions on the probability
density function m(Y).

All the models mentioned above are for the diffusion with single internal state,
implying that the processes have the same distributions of waiting time ξ and jump
length η throughout the time. Intrigued by applications, e.g., the particles moving in
multiphase viscous liquid composed of materials with different chemical properties,
we further generalize the processes with multiple internal states. In fact, the case of
two internal states is considered in [15, 28] with applications, including trapping in
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amorphous semiconductors, electronic burst noise, movement in systems with fractal
boundaries, the digital generation of 1/f noise, and ionic currents in cell membranes;
Niemann et al [26] detailedly investigate a stochastic signal with multiple states, in
which each state has an associated joint distribution for the signal’s intensity and
its holding time. Xu and Deng [35] derived the Fokker-Planck and Feymann-Kac
[33, 34] equations for the particles undergoing the anomalous diffusion with multiple
temporal internal states. Here, we further present the fractional Fokker-Planck and
Feymann-Kac equations with multiple internal states, both temporally and spatially.

The rest of this paper is organized as follows. In Section 2, we show two kinds of
processes with Gaussian jumps, leading to different nonlocal macroscopic equations
describing normal diffusions. More general anisotropic processes undergoing anoma-
lous diffusions are discussed in Section 3, and we also give two kinds of definitions of
anisotropic (tempered) fractional Laplacian for two different motivations and prove
their equivalences. In Section 4, the fractional Fokker-Planck and Feymann-Kac equa-
tions of anisotropic (tempered) fractional Laplacian with multiple internal states are
derived. The initial and boundary value problems with generalized Dirichlet and
Neumann boundary conditions are given in Section 5, and their well-posednesses are
proved in Section 6. We conclude the paper with some discussions in the last section.

2. Nonlocal normal diffusion. As all we know, except Brownian motion with
drift, the paths of all other proper Lévy processes are discontinuous. From the view-
point of [8, 9], the PDEs governing the PDFs of these processes should be endowed
with the generalized boundary conditions, since the boundary ∂Ω itself can not be hit
by the majority of discontinuous sample trajectories. For nonlocal normal diffusion,
it is a pure jump process with Gaussian jumps. Therefore, the boundary conditions
of their corresponding PDEs should be specified on the domain Rn\Ω. By the central
limit theorem, the scaling limits of all these processes are Brownian motion. But
without scaling limit, these processes are different and should be distinguished.

Now we consider the compound Poisson process with Gaussian jump length, in
which Poisson process is taken as the renewal process. We denote Poisson process

by N(t) satisfying P{N(t) = n} = (ζt)n

n! e−ζt, where the rate ζ > 0 denotes the
mean number of jumps per unit time. Then the compound Poisson process is defined

as X(t) =
∑N(t)

j=0 Xj , where Xj are i.i.d. random variables and their length obeys
Gaussian distribution. The characteristic function of X(t) has a specific form as [9,
Eq. 9]

E(eik·X) =

∫

Rn

eik·Xp(X, t)dX = eζt(Φ0(k)−1), (2.1)

where Φ0(k) = E(eik·Xj ), j = 0, 1, · · · ,N(t). Denoting the probability measure of the
jump length Xj by ν(dY), we have

Φ0(k)− 1 =

∫

Rn

(eik·Y − 1)ν(dY), (2.2)

which is the same as the Lévy-Khintchine formula (1.2) by taking a = 0 and b′ = 0
(b′ contains b and the third term in the integral of (1.2)). Although the length of Xj

obeys Gaussian distribution, the distribution of the direction of the movement has
many different choices. Here, we consider two specific cases in two dimensional space,
and derive their corresponding deterministic equations governing the PDF of position
of the particles undergoing normal diffusion. The first case is that the particles spread
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uniformly in all directions while the second one is that the particles move only in
horizontal and vertical direction. Considering the definition of Fourier transform and
(2.1), we have

p̂(k, t) = eζt(Φ0(k)−1), (2.3)

which implies that the equation in k space is

∂p̂(k, t)

∂t
= ζ(Φ0(k) − 1)p̂(k, t). (2.4)

Next, we give the specific expressions of Φ0(k) (or ν(dY)) for these two cases.
Case 1: Since the particles spread uniformly in all directions, ν(dY) is taken as

ν(dY) =
1

2πσ2
e−

|Y|2

2σ2 dY,

where σ2 is the variance. Then we obtain

Φ0(k)− 1 = e−
1
2σ

2|k|2 − 1, (2.5)

which implies

∂p(X, t)

∂t
= −

ζ

2πσ2

∫

R2

e−
|X−Y|2

2σ2 (p(X, t)− p(Y, t))dY, (2.6)

by taking the inverse Fourier transform

F
−1[(Φ0(k) − 1)p̂(k, t)] = F

−1[Φ0(k)p̂(k, t)]− F
−1[p̂(k, t)]

=
1

2πσ2

∫

R2

e−
|X−Y|2

2σ2 p(Y, t))dY − p(X, t)

= −
1

2πσ2

∫

R2

e−
|X−Y|2

2σ2 (p(X, t)− p(Y, t))dY.

Case 2: Since the particles spread in either horizontal or vertical direction, we
take ν(dY) to be

ν(dY) =
1

2(2πσ2)
1
2

e−
|y1|2

2σ2 δ(y2)dY +
1

2(2πσ2)
1
2

e−
|y2|2

2σ2 δ(y1)dY.

Similar to Case 1, we have

Φ0(k) − 1 =
1

2
e−

1
2σ

2|k1|
2

+
1

2
e−

1
2σ

2|k2|
2

− 1, (2.7)

and thus derive the equation

∂p(X, t)

∂t
= −

ζ

2(2πσ2)
1
2

(

∫

R

e−
|x1−y1|2

2σ2 (p(x1, x2, t)− p(y1, x2, t))dy1

+

∫

R

e−
|x2−y2|2

2σ2 (p(x1, x2, t)− p(x1, y2, t))dy2

)

.

(2.8)

From (2.6) and (2.8), it can be noted that different ways of movement of micro-
scopic particles lead to different macroscopic equations. Furthermore, these macro-
scopic equations are both nonlocal, and should be endowed with the generalized
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boundary conditions. But the scaling limits of the Gaussian jump processes of the
above two cases are both Brownian motion. In fact, let 1

ζ → 0 and σ2 → 0, while the
product

lim
1/ζ→0,σ2→0

1

2
ζσ2 = K1

is kept finite, where K1 is the diffusion coefficient with unit [cm2]/[s] [2]. Then, both
(2.5) and (2.7) become, up to a multiplier,

Φ0(k)− 1 = −
1

2
σ2|k|2,

resulting in the classical heat equation

∂p(X, t)

∂t
= K1∆p(X, t), (2.9)

where ∆ is the usual Laplacian in R2. To illustrate the relationship between Case 1
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Fig. 2.1: Random trajectories of Gaussian jumps in Case 1 and Case 2 with 400 steps
in the top row and 40000 steps in the bottom row.

and Case 2, we simulate the trajectories of the particles undergoing Gaussian jumps.
Two pictures in the top row are for the 400 jumps performed uniformly (a) and just in
horizontal-vertical direction (b), while another two pictures in the bottom row display
40000 jumps, respectively. The differences between Case 1 and Case 2 are apparent
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for a relatively small number of jumps. But after many thousands of jumps, they
gradually disappear, as both processes are converging to the same Brownian motion.

Besides the two cases above, more generally, the particles can move in a vari-
ety of different ways, depending on the environment. There may be more particles
spreading in one direction or some particles spreading faster in another direction.
This phenomenon is named as anisotropic diffusion, and can be expressed clearly by
the Lévy measure ν(dY). More precisely, still in two dimensional space, by polar
coordinates transformation, take ν(dY) to be

ν(dY) = cm exp

[

−
r2

2σ2
θ

]

m(θ)rdrdθ, (2.10)

where cm > 0 is the normalized parameter, r ≥ 0, θ ∈ [0, 2π) denotes the differ-
ent directions, m(θ) denotes the probability distribution of particles spreading in

θ-direction, satisfying m(θ) ≥ 0,
∫ 2π

0 m(θ)dθ = 1, and σθ denotes the possibly dif-
ferent variance or speed of particles spreading in θ-direction. Different from (1.3),
this ν(dY) contains a new probability density function m(θ) which only depends on
direction. Turning back to the Cartesian coordinate system and following (2.2), we
have

Φ0(k)− 1 = cm

∫

R2

(eik·Y − 1) exp

[

−
|Y|2

2σ2
Y

]

m(Y)dY,

where the probability density function m(θ) is abused by m(Y) and Y ∈ Rn\{0} is in

the Cartesian coordinate system, while it really means m
(

Y

|Y|

)

, only depending on

the radial direction of Y. The notation m(Y) will be used in the subsequent sections.
Then similarly to (2.6) and (2.8), we can derive the equation

∂p(X, t)

∂t
= −ζcm

∫

R2

(p(X, t)− p(Y, t)) exp

[

−
|X−Y|2

2σ2
X−Y

]

m(X−Y)dY. (2.11)

If we take σθ = σ, m(θ) = (2π)−1 being a constant or m(θ) = 1
4 (δ(θ) + δ(θ − π

2 ) +
δ(θ−π)+δ(θ− 3π

2 )) in (2.10), then Eq. (2.11) reduces to (2.6) and (2.8), respectively.
All the above discussions, including Case 1 and Case 2, and even the case of (2.10),

are for pure jump processes (without the scaling limit). The models are different and
their associated macroscopic equations should be endowed with generalized boundary
conditions. But after the scaling limit, Case 1 and Case 2 are equivalent, and only
local boundary conditions for their macroscopic equations (2.9) are needed.

3. Anisotropic anomalous diffusion. Here, we discuss the anomalous diffu-
sion with the property of anisotropy. Still based on the compound Poisson processes
in the previous section, but with the diffusion processes being anisotropic (tempered)
β−stable, we try to derive their corresponding deterministic equations undergoing
anomalous diffusion. Taking ζ = 1 in (2.4) leads to

∂p̂(k, t)

∂t
= (Φ0(k) − 1)p̂(k, t), (3.1)

where

Φ0(k) − 1 =

∫

Rn\{0}

[

eik·Y − 1− ik ·Yχ{|Y|<1}

]

ν(dY). (3.2)
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Here, different from (2.2), we add a term ik ·Y to overcome the possible divergence
of the integral of (3.2) because of the possible strong singularity of ν(dY) at zero for
the case of anomalous diffusion. For an isotropic β-stable anomalous diffusion process
in n dimensional space, its distribution of jump length is cβr

−n−β , which means that

ν(dY) = cβ |Y|−n−βdY. (3.3)

When 0 < β < 1, the term ik ·Y can be omitted due to weak singularity (the integral
in (3.2) is convergent at origin). If 1 ≤ β < 2, though the singularity is strong, this
term can also be omitted due to the possible symmetry of the Lévy measure ν(dY),
i.e., ν(dY) = ν(−dY) (the integral in (3.2) at origin can be understood in the sense
of Cauchy principal value). Therefore, if 1 ≤ β < 2 meets with the asymmetry of
ν(dY), this term is required. Based on the analyses above, we will keep the term
ik ·Y formally for 0 < β < 2 in the following, though it vanishes in some appropriate
situations.

Two special cases have been considered in [9], i.e., the isotropic one (3.3) and the
horizontal-vertical one

ν(dY) = cβ1 |y1|
−1−β1δ(y2)δ(y3) · · · δ(yn)dY

+ cβ2 |y2|
−1−β2δ(y1)δ(y3) · · · δ(yn)dY + · · ·

+ cβn |yn|
−1−βnδ(y1)δ(y2) · · · δ(yn−1)dY,

(3.4)

where βi ∈ (0, 2) and yi is the component of Y, i.e., Y = [y1, y2, · · · , yn]
T . Their

corresponding macroscopic equations are

∂p(X, t)

∂t
= ∆β/2p(X, t)

= −cn,β P.V.

∫

Rn

p(X, t)− p(Y, t)

|X−Y|n+β
dY

(3.5)

and

∂p(X, t)

∂t
= (∆β1/2

x1
+∆β2/2

x2
+ · · ·+∆βn/2

xn
)p(X, t), (3.6)

where ∆
βi/2
xi is the fractional Laplacian in R1 w.r.t. xi. Besides the two cases, there

are also a large number of irregular motions the microscopic particles perform. In
general, we call it anisotropy. With the aid of Lévy-Khintchine formula (1.2), we will
give the concrete form of ν(dY) in two and three dimensions.

Following (3.1) and (3.2), with inverse Fourier transform, we have

∂p(X, t)

∂t
=

∫

Rn\{0}

[p(X−Y)− p(X) + (Y · ∇Xp(X))χ[|Y|<1]
]ν(dY), (3.7)

where ∇X = [∂x1 , ∂x2 , · · · , ∂xn ]
T . Taking

ν(dY) =
1

|Γ(−β)|

m(Y)

|Y|n+β
dY, (3.8)

then (3.7) becomes

∂p(X, t)

∂t
=

1

|Γ(−β)|

∫

Rn\{0}

[

p(X−Y)− p(X) + (Y · ∇Xp(X))χ[|Y|<1]

]

·
m(Y)

|Y|n+β
dY.

(3.9)
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We can make the meaning of m(Y) clear by transforming this equation into polar co-
ordinate system. In the two and three dimensional cases, (3.9) becomes, respectively,

∂p(X, t)

∂t
=

1

|Γ(−β)|

∫ ∞

0

∫ 2π

0

[

p(x1 − r cos(θ), x2 − r sin(θ))− p(x1, x2)

+

(

r cos(θ)
∂p

∂x1

+ r sin(θ)
∂p

∂x2

)

χ[r<1]

]

m(θ)

r1+β
dθdr

and

∂p(X, t)

∂t

=
1

|Γ(−β)|

∫ ∞

0

∫ π

0

∫ 2π

0

[

p(x1 − r sin(θ) cos(φ), x2 − r sin(θ) sin(φ), x3 − r cos(θ))

− p(x1, x2, x3) +
(

r sin(θ) cos(φ)
∂p

∂x1

+ r sin(θ) sin(φ)
∂p

∂x2

+ r cos(θ)
∂p

∂x3

)

χ[r<1]

]

m(θ, φ) sin θ

r1+β
dφdθdr,

where the probability density function m(θ) or m(θ, φ) specifies the distribution of
particles spreading in the radial direction ofY; among them, m(θ) is defined on [0, 2π],

satisfying
∫ 2π

0 m(θ)dθ = 1, while m(θ, φ) is defined on a [0, π] × [0, 2π] rectangular

domain, satisfying
∫ π

0

∫ 2π

0 m(θ, φ)dφdθ = 1.
For the tempered Lévy flight, we can describe the movement of microscopic par-

ticles and derive the macroscopic equations by defining

ν(dY) =
1

|Γ(−β)|

m(Y)

eλ|Y||Y|n+β
dY; (3.10)

and (3.7) becomes

∂p(X, t)

∂t
=

1

|Γ(−β)|

∫

Rn\{0}

[

p(X−Y) − p(X) + (Y · ∇Xp(X))χ[|Y|<1]

]

·
m(Y)

eλ|Y||Y|n+β
dY.

(3.11)

We write Eqs. (3.9) and (3.11), respectively, as

∂p(X, t)

∂t
= ∆β/2

m p(X, t) (3.12)

and

∂p(X, t)

∂t
= ∆β/2,λ

m p(X, t) (3.13)

where the notation ∆
β/2
m (∆

β/2,λ
m ) denotes the anisotropic (tempered) fractional Lapla-

cian in Rn; and their definitions are the right hand sides of (3.9) and (3.11).
We simulate the trajectories of the particles with the anisotropic movements.

Figure 3.1 shows five random trajectories of 2000 steps of Lévy flight with β = 2
(Gaussian), β = 1.3 and tempered Lévy flight with β = 1.3 and λ = 0.01 in two
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Fig. 3.1: Five random trajectories (2000 steps) in each graph with Lévy laws β = 2
(Gaussian), β = 1.3 (Lévy flight), and β = 1.3 and λ = 0.01 (tempered Lévy flight).
For the comparison between the top row and the bottom row, representing isotropic
and anisotropic case respectively, the same underlying random number seeds have
been used, which is shown by the same color in the same column.

dimensions. All trajectories start from the origin (0, 0). Three pictures on the top
row correspond to the isotropic case, i.e., m(Y) = 1/(2π) for arg(Y) ∈ [0, 2π), while
another three on bottom row correspond to the anisotropic case, where we choose
m(Y) = 2/(3π) for arg(Y) ∈ (0, π) and m(Y) = 1/(3π) for arg(Y) ∈ (π, 2π). Note
that (a) and (d) depict the isotropic and anisotropic Gaussian jump processes intro-
duced in Section 2. By horizontal comparison, the lengths of Gaussian jumps in (a)
have almost the same sizes, while Lévy flight in (b) preforms rare but large jumps.
And an exponential truncation in (c) with even little λ = 0.01 excludes large jumps
compared with (b). By vertical comparison, in the bottom row, particles are more
inclined to move upward and thus finally farther than the isotropic case with the same
steps.

Different from (3.9) and (3.11), an alternative definition of the anisotropic (tem-
pered) fractional Laplacians is given by Fourier transform [21, Eq. 2], with an analo-
gous tempered one presented here:

F [∆β/2
m p(X, t)] = (−1)⌈β⌉

[

∫

|φφφ|=1

(−ik · φφφ)βm(φφφ)dφφφ

]

p̂(k, t) (3.14)

and

F [∆β/2,λ
m p(X, t)] = (−1)⌈β⌉

[

∫

|φφφ|=1

(

(λ− ik ·φφφ)β − λβ
)

m(φφφ)dφφφ

]

p̂(k, t). (3.15)



11

It seems that these definitions are natural for the study of the governing equations,
since the symbol (−ik ·φφφ)β for β ∈ (0, 1)∪ (1, 2) denotes β-order fractional directional
derivative. Now we consider the question of when the two ways of defining the op-
erators are equivalent. To establish the relationship between them, we focus on two
cases:

• Case I: 0 < β < 1 or m is symmetric. Recall that here the third term in
(3.9) and (3.11) can be deleted,

∆β/2
m p(X, t) =

1

|Γ(−β)|

∫

Rn\{0}

[p(X−Y) − p(X)]
m(Y)

|Y|n+β
dY, (3.16)

∆β/2,λ
m p(X, t) =

1

|Γ(−β)|

∫

Rn\{0}

[p(X−Y) − p(X)]
m(Y)

eλ|Y||Y|n+β
dY.

(3.17)
• Case II: 1 < β < 2 and m is asymmetric. Recall that here the integrals in
(3.9) and (3.11) without the third terms can be understood in the Hadamard
sense [31, (5.65)], i.e.,

∆β/2
m p(X, t) = p.f.

1

|Γ(−β)|

∫

Rn\{0}

[p(X−Y) − p(X)]
m(Y)

|Y|n+β
dY

=
1

|Γ(−β)|

∫

Rn\{0}

[p(X−Y)− p(X) + (Y · ∇Xp(X))]

·
m(Y)

|Y|n+β
dY,

(3.18)

∆β/2,λ
m p(X, t) = p.f.

1

|Γ(−β)|

∫

Rn\{0}

[p(X−Y)− p(X)]
m(Y)

eλ|Y||Y|n+β
dY

=
1

|Γ(−β)|

∫

Rn\{0}

[p(X−Y) − p(X) + (Y · ∇Xp(X))]

·
m(Y)

eλ|Y||Y|n+β
dY −

1

|Γ(−β)|
Γ(1− β)λβ−1(b · ∇Xp(X)),

(3.19)

where b =
∫

|φφφ|=1
φφφm(φφφ)dφφφ.

In Case II, since the high singularity makes the integral divergent, we use the notation
p.f. to denote its finite part in the Hadamard sense.

Then we have the following theorem; see Appendix for the proof, which further
implies the equality (3.19).

Theorem 3.1. Let m(Y) be any probability density function on the unit sphere

and λ ≥ 0. The definitions of the anisotropic (tempered) fractional Laplacians ∆
β/2,λ
m

in both Case I and Case II are, respectively, equivalent to ∆
β/2,λ
m in (3.14) and (3.15)

in Rn.
We have just defined the anisotropic (tempered) fractional Laplacian by extending

the Lévy measure ν(dY) with different probability distribution in different directions.
More generally, another two variables jump length exponent β and truncation expo-
nent λ can also be generalized to be anisotropic, i.e., β(φφφ) and λ(φφφ), sometimes abused
by β(Y) and λ(Y) similar to m(Y). Let β(φφφ) ∈ (0, 1) ∪ (1, 2) and λ(φφφ) ≥ 0. When
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λ(φφφ) ≡ 0, it goes back to anisotropic fractional Laplacian. Following (3.14), (3.15),
(3.17) and (3.19), the definitions of new anisotropic (tempered) fractional Laplacian
are, respectively,

• Case I: 0 < β < 1 or m is symmetric,

∆̃β/2,λ
m p(X, t) =

∫

Rn\{0}

[p(X−Y)− p(X)]

·
m(Y)

|Γ(−β(Y))|eλ(Y)|Y||Y|n+β(Y)
dY.

(3.20)

• Case II: 1 < β < 2 and m is asymmetric,

∆̃β/2,λ
m p(X, t) = p.f.

∫

Rn\{0}

[p(X−Y)− p(X)]

·
m(Y)

|Γ(−β(Y))|eλ(Y)|Y||Y|n+β(Y)
dY

=

∫

Rn\{0}

[p(X−Y)− p(X) + (Y · ∇Xp(X))]

·
m(Y)

|Γ(−β(Y))|eλ(Y)|Y||Y|n+β(Y)
dY − (b · ∇Xp(X)),

(3.21)

where b =
∫

|φφφ|=1
Γ(1 − β(φφφ))λ(φφφ)β(φφφ)−1φφφm(φφφ)/|Γ(−β(φφφ))|dφφφ.

In Fourier space, the new operator has the form

F [∆̃β/2,λ
m p(X, t)] = (−1)⌈β⌉

∫

|φφφ|=1

(

(λ(φφφ)− ik · φφφ)β(φφφ) − λ(φφφ)β(φφφ)
)

m(φφφ)dφφφp̂(k, t).

(3.22)
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Fig. 3.2: Five random trajectories (2000 steps) in every graph with more general
anisotropic Lévy measure. (a): β = 1.8 for arg(φφφ) ∈ (0, π), and β = 1.4 for arg(φφφ) ∈
(π, 2π); (b): β = 1.8 and m(φφφ) = 0.6/π for arg(φφφ) ∈ (0, π), and β = 1.4 and m(φφφ) =
0.4/π for arg(φφφ) ∈ (π, 2π); (c): β = 1.3 and λ = 0.01 for arg(φφφ) ∈ (0, π), and β = 1.3
and λ = 0 for arg(φφφ) ∈ (π, 2π). To compare (a) and (b), the same underlying random
number seeds (the trajectories of the same color) are used here.

We also simulate the trajectories of particles with the new anisotropic Lévy mea-
sure ν(dY) defined in (3.20). As Figure 3.2 shows, we take the isotropic m(φφφ), λ(φφφ) =
0 and the anisotropic β(φφφ) to be 1.8 for arg(φφφ) ∈ (0, π) and 1.4 for arg(φφφ) ∈ (π, 2π)
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in (a); the particles move farther downward than upward. In (b), only difference
with the parameter in (a) is the anisotropic m(φφφ) being 0.6/π for arg(φφφ) ∈ (0, π) and
0.4/π for arg(φφφ) ∈ (π, 2π). This choice of m(φφφ) aims to balance the anisotropic β(φφφ);
as the second graph shows, the movements of particles become almost isotropic. In
(c), we take the isotropic m(φφφ) and β(φφφ), but the anisotropic λ(φφφ) to be 0.01 for
arg(φφφ) ∈ (0, π) and 0 for arg(φφφ) ∈ (π, 2π); the particles move farther downward than
upward.

Remark 3.1. In the practical problem, the directional measure may depend on
concentration gradient. To emphasize the effects caused by the directional gradient, the
definition of the anisotropic (tempered) fractional Laplacian in (3.20) can be extended
to

∆̃β/2,λ
m p(X, t) =(−1)⌈β⌉

∫

Rn\{0}

[p(X−Y)− p(X)]

·
m

(

Y, ∂p(Y)
∂Y

)

|Γ(−β(Y))|eλ(Y)|Y||Y|n+β(Y)
dY,

(3.23)

where m should be an increasing function of directional gradient ∂p(Y)
∂Y .

As a complement to the definition of the anisotropic (tempered) fractional Lapla-
cian (3.14) and (3.15), we also present the definition of the operator in the case that

β = 1, i.e., let ν(dY) = m(Y)
|Y|n+1dY, which still is a nonlocal operator. For the sake of

simplicity, we assume that m(Y) is symmetric, then the term (Y ·∇Xp(X))χ[|Y|<1]
in

(3.7) can be omitted. For the one dimensional asymmetric operators with β = 1, see
[18] for the details.

Proposition 3.2. Let β = 1 and λ > 0. If the probability density function m(Y)
is symmetric, then the Fourier symbols of the anisotropic fractional Laplacian and the
corresponding tempered one, respectively, are

F [∆1/2
m p(X, t)] =

π

2

∫

|φφφ|=1

|(k · φφφ)| m(φφφ)dφφφ · p̂(k, t) (3.24)

and

F [∆1/2,λ
m p(X, t)] =

∫

|φφφ|=1

[

(k · φφφ) arctan

(

k · φφφ

λ

)

−
λ

2
ln(λ2 + (k · φφφ)2)

+ λ lnλ
]

m(φφφ)dφφφ · p̂(k, t).

(3.25)

Proof. We firstly prove the tempered case. Taking the Fourier transform of the
right hand side of (3.11), we have

F

[

∆1/2,λ
m p(X, t)

]

(k) =

∫

Rn

eik·Y − 1

eλ|Y||Y|n+1
m(Y)dY · p̂(k, t)

=

[

∫

Rn

cos(k ·Y) − 1

eλ|Y||Y|n+1
m(Y)dY

]

· p̂(k, t),

where the term i sin(k·Y) vanishes due to the symmetry ofm(Y). By polar coordinate
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transformation and integration by parts, we have

∫

Rn

1− cos(k ·Y)

eλ|Y||Y|n+1
m(Y)dY =

∫ ∞

0

∫

|φφφ|=1

r−2e−λr(1− cos(rk · φφφ))m(φφφ)dφφφdr

=− λ2

∫ ∞

0

ln(r)e−λr

∫

|φφφ|=1

(1− cos(rk · φφφ))m(φφφ)dφφφdr

+ 2λ

∫ ∞

0

ln(r)e−λr

∫

|φφφ|=1

(k · φφφ) sin(rk · φφφ)m(φφφ)dφφφdr

−

∫ ∞

0

ln(r)e−λr

∫

|φφφ|=1

(k · φφφ)2 cos(rk · φφφ)m(φφφ)dφφφdr,

from which Eq. (3.25) can be directly obtained by using [16, Eq. 4.441(1-2)].
For the proof of (3.24), taking λ = 0 in (3.25) leads to

F [∆1/2
m p(X, t)] =

∫

|φφφ|=1

(k · φφφ)
π

2
sgn(k · φφφ) m(φφφ)dφφφ · p̂(k, t)

=
π

2

∫

|φφφ|=1

|(k · φφφ)| m(φφφ)dφφφ · p̂(k, t).

Furthermore, if m(φφφ) is isotropic, then

F [∆1/2
m p(X, t)] =

π

2ωn

∫

|φφφ|=1

|(k ·φφφ)| dφφφ · p̂(k, t) =
π

2ωn
|k|

∫

|φφφ|=1

| cos(θ1)| dφφφ · p̂(k, t)

=
π

2ωn
Cn|k|

∫ π

0

sinn−2(θ1)| cos(θ1)|dθ1 · p̂(k, t)

=
1

ωn

π

n− 1
Cn|k| · p̂(k, t) =

1

ωn

π
n+1
2

Γ(n+1
2 )

|k| · p̂(k, t),

where ωn is the measure of the n dimensional unit sphere, ωn = 2πn/2/Γ(n/2) if n ≥ 2
and ωn = 2 when n = 1; the rotation invariance [27, Proposition 3.3] of the integrand
is used in the second equality, and cos(θ1) denotes one of the components of vector φφφ,

Cn =
(

∫ π

0

sinn−3(θ2)dθ2

)

· · ·
(

∫ π

0

sin(θn−2)dθn−2

)(

∫ 2π

0

dθn−1

)

=
2π

n−1
2

Γ(n−1
2 )

.

Following (3.25), the Fourier symbol of the new anisotropic tempered fractional Lapla-
cian when β = 1 is

F [∆̃1/2,λ
m ] =

∫

|φφφ|=1

[

(k·φφφ) arctan

(

k · φφφ

λ(φφφ)

)

−
λ(φφφ)

2
ln(λ(φφφ)2+(k·φφφ)2)+λ(φφφ) ln(λ(φφφ))

]

m(φφφ)dφφφ.

All the discussions above are based on compound Poisson processes with different
probability distribution of jump length for (tempered) Lévy flights, which render the
deterministic governing equations with classical first derivative temporally. If instead,
the fractional Poisson processes are taken as the renewal process, in which the time
interval between each pair of events follows the power law distribution. Then the
deterministic governing equations with Caputo fractional derivative temporally can
be derived. More precisely, let S(t) be a nondecreasing subordinator [6] with Laplace
exponent sα, α ∈ (0, 1). Then consider a new process Z(t) = X(E(t)), where X(t)
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is the Lévy process discussed in (3.1) with Fourier symbol Φ0(k)− 1 and the inverse
subordinator E(t) = inf{τ > 0 : S(τ) > t}. Then similarly to [9, Eq. (16)-(17)], we
have

pz(Z, t) =

∫ ∞

0

px(Z, τ)pe(τ, t)dτ,

where pe(τ, t) denotes the PDF of E(t). Performing the Fourier-Laplace transform
leads to

˜̂pz(k, s) =
sα−1

sα + 1− Φ0(k)
,

where the notation ·̃ denotes the Laplace transform from t to s. Arranging the terms
and performing the inverse Laplace transform, one obtains

C
0 D

α
t p̂z(k, t) = (Φ0(k)− 1)p̂z(k, t), (3.26)

the only difference of which with (3.1) is the temporal derivative. Then, as the way
of treating (3.1), taking the inverse Fourier transform results in the corresponding
deterministic equations, the specific expressions of which depend on the different
ν(dY).

4. Multiple internal states with anisotropic diffusion. Now, we derive the
fractional Fokker-Planck and Feymann-Kac equations with multiple internal states,
being both temporal and spatial, with the spatial operators being the anisotropic

(tempered) fractional Laplacian ∆
β/2,λ
m presented in the above section. We first try

to make it clear what multiple internal states mean. By CTRW models, the motion
of particles is characterised by two random variables, i.e., waiting time ξ and jump
length η. Assume the process only has three different possibilities of distributions of ξ
and/or η at each step. We call it three internal states S1, S2 and S3, as in Figure 4.1.
The information contained in each internal state Si (i = 1, 2, 3) is the distributions of
ξ and η at current step. More general models may contain more information and more
internal states. In one step, each possibility of the three will yield the next step still
with three different possibilities. So step after step, a Markov chain is formed. As long
as the initial distribution |init〉 and transition matrix M are given, the distribution of
internal states of n-th step can be easily obtained, denoted by (MT )n−1|init〉. Here,
the element mij of the matrix M denotes the transition probability from state i to
state j, and the notations bras 〈·| and kets |·〉 denote the row and column vectors,
respectively.

The number of the internal states are taken as N for fractional Fokker-Planck
and Feymann-Kac equations, the derivation processes of which are similar to the ones
given in [35]. Here we only provide the derivation of Fokker-Planck equation. We
denote the column vector by capital letter and its components by lowercase letters,
e.g., |G(X, t)〉 with its components gi(X, t), i = 1, 2 · · · , N being the PDF of finding
the particle, at time t, position X in n dimensional space and internal state i. Then
define the waiting time distribution matrix Φ(t) = diag(φ1(t), φ2(t), · · · , φN (t)) and
the jump length one Λ(X) = diag(λ1(X), λ2(X), · · · , λN (X)), where φi(t) and λi(X)
are, respectively, the PDFs of waiting time and jump length at the i-th internal state.

Let |Qn(X, t)〉 be composed by qin(X, t), i = 1, 2 · · · , N , representing the PDF of
the particle that just arrives at position X, time t, and i-th internal state, after n
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Fig. 4.1: Three internal states in each step. Each internal state of S1, S2 and S3
contains different distributions of waiting time ξ and/or jump length η.

steps. Thus the matrix of survival probability is

W (t) = diag
(

w1(t), · · · , wN (t)
)

= diag

(
∫ ∞

t

φ1(τ)dτ, · · · ,

∫ ∞

t

φN (τ)dτ

)

= I −

∫ t

0

Φ(τ)dτ,

where I denotes the identity matrix. This indicates that the Laplace transform of
W (t) is

W̃ (s) =
I − Φ̃(s)

s
.

For G and Q, there exists

|G(X, t)〉 =

∫ t

0

W (τ)

∞
∑

n=0

|Qn(X, t)〉dτ. (4.1)

On the other hand, for each component qin of Qn, we have

qin(X, t) =
N
∑

j=1

∫ t

0

∫

Rn

mjiΛ(X−Y)Φ(t − τ)qjn−1(Y, τ)dYdτ.

Thus Q satisfies

|Qn(X, t)〉 =

∫ t

0

∫

Rn

MTΛ(X−Y)Φ(t− τ)|Qn−1(X, t)〉dYdτ. (4.2)

Taking Fourier-Laplace transform to (4.1) and (4.2) leads to

|
˜̂
G(k, s)〉 =

I − Φ̃(s)

s
[I −MT Λ̂(k)Φ̃(s)]−1|init〉. (4.3)

The Fokker-Planck equation can be obtained by applying inverse Fourier-Laplace
transform to (4.3). Here, we take the waiting time distributions as asymptotic power
laws, i.e., in Laplace space Φ̃(s) ∼ I−diag(sα1 , · · · , sαN ), 0 < α1, · · · , αN < 1. As for
jump lengths, they obey the Lévy distributions, i.e., in Fourier space, each component
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of Λ̂(k) is the form of (3.15) with particular βi and λi. Then, the Fokker-Planck
equation with N internal states is

MT ∂

∂t
|G(X, t)〉 = (MT − I)diag(D1−α1

t , · · · , D1−αN
t )|G(X, t)〉

+MTdiag(D1−α1
t ∆β1/2,λ1

m , · · · , D1−αN
t ∆βN/2,λN

m )|G(X, t)〉,

(4.4)

where D1−αi
t is the Riemann-Liouville derivative defined as [29]

D1−αi
t gi(X, t) =

1

Γ(αi)

∂

∂t

∫ t

0

gi(X, τ)

(t− τ)1−αi
dτ, (4.5)

and ∆
βi/2,λi
m denotes the anisotropic (tempered) fractional Laplacian with its Fourier

transform λ̂i(k).

For Feymann-Kac equations, we define the functional A =
∫ t

0 U(X(τ))dτ , where
U is a prespecified function. Denote G(X, A, t) to be the PDF of the functional A
and position X and Ḡ(X, ρ, t) be the Fourier transform from A to ρ. Then we directly
have the Feymann-Kac equation of the forward version

M
T ∂

∂t
|Ḡ(X, ρ, t)〉 = (MT − I)diag(D1−α1

t , · · · ,D1−αN
t )|Ḡ(X, ρ, t)〉

+M
Tdiag(∆β1/2,λ1

m D1−α1
t , · · · ,∆βN/2,λN

m D1−αN
t )|Ḡ(X, ρ, t)〉+ iρU(X)MT |Ḡ(X, ρ, t)〉,

(4.6)

where

D1−αi
t ḡi(X, ρ, t) =

1

Γ(αi)

(

∂

∂t
− iρU(X)

)
∫ t

0

ei(t−τ)ρU(X)

(t− τ)1−αi
ḡi(X, ρ, τ)dτ ; (4.7)

and the backward version is

M
T ∂

∂t
|ḠX0(ρ, t)〉 = (MT − I)diag(D1−α1

t , · · · ,D1−αN
t )|ḠX0(ρ, t)〉

+M
Tdiag(D1−α1

t ∆
β1/2,λ1
m,X0

, · · · ,D1−αN
t ∆

βN/2,λN
m,X0

)|ḠX0(ρ, t)〉+ iρU(X0)M
T |ḠX0(ρ, t)〉.

(4.8)

5. Generalized boundary conditions. In this section, we mainly consider the
initial and boundary value problems with the anisotropic tempered fractional Lapla-
cian. The case for the anisotropic fractional Laplacian can be obtained by taking
λ = 0. Following the ideas of [8, 9], the local boundary ∂Ω itself can not be hit
by the majority of discontinuous sample trajectories; based on this physical implica-
tion, these problems should be specified the generalized Dirichlet and Neumann type
boundary conditions. For the sake of simplicity, we only discuss the anisotropic tem-

pered fractional Laplacian ∆
β/2,λ
m p(X, t) defined in (3.17), i.e., λ and β are constant,

∆β/2,λ
m p(X, t) =

1

|Γ(−β)|

∫

Rn\{0}

[p(X−Y)− p(X)]
m(Y)

eλ|Y||Y|n+β
dY. (5.1)

Consider the time dependent Dirichlet problem:


















∂p(X, t)

∂t
−∆β/2,λ

m p(X, t) = f(X, t) in Ω,

p(X, t) = g(X, t) in Rn\Ω,

p(X, 0) = p0(X) in Ω;

(5.2)
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and the Neumann problem:



















∂p(X, t)

∂t
−∆β/2,λ

m p(X, t) = f(X, t) in Ω,

∆β/2,λ
m p(X, t) = g(X, t) in Rn\Ω,

p(X, 0) = p0(X) in Ω.

(5.3)

Remark 5.1. If we consider the model with Caputo fractional derivative in
time, like (3.26), its Dirichlet problem can be similarly formulated as above while its
Neumann problem should be















C
0 D

α
t p(X, t)−∆β/2,λ

m p(X, t) = f(X, t) in Ω,

D1−α
t ∆β/2,λ

m p(X, t) = g(X, t) in Rn\Ω,

p(X, 0) = p0(X) in Ω,

(5.4)

where D1−α
t is the Riemann-Liouville derivative, defined in (4.5). It should be noted

that the Neumann boundary condition g(X, t) is time dependent both in (5.3) and
(5.4), meaning that the numerical flux of diffusing particles across the boundary ∂Ω
is time dependent.

Remark 5.2. For the problem (5.3) with homogeneous Neumann boundary con-
ditions g = 0 and source term f = 0, if the PDF m(Y) is symmetric, we can prove
the property of conservation of mass inside Ω.

More specifically, from the symmetry of m(Y), we have
∫∫

Ω×Ω

p(X)− p(Y)

eλ|X−Y||X−Y|n+β
m(X−Y)dXdY

=

∫∫

Ω×Ω

p(Y)− p(X)

eλ|X−Y||X−Y|n+β
m(X−Y)dXdY = 0.

Therefore, for (5.3) with f = g = 0,

∂

∂t

∫

Ω

p dX =

∫

Ω

∆β/2,λ
m p(X) dX

= −
1

|Γ(−β)|

∫

Ω

∫

Rn

p(X)− p(Y)

eλ|X−Y||X−Y|n+β
m(X−Y)dYdX

= −
1

|Γ(−β)|

∫

Ω

∫

Rn\Ω

p(X)− p(Y)

eλ|X−Y||X−Y|n+β
m(X−Y)dYdX

= −
1

|Γ(−β)|

∫

Rn\Ω

∫

Ω

p(X)− p(Y)

eλ|X−Y||X−Y|n+β
m(X−Y)dXdY

= −
1

|Γ(−β)|

∫

Rn\Ω

∫

Rn

p(X)− p(Y)

eλ|X−Y||X−Y|n+β
m(X−Y)dXdY

= −
1

|Γ(−β)|

∫

Rn\Ω

∆β/2,λ
m p(Y) dY = 0.

Thus, the quantity
∫

Ω
pdX does not depend on t, which means the conservation of

mass inside Ω.
Based on the definition of ∆

β/2,λ
m p(X, t) in (5.1), there is no need for the solution

p(X, t) to vanish at infinity. To guarantee the convergence of the integral in (5.1),
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the solution p(X, t) should satisfy that there exist positive M and C such that when
|X| > M ,

|p(X, t)| < Ce(λ−ǫ)|X| for positive small ǫ.

This is an essential difference from Riesz fractional derivatives [36], which must vanish

at infinity. A special example is that p(X, t) ≡ 1 and ∆
β/2,λ
m 1 ≡ 0. Indeed, that

p(X, t) does not vanish at infinity still has some clear physical meaning, e.g., escape
probability [11]. Considering the case of β = 2 in (3.15), we have

F [∆1,λ
m p(X, t)] =

∫

|φφφ|=1

[

− (k · φφφ)2 − 2λ(ik · φφφ)
]

m(φφφ)dφφφ · p̂(k, t). (5.5)

In this case, m(φφφ) determines the covariance matrix a in (1.2) [21]. If m(φφφ) is sym-
metric, the term containing ik, corresponding to the first order derivative, vanishes.
If not, from (5.5),

F [∆1,λ
m p(X, t)] =

(

(ik)TA(ik)− 2λ(ik)Tb
)

p̂(k, t), (5.6)

where the matrix A = (aij)n×n with aij =
∫

|φφφ|=1φφφiφφφj m(φφφ)dφφφ and the vector b =

(bj)n×1 with bj =
∫

|φφφ|=1
φφφj m(φφφ)dφφφ. This implies

∆1,λ
m =

n
∑

i,j=1

aij
∂2

∂Xi∂Xj
+ 2λ

n
∑

j=1

bj
∂

∂Xj
. (5.7)

Then the weak solution p ∈ H1(Rn) of (5.3) satisfies, for all q ∈ H1(Rn),

∫

Ω

∂p

∂t
qdX+

∫

Rn

n
∑

i,j=1

aij
∂p

∂Xi

∂q

∂Xj
dX−2λ

∫

Rn

n
∑

j=1

bj
∂p

∂Xj
qdX =

∫

Ω

fqdX−

∫

Rn\Ω

gqdX.

For the Neumann boundary conditions in (5.3), we have

∫

Rn\Ω

gqdX =

∫

Rn\Ω

n
∑

i,j=1

aij
∂2p

∂Xi∂Xj
qdX+ 2λ

∫

Rn\Ω

n
∑

j=1

bj
∂p

∂Xj
qdX

= −

∫

∂Ω

n
∑

i,j=1

aij
∂p

∂ni
qds−

∫

Rn\Ω

n
∑

i,j=1

aij
∂p

∂Xi

∂q

∂Xj
dX+ 2λ

∫

Rn\Ω

n
∑

j=1

bj
∂p

∂Xj
qdX.

Then

∫

Ω

∂p

∂t
qdX+

∫

Ω

n
∑

i,j=1

aij
∂p

∂Xi

∂q

∂Xj
dX− 2λ

∫

Ω

n
∑

j=1

bj
∂p

∂Xi
qdX

=

∫

Ω

fqdX+

∫

∂Ω

n
∑

i,j=1

aij
∂p

∂ni
qds,

which means that the usual Neumann boundary condition is recovered. Similarly, for
the Dirichlet boundary condition in (5.2), when β = 2, ∆1,λ

m becomes a local operator.
Then only the information of g(X, t) on the boundary ∂Ω is used to solve the problem,
implying that the usual Dirichlet boundary condition is recovered.
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6. Well-posedness and regularity. Here we show the well-posedness of the
problems provided in the above section. First we define the fractional Sobolev space
for s ∈ (0, 1),

Hs(Ω) :=
{

v ∈ L2(Ω) : |v|Hs(Ω) < ∞
}

,

where

|v|Hs(Ω) =

(
∫∫

Ω×Ω

(v(x) − v(y))2

|x− y|n+2s
dxdy

)1/2

is the Aronszajn-Slobodeckij seminorm. The space Hs(Ω) is a Banach space, endowed
with the norm

‖v‖Hs(Ω) :=
(

‖v‖2L2(Ω) + |v|2Hs(Ω)

)1/2

.

Equivalently, the space Hs(Ω) can be regarded as the restriction to Ω of functions in
Hs(Rn). We define Hs

0(Ω) as the closure of C∞
0 (Ω) in Hs(Ω). Consider the space

H̃s
0(Ω) = {v ∈ Hs(Rn) : v = 0 in Rn\Ω}

equipped with the Hs(Rn) norm. The dual space of H̃s
0 (Ω) is denoted by H−s(Ω) or

H̃s
0(Ω)

′.

If g ∈ L2(0, T ;Hβ/2(Rn)) ∩ H1(0, T ;H−β/2(Rn)) and f ∈ L2(0, T ;H−β/2(Ω)),

then the weak formulation of (5.2) is to find p = p̃+g such that p̃ ∈ L2(0, T ; H̃
β/2
0 (Ω))∩

H1(0, T ;H−β/2(Ω)) →֒ C([0, T ];L2(Ω)) and

∫ T

0

∫

Ω

∂tp̃ q dXdt+
1

2|Γ(−β)|

∫ T

0

a(p̃, q)dt =

∫ T

0

∫

Ω

(f +∆β/2,λ
m g − ∂tg) q dXdt (6.1)

for all q ∈ L2(0, T ; H̃
β/2
0 (Ω)), where

a(p̃, q) = 2|Γ(−β)|
(

−∆β/2,λ
m p̃, q

)

= 2

∫∫

Rn×Rn

(p̃(X)− p̃(Y))

eλ|X−Y||X−Y|n+β
q(X)m(X −Y)dXdY

= 2

∫∫

Rn×Rn

(p̃(Y) − p̃(X))

eλ|X−Y||X−Y|n+β
q(Y)m(Y −X)dXdY

=

∫∫

Rn×Rn

(p̃(X)− p̃(Y))(q(X)m(X −Y) − q(Y)m(Y −X))

eλ|X−Y||X−Y|n+β
dXdY.

(6.2)

To show the well-posedness of the weak formulation (6.1), the main task is to prove

the continuity and coercivity of bilinear form a(p̃, q), while l(q) :=
∫

Ω
(f +∆

β/2,λ
m g −

∂tg) q dX is a continuous linear functional on L2(0, T ; H̃
β/2
0 (Ω)) evidently. Here, the

bilinear form a(p̃, q) is based on (3.17). For (3.19), the bilinear form becomes a little
bit complex. But the well-posedness still is valid since we mainly prove it in Fourier
space.

Lemma 6.1. The bilinear form a(p, q) is continuous on Hβ/2(Rn)×Hβ/2(Rn).
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Proof. We prove the continuity in the Fourier space. Using the Parseval equality
and Theorem 3.1, we have

a(p, q) =2|Γ(−β)|(F [−∆β/2,λ
m p],F [q])

=2Γ(−β)

∫

Rn

∫

|φφφ|=1

(

λβ − (λ2 + (k · φφφ)2)β/2e−iβη
)

m(φφφ)dφφφ p̂(k)q̂(k)dk,
(6.3)

where η = arctan
(

k·φφφ
λ

)

. Then because of (λ2 + |k · φφφ|2)β/2 ≤ 2β/2(λβ + |k · φφφ|β),

|a(p, q)| ≤ C

∫

Rn

∫

|φφφ|=1

(1 + |k · φφφ|β)m(φφφ)dφφφ |p̂(k)||q̂(k)|dk

≤ C

∫

Rn

∫

|φφφ|=1

(1 + |k|β)m(φφφ)dφφφ |p̂(k)||q̂(k)|dk

= C

∫

Rn

(1 + |k|β) |p̂(k)||q̂(k)|dk

≤ C
(

∫

Rn

(1 + |k|β)|p̂(k)|2dk
)1/2

·
(

∫

Rn

(1 + |k|β)|q̂(k)|2dk
)1/2

= C‖p‖Hβ/2(Rn) · ‖q‖Hβ/2(Rn),

(6.4)

which completes the proof.
Before proving the coercivity of the bilinear form a(q, q), we show a Lemma first.

Because of the Parseval equality, there exists

a(q, q) =2|Γ(−β)|
(

F [−∆β/2,λ
m q],F [q]

)

=2Γ(−β)

∫

Rn

∫

|φφφ|=1

(

λβ − (λ2 + (k · φφφ)2)β/2e−iβη
)

m(φφφ)dφφφ |q̂(k)|2dk

=2Γ(−β)

∫

Rn

d(k) |q̂(k)|2dk,

(6.5)

where η = arctan(k·φφφλ ) and d(k) =
∫

|φφφ|=1

(

λβ−(λ2+(k ·φφφ)2)β/2e−iβη
)

m(φφφ)dφφφ. Thus

the complex conjugate of d(k) satisfies d(k) = d(−k), which implies that ℑ[d(k)] is
an odd function. On the other hand, since q̂(k) =

∫

Rn eik·Xq(X)dX and q(X) is a

real function, we have q̂(k) = q̂(−k) and |q̂(k)|2 is an even function by

|q̂(k)|2 = q̂(k)q̂(k) = q̂(−k)q̂(−k) = |q̂(−k)|2.

Therefore, ℑ[a(q, q)] = 0 and

a(q, q) = 2Γ(−β)

∫

Rn

∫

|φφφ|=1

(

λβ − (λ2 +(k ·φφφ)2)β/2 cos(βη)
)

m(φφφ)dφφφ |q̂(k)|2dk. (6.6)

For the isotropic case, m(φφφ) is a constant, and

F [−∆β/2,λq(X)] =
(−1)⌈β⌉

ωn

∫

|φφφ|=1

(

λβ − (λ2 + (k · φφφ)2)
β
2 cos(βη)

)

dφφφ · q̂(k). (6.7)

In the following, we show that under some reasonable assumptions on m(φφφ) there
exists a constant C > 0 such that

ℜ[F [−∆β/2,λ
m q(X)] · q̂(k)] ≥ CF [−∆β/2,λq(X)] · q̂(k) ∀k ∈ Rn, (6.8)
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where

ℜ[F [−∆β/2,λ
m q(X)]·q̂(k)] = (−1)⌈β⌉

∫

|φφφ|=1

(

λβ−(λ2+(k·φφφ)2)
β
2 cos(βη)

)

m(φφφ)dφφφ·|q̂(k)|2.

Definition 6.2. A probability density function m(φφφ) on the unit sphere in Rn is
said to be nondegenerate if the set Am(φφφ) := {φφφ;m(φφφ) 6= 0} can span the whole space
Rn.

Lemma 6.3. Let β ∈ (0, 1)∪(1, 2). For the operator −∆
β/2,λ
m , the non-degeneration

of a probability density function m(φφφ) on the unit sphere is equivalent to (6.8).

Proof. Denote f(k · φφφ) = (−1)⌈β⌉(λβ − (λ2 + (k · φφφ)2)
β
2 cos(βη)). Then f ′ ≥ 0

and fmin = f(0) = 0 [39, Appendix], which implies that F [−∆β/2,λq(X)] · q̂(k) ≥ 0

and ℜ[F [−∆
β/2,λ
m q(X)] · q̂(k)] ≥ 0. If k = 0, then (6.8) holds. If k 6= 0, then (6.8) is

equivalent to

ℜ[F [−∆
β/2,λ
m q(X)] · q̂(k)]

F [−∆β/2,λq(X)] · q̂(k)
≥ C > 0 ∀k ∈ Rn.

First we prove the sufficiency. If the probability density function m(φφφ) is degenerate,
i.e., span{Am(φφφ)} is the strict subspace of Rn, then there existsQ being the orthogonal
complement of span{Am(φφφ)} in Rn, satisfying ∀k ∈ Q and ∀φφφ ∈ Am(φφφ), (k·φφφ) = 0. In
this case, there exist k,φφφ ∈ Q ⊂ Rn s.t. (k ·φφφ) > 0. It means that F [−∆β/2,λq(X)] ·

q̂(k) > 0 but ℜ[F [−∆
β/2,λ
m q(X)] · q̂(k)] = 0. Then (6.8) does not hold.

On the contrary, for necessity, we assume that m(φφφ) is nondegenerate. If q(X)

does not equal to zero but ℜ[F [−∆
β/2,λ
m q(X)] · q̂(k)] = 0, then for any φφφ and k, f(k ·

φφφ)m(φφφ) = 0 almost everywhere. Since m(φφφ) is nondegenerate, k must be orthogonal
to the space span{Am(φφφ)}(= Rn). So k must be a zero vector, which means that

ℜ[F [−∆
β/2,λ
m q(X)] · q̂(k)] = 0 has the only zero point k = 0 if q(X) is not zero. By

a simple calculation, both ℜ[F [−∆
β/2,λ
m q(X)] · q̂(k)] and F [−∆β/2,λq(X)] · q̂(k) are

O(|k|2) when |k| → 0 and O(|k|β) when |k| → ∞. Then Eq. (6.8) holds.

Lemma 6.4. Let q ∈ H̃
β/2
0 (Ω). If the probability density function m(φφφ) is

nondegenerate, then the bilinear form a(q, q) ≥ C|q|2
Hβ/2(Rn)

, i.e., it is coercive in

Hβ/2(Rn).
Proof. The coercivity is proved in two steps. The first step is to show that a(q, q)

can bound the bilinear form ã(q, q) with isotropic m(φφφ), i.e., a(q, q) ≥ Cã(q, q), where

ã(p, q) =

∫∫

Rn×Rn

(p(X)− p(Y))(q(X) − q(Y))

eλ|X−Y||X−Y|n+β
dXdY. (6.9)

In the second step, we prove that ã(q, q) can be bounded by the norm ‖q‖2
Hβ/2(Rn)

.

In the first step, we prove it in the Fourier space like Lemma 6.1. It suffices to
prove that there exists a positive constant C such that

ℜ[F [−∆β/2,λ
m q(X)] · q̂(k)] ≥ CF [−∆β/2,λq(X)] · q̂(k) ∀k ∈ Rn, (6.10)

which can be guaranteed if m(φφφ) is nondegenerate from Lemma 6.3. See [13, (5.11)]
for some specific expressions of m(φφφ), where the two dimensional case is discussed,
but without tempering. In the second step, we adopt the technique of [39, Proposition
3.2] by taking a sufficiently big ball Bρ centering at the origin with radius ρ, such that
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Ω ⊂ Bρ. Denote δ > 0 as the distance between Ω and ∂Bρ, δ = inf
X∈Ω,Y∈∂Bρ

|X−Y|.

Then for q ∈ H̃
β/2
0 (Ω),

|q|2Hβ/2(Bρ)
=

∫

Bρ

∫

Bρ

(q(X) − q(Y))2

|X−Y|n+β
dXdY

≥

∫

Ω

q2(X)

∫

Bρ\Ω

1

|X−Y|n+β
dYdX

≥ (2ρ)−n−β |Bρ\Ω|

∫

Ω

q2(X)dX

= C‖q‖2L2(Ω) = C‖q‖2L2(Rn)

(6.11)

and

|q|2Hβ/2(Rn) = |q|2Hβ/2(Bρ)
+ 2

∫

Ω

∫

Rn\Bρ

(q(X))2

|X−Y|n+β
dYdX

≤ |q|2Hβ/2(Bρ)
+ 2

∫

Ω

(q(X))2dX

∫

Rn\Bδ

|Y|−n−βdY

= |q|2Hβ/2(Bρ)
+

2ωnδ
−β

β
‖q‖2L2(Ω)

≤ C|q|2Hβ/2(Bρ)
.

(6.12)

Therefore,

ã(q, q) =

∫∫

Rn×Rn

(q(X) − q(Y))2

eλ|X−Y||X−Y|n+β
dXdY

≥

∫∫

Bρ×Bρ

(q(X) − q(Y))2

eλ|X−Y||X−Y|n+β
dXdY

≥ e−2λρ|q|2Hβ/2(Bρ)
,

≥ C‖q‖2Hβ/2(Rn).

(6.13)

The proof is completed.

Theorem 6.5 (Existence and uniqueness of weak solutions). Let p0 ∈ L2(Ω),
f ∈ L2(0, T ;H−β/2(Ω)) and g ∈ L2(0, T ;Hβ/2(Rn)) ∩ H1(0, T ;H−β/2(Rn)). If the
probability density function m(φφφ) is nondegenerate, there exists a unique weak solution
of (5.2) in the sense of (6.1).

Proof. The continuity and coercivity of bilinear form a(p̃, q) have been obtained.
Furthermore, l(q) is a continuous linear functional. Then the original initial boundary
value problem (5.2) has a unique solution.

For the Neumann problem (5.3), firstly we define the tempered fractional space

Hβ/2,λ(Rn) =
{

v ∈ L2(Rn) : |v|Hβ/2,λ(Rn) < ∞
}

,

where the seminorm

|v|Hβ/2,λ(Rn) =

(
∫

Rn

∫

Rn

(v(X) − v(Y))2

eλ|X−Y||X−Y|n+β
dXdY

)1/2

(6.14)
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and the norm

‖v‖Hβ/2,λ(Rn) =
(

‖v‖2L2(Rn) + |v|2Hβ/2,λ(Rn)

)1/2

. (6.15)

The main difference of Neumann problem with Dirichlet one is that essentially it
is an unbounded problem. There are also some interesting properties for the operator

∆
β/2,λ
m defined in unbounded domain, e.g., ∆

β/2,λ
m 1 = 0 for constant 1, which may

produce some dedicated/complicated issues for the choice of function spaces, ways of
proving the well-posedness, etc. For example, for the bilinear form a(·, ·) in (6.2),

|a(p, q)| 
 C |p|Hβ/2,λ(Rn) · |q|Hβ/2,λ(Rn). (6.16)

In fact, take n = 1, q(x) ≡ 1 and

p(x) =

{

−1 x < 0
0 x ≥ 0,

m(x) =

{

0 x = −1
1 x = 1.

Then the right hand side of (6.16) equals to 0 while the left hand side

a(p, q) = 2

∫ ∞

−∞

∫ ∞

−∞

p(x) − p(y)

eλ|x−y||x− y|1+β
m(sgn(x− y))dxdy

= 2

∫ ∞

−∞

∫ ∞

y

p(x) − p(y)

eλ|x−y||x− y|1+β
dxdy

= 2

∫ 0

−∞

∫ ∞

0

1

eλ|x−y||x− y|1+β
dxdy > 0.

In the following, we just focus on the case that the probability density function
m(Y) is symmetric. We define the function space, containing the functions that may
not vanish at the infinity,

V = {p ∈ L2(Ω) : |p|
H

β/2,λ
m (Rn)

< ∞}, (6.17)

furnished with the norm

‖p‖V =
(

‖p‖2L2(Ω) + |p|2
H

β/2,λ
m (Rn)

)1/2

,

|p|
H

β/2,λ
m (Rn)

=

(
∫

Rn

∫

Rn

(p(X)− p(Y))2

eλ|X−Y||X−Y|n+β
m(X−Y)dXdY

)1/2

.

(6.18)

Proposition 6.6. V is a Hilbert space with the norm defined in (6.18).
Proof. We first verify that the norm in (6.18) is well-defined. Let ‖p‖V = 0.

It can be easily obtained that p = 0 a.e. in Ω from ‖p‖L2(Ω) = 0. Then from
|p|

H
β/2,λ
m (Rn)

= 0, one gets that (p(X) − p(Y))2m(X − Y) = 0 a.e. in Rn. Since m

is nondegenerate, there exist n linearly independent nonzero vectors ri, i = 1, · · · , n,
satisfying m(ri) 6= 0. Thus ri · ∇p = 0, which implies that ∇p is orthogonal to ri for
all i = 1, · · · , n. Therefore, ∇p = 0, which leads to p = 0 a.e. in Rn, by combining
with p = 0 a.e. in Ω.

Then we prove that V is complete by imitating the proof of [10, Proposition 3.1].
Take a Cauchy sequence pk with respect to the norm in (6.18). In particular, pk is
a Cauchy sequence in L2(Ω) and therefore, up to a subsequence, we suppose that pk
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converges to some p in L2(Ω) and a.e. in Ω. On the other hand, for any (X,Y) ∈ R2n,
define

Epk
(X,Y) := (pk(X)− pk(Y))

m1/2(X−Y)

eλ|X−Y|/2|X−Y|(n+β)/2
. (6.19)

Accordingly, since pk is a Cauchy sequence in V , for any ε > 0, there exists Nε ∈ N
such that if k, k′ ≥ Nε then

ε2 ≥

∫

R2n

|(pk−pk′)(X)−(pk−pk′)(Y)|2
m(X−Y)

eλ|X−Y||X−Y|n+β
dXdY = ‖Epk

−Ep′
k
‖2L2(R2n),

which means that Epk
is a Cauchy sequence in L2(R2n). Up to a subsequence, we

assume that Epk
converges to some E in L2(R2n) and a.e. in R2n.

Fixing X0 ∈ Ω, there exists limk→∞ pk(X0) = p(X0); then for any given Y ∈
Rn\Ω, we have that

lim
k→∞

Epk
(X0,Y) = E(X0,Y).

Noticing that

Epk
(X0,Y) := (pk(X0)− pk(Y))

m1/2(X0 −Y)

eλ|X0−Y|/2|X0 −Y|(n+β)/2
,

there exists

lim
k→∞

pk(Y) = lim
k→∞

(

pk(X0)−
eλ|X0−Y|/2|X0 −Y|(n+β)/2

m1/2(X0 −Y)
Epk

(X0,Y)

)

= p(X0)−
eλ|X0−Y|/2|X0 −Y|(n+β)/2

m1/2(X0 −Y)
E(X0,Y)

for a.e. Y ∈ Rn\Ω. This means that pk converges to some p a.e. in Rn. So, using
that pk is a Cauchy sequence in V, fixed any ε > 0, there exists Nε ∈ N such that, for
any k′ ≥ Nε,

ε2 ≥ lim inf
k→∞

‖pk − pk′‖2V

= lim inf
k→∞

∫

Ω

(pk − pk′)2dX

+ lim inf
k→∞

∫

Rn

∫

Rn

|(pk − pk′)(X) − (pk − pk′)(Y)|2
m(X−Y)

eλ|X−Y||X−Y|n+β
dXdY

≥

∫

Ω

(p− p′k)
2dX+

∫

Rn

∫

Rn

((p− pk′)(X)− (p− pk′)(Y))2
m(X−Y)

eλ|X−Y||X−Y|n+β
dXdY

= ‖p− pk′‖2V,

where the Fatous Lemma is used. This says that p′k converges to p in V, showing that
V is complete.

Then the weak formulation of (5.3) is to find p ∈ L2(0, T ;V) ∩ H1(0, T ;V′) sat-
isfying

∫ T

0

∫

Ω

∂p

∂t
qdXdt+

1

2|Γ(−β)|

∫ T

0

a(p, q)dt =

∫ T

0

∫

Ω

f qdXdt−

∫ T

0

∫

Rn\Ω

gq dXdt (6.20)
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for all q ∈ L2(0, T ;V), where

a(p, q) =

∫∫

Rn×Rn

(p(X)− p(Y))(q(X) − q(Y))

eλ|X−Y||X−Y|n+β
m(X−Y)dXdY. (6.21)

Similar to [9, Theorem 4.2], we have
Theorem 6.7 (Existence and uniqueness of weak solutions). Let p0 ∈ L2(Ω),

f ∈ L2(0, T ;L2(Ω)) and g ∈ L2(0, T ;V′). If m(Y) is nondegenerate, then there exists
a unique weak solution of (5.3) in the sense of (6.20).

Proof. Let tk = kτ , k = 0, 1, . . . , N , be a partition of the time interval [0, T ], with
step size τ = T/N , and define

fk(X) :=
1

τ

∫ tk

tk−1

f(X, t)dt, gk(X) :=
1

τ

∫ tk

tk−1

g(X, t)dt, k = 1, . . . , N.

Then consider the time discrete problem: for a given pk−1 ∈ V, find pk ∈ V such that

1

τ

∫

Ω

pk(X)q(X)dX +
1

2|Γ(−β)|
a(pk(X), q(X))

=
1

τ

∫

Ω

pk−1(X)q(X)dX +

∫

Ω

fk(X)q(X)dX −

∫

Rn\Ω

gk(X)q(X)dX ∀ q ∈ V.

(6.22)

From the definition of V in (6.18), the continuity and coercivity of a(p, q) of the left
hand side of (6.22) on V is evident. For the last term on the right hand side, we define
g(X) = 0,X ∈ Ω for supplementary. Then gk(X) = 0,X ∈ Ω, and

∣

∣

∣

∣

∣

∫

Rn\Ω

gk(X)q(X)dX

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∫

Rn

gk(X)q(X)dX

∣

∣

∣

∣

≤ ‖gk(X)‖V′‖q(X)‖V.

Thus, the right hand side of (6.22) satisfies

RHS ≤ C‖pk−1‖L2(Ω) · ‖q‖L2(Ω) + ‖fk‖L2(Ω) · ‖q‖L2(Ω) + ‖gk‖V′‖q‖V

≤ C
(

‖pk−1‖L2(Ω) + ‖fk‖L2(Ω) + ‖gk‖V′

)

· ‖q‖V,

which implies that the right hand side is a continuous linear functional on V. There-
fore, by the Lax-Milgram Lemma, there exists a unique solution pk ∈ V for (6.22).
Then using the technique in [9, Theorem 4.2], there exists a unique solution p satis-
fying (6.20).

7. Conclusion. This is a companion paper with the latest one [9]. The main
generalizations come from three aspects: 1. the diffusion operators characterizing
(normal or anomalous) diffusion without scaling limit are presented; 2. very general
anisotropic diffusion operators describing nonhomogeneous phenomena are proposed;
3. the tempered anisotropic diffusion operators are introduced by two different ways
with different motivations, and they are proved to be equivalent; 4. the well-posedness
and regularity of the anisotropic diffusion equations are discussed; 5. the models for
the anisotropic anomalous diffusion with multiple internal states are built, including
the Fokker-Planck and Feymann-Kac equations, respectively, governing the PDF of
positions of particles and the PDF of the functional of the particles’ trajectories. More
wide applications and numerical methods for the newly built various models will be
detailedly discussed in the near future.
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Appendix A. Proof of Theorem 3.1.

Proof. We mainly prove the equivalence of the anisotropic tempered fractional
Laplacian in (3.19) of Case II to the alternative definition (3.15). The equivalence of
the anisotropic fractional Laplacian of Case I and definition (3.14) can be obtained
similarly. Taking Fourier transform of the right hand side of (3.19) leads to

F

[

∆β/2,λ
m p(X, t)

]

(k)

=
1

|Γ(−β)|

∫

Rn

eik·Y − 1− ik ·Y

eλ|Y||Y|n+β
m(Y)dY · p̂(k, t)

−
1

|Γ(−β)|
Γ(1− β)λβ−1(−ik · b)p̂(k, t)

=
1

|Γ(−β)|

[

∫

Rn

cos(k ·Y)− 1

eλ|Y||Y|n+β
m(Y)dY + i

∫

Rn

sin(k ·Y)− k ·Y

eλ|Y||Y|n+β
m(Y)dY

]

· p̂(k, t)

+
1

|Γ(−β)|
Γ(1− β)λβ−1

∫

|φφφ|=1

(ik · φφφ)m(φφφ)dφφφ · p̂(k, t).

Since β ∈ (1, 2) in this case, by polar coordinate transformation and integration by
parts, we have,

∫

Rn

1− cos(k ·Y)

eλ|Y||Y|n+β
m(Y)dY

=

∫ ∞

0

∫

|φφφ|=1

r−1−βe−λr(1− cos(rk · φφφ))m(φφφ)dφφφdr

=
λ2

(−β)(1 − β)

∫ ∞

0

r1−βe−λr

∫

|φφφ|=1

(1− cos(rk · φφφ))m(φφφ)dφφφdr

−
2λ

(−β)(1 − β)

∫ ∞

0

r1−βe−λr

∫

|φφφ|=1

(k · φφφ) sin(rk · φφφ)m(φφφ)dφφφdr

+
1

(−β)(1 − β)

∫ ∞

0

r1−βe−λr

∫

|φφφ|=1

(k · φφφ)2 cos(rk ·φφφ)m(φφφ)dφφφdr

=

∫

|φφφ|=1

(I1 + I2 + I3) m(φφφ)dφφφ.

Then using the formulae [16, Eq. (3.944(5-6))] and taking η = arctan (k·φφφ)
λ , we get

I1 = Γ(−β)λβ − Γ(−β)(λ2 + (k ·φφφ)2)
β
2 −1 · λ2 cos((2 − β)η),

I2 = −2Γ(−β)(λ2 + (k ·φφφ)2)
β
2 −1 · (k ·φφφ)λ sin((2 − β)η),

I3 = Γ(−β)(λ2 + (k ·φφφ)2)
β
2 −1 · (k · φφφ)2 cos((2− β)η),

which results in

I1 + I2 + I3 = Γ(−β)
(

λβ − (λ2 + (k · φφφ)2)
β
2 cos(βη)

)

.
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Then
∫

Rn

cos(k ·Y)− 1

eλ|Y||Y|n+β
m(Y)dY = −Γ(−β)

∫

|φφφ|=1

(

λβ− (λ2+(k ·φφφ)2)
β
2 cos(βη)

)

m(φφφ)dφφφ.

(A.1)
Similarly,

∫

Rn

sin(k ·Y)− k ·Y

eλ|Y||Y|n+β
m(Y)dY

=

∫ ∞

0

∫

|φφφ|=1

r−1−βe−λr(sin(rk · φφφ)− rk · φφφ)m(φφφ)dφφφdr

=
λ2

(−β)(1− β)

∫ ∞

0

r1−βe−λr

∫

|φφφ|=1

(sin(rk · φφφ)− rk · φφφ)m(φφφ)dφφφdr

−
2λ

(−β)(1 − β)

∫ ∞

0

r1−βe−λr

∫

|φφφ|=1

(k · φφφ)(cos(rk · φφφ)− 1)m(φφφ)dφφφdr

−
1

(−β)(1 − β)

∫ ∞

0

r1−βe−λr

∫

|φφφ|=1

(k · φφφ)2 sin(rk · φφφ)m(φφφ)dφφφdr

=− Γ(−β)

∫

|φφφ|=1

(λ2 + (k ·φφφ)2)
β
2 sin(βη) m(φφφ)dφφφ

− Γ(1− β)λβ−1

∫

|φφφ|=1

(k ·φφφ)m(φφφ)dφφφ.

(A.2)

Combining (A.1) and (A.2) leads to the anisotropic tempered fractional Laplacian in
Fourier space

F [∆β/2,λ
m p(X, t)] = (−1)⌈β⌉

∫

|φφφ|=1

(

(λ2 + (k · φφφ)2)
β
2 e−iβη − λβ

)

m(φφφ)dφφφ · p̂(k, t),

= (−1)⌈β⌉
∫

|φφφ|=1

(

(λ− ik · φφφ)β − λβ
)

m(φφφ)dφφφ · p̂(k, t),

which equals to (3.15).
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