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Abstract. We consider a fractional version of the Heston volatility model which is inspired
by [16]. Within this model we treat portfolio optimization problems for power utility functions.
Using a suitable representation of the fractional part, followed by a reasonable approximation
we show that it is possible to cast the problem into the classical stochastic control framework.
This approach is generic for fractional processes. We derive explicit solutions and obtain as
a by-product the Laplace transform of the integrated volatility. In order to get rid of some
undesirable features we introduce a new model for the rough path scenario which is based on
the Marchaud fractional derivative. We provide a numerical study to underline our results.

Key words : Fractional stochastic processes; Heston model; Rough paths; Stochastic
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1. Introduction

The stochastic volatility model of [19] is nowadays a standard model for the pricing of financial
derivatives which is underlined by the tremendous amount of related literature; compare e.g. the
extensive textbook [33] and the references therein for a comprehensive overview. In the context
of continuous-time portfolio optimization, which is concerned with finding a trading strategy
that maximizes expected utility from terminal wealth, the Heston model has among others been
dealt with in [37, 4, 23, 27, 1] using stochastic control methods and in [21] using martingale
methods.

Fractional variants of the Heston model, which use a fractional Brownian motion with Hurst
index H > 1/2 as driver of the volatility process, and thus modeling a long term memory effect,
have been studied by a large strand of literature, including e.g. [5, 26].

Initiated by the observation that volatility is rough in [14], the current literature takes a
new point of view: Rough Heston models, which use a fractional Brownian motion with Hurst
index H < 1/2 as driver of the volatility process, incorporating a better fit of implied volatility
surfaces as shown in [14], have become very popular; compare e.g. [16, 7]. Subsequently many
papers concerning option pricing, simulation of paths, asymptotics, and the foundations of
fractional and rough environments have emerged; compare [2, 8, 20, 30, 11, 15] to name a few.
This increasing importance of rough path theory in general is also reflected by the well-known
monographs [29, 12].

Portfolio optimization in fractional and rough models, has on the other hand for a long time
gained little attention. In an early work, [35] deals with the Merton problem in a fractional Black-
Scholes market. However, with the increasing popularity of rough volatility models, stochastic
control methods and portfolio optimization in these models has recently been addressed as
follows: For instance, in [6] it is shown for a class of controlled differential equations driven by
rough paths that the value function satisfies a Hamilton-Jacobi-Bellman type equation. In a
concrete optimal portfolio setting, [9, 10] use martingale distortion representations of the value
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function to establish a first-order approximation of the optimal value, when the return and
volatility of the underlying asset are functions of a fractional Ornstein-Uhlenbeck process.

In this paper we use the classical stochastic control approach and solve the optimal portfolio
problem of an investor with a power-utility function in fractional and rough Heston models. Of
course a direct application of the stochastic control method is not possible since the respective
stochastic processes (volatility and stock price process) are non-Markovian; compare e.g. [31].
However, we show by means of a suitable representation of the fractional part followed by a
reasonable approximation that it is possible to cast the problem into the classical framework. Our
calculations are therefore based on a finite dimensional approximation of the underlying volatility
process, inspired by the affine representation of fractional processes in [3, 17]. Solutions to the
original optimization problems are then obtained as the limit of the approximated problems.
This procedure gives rise to a numerical solution method for these kind of problems. Moreover,
as a by-product, we deduce Feynman-Kac type formulas in the fractional and the rough case,
which characterize the solutions of the associated partial differential equations as the Laplace
transform of the integrated volatility process. In the rough case we use a new model for the
volatility which is based on the Marchaud fractional derivative and which seems to remedy some
shortcomings of previous models. Indeed it turns out that one has to be very careful with the
usage of fractional volatility models for portfolio optimization. This is on one hand due to the
general behavior of these models but also due to the dependency properties.

The outline of our paper is as follows: Section 2 introduces the financial market model and
the optimization problem in case of a Hurst parameter H ∈ (1

2 , 1). We use here the fractional
Riemann-Liouville integral (compare [16]) for the volatility. In Section 3, we provide a finite
dimensional approximation of the optimization problem, derive a solution by solving the cor-
responding Hamilton-Jacobi-Bellman equation, and verify that the obtained solution is indeed
optimal. Section 4 then shows that the solution of the approximated fractional model converges
to the solution of the original fractional model. In Section 5 we put emphasis on the definition of
a suitable rough Heston model for Hurst parameter H ∈ (0, 1

4) which is based on the Marchaud
fractional derivative and solve the corresponding optimal investment problem. Section 6 then
illustrates the fractional and rough Heston models and assesses the behavior of the deduced
optimal investment strategies. The appendix contains some proofs and auxiliary results.

2. The Financial Market Model and the Optimization Problem

Suppose that (Ω,F , (Ft)0≤t≤T ,P) is a filtered probability space and T > 0 is a fixed time horizon.
We consider a financial market with one bond and one risky asset. The bond evolves according
to

dS0
t = rS0

t dt (2.1)

with r > 0 being the interest rate. The stock price process S = (St) is given by

dSt = St
(
(r + λνt)dt+

√
νtdB

S
t

)
(2.2)

where (BS
t ) is an (Ft)-Brownian motion and λ > 0 a constant. The volatility process (νt) is a

’fractional’ Cox-Ingersoll-Ross process with ν0 := v0 ≥ 0:

νt = v0 +
1

Γ(α)

∫ t

0
(t− s)α−1Zsds (2.3)

where α = 2H− 1 ∈ (0, 1) with Hurst index H ∈
(

1
2 , 1
)

and

dZt = κ(θ − Zt)dt+ σ
√
ZtdB

Z
t (2.4)

with Z0 := z0 ≥ 0 is the usual Cox-Ingersoll-Ross model. The constants κ, θ, σ are assumed
to be positive and satisfy the Feller condition 2κθ ≥ σ2. This implies that (Zt) stays strictly
positive with probability one. The ’rough volatility’ case H ∈ (0, 1

4) will be considered later.

Also (BZ
t ) is an (Ft)-Brownian motion. We assume that (BS

t ) and (BZ
t ) are correlated with
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correlation ρ ∈ (−1, 1), i.e. 〈BS , BZ〉t = ρt. Note that the integral which appears in (2.3) is
well-defined for α ∈ (0, 1) since Γ(z) :=

∫∞
0 e−ttz−1dt is well-defined for z > 0. The operator

Iα0 f(t) :=
1

Γ(α)

∫ t

0
(t− s)α−1f(s)ds (2.5)

is the classical left fractional Riemann-Liouville integral of order α, also called Euler transfor-
mation (see Definition 2.1 in [34]). Among others it has the property that

lim
α→0

Iα0 f(t) = f(t) (2.6)

pointwise (see e.g. Theorem 2.7. in [34]) which means that in the limiting case α ↓ 0 we obtain
the classical Heston model of [19]. Since Zt ≥ 0 almost surely we obtain that νt ≥ ν0 almost
surely for all t ≥ 0. It can be shown (see [16]) for t, h ≥ 0 that

Cov(νt+h, νt) =
1

Γ2(α)

∫ t+h

0

∫ t

0
(t− s)α−1(t+ h− u)α−1Cov(Zs, Zu)dsdu (2.7)

where

Cov(Zs, Zu) = σ2
( θ

2κ
e−κ|s−u| +

z0 − θ
κ

e−κ(s∧u) − 1

2κ
(2z0 − θ)e−κ(s+u)

)
(2.8)

and s ∧ u = min(s, u). This implies that the volatility process (νt) possesses long-range de-
pendence. Moreover, the operator Iα0 has a smoothing property (for simulation results see
Section 6).

Remark 2.1. [8] give an alternative formulation of a fractional/rough Heston model, which
is closer to the Mandelbrot-van Ness representation of fractional Brownian motion than the
fractional CIR process given by (2.3) and (2.4). We opted for our formulation close to [16], as
it turned out that the Hamilton Jacobi Bellmann equations corresponding to this problem are
more tractable as the ones which correspond to the model in [8].

Using the fact that for α ∈ (0, 1)

(t− s)α−1

Γ(α)
=

∫ ∞
0

e−(t−s)xµ(dx), with µ(dx) =
dx

xαΓ(α)Γ(1− α)
(2.9)

we obtain with the Fubini Theorem

νt = v0 +

∫ t

0

∫ ∞
0

e−(t−s)xZsµ(dx)ds

= v0 +

∫ ∞
0

∫ t

0
e−(t−s)xZsdsµ(dx)

= v0 +

∫ ∞
0

Y x
t µ(dx),

where

Y x
t :=

∫ t

0
e−(t−s)xZsds. (2.10)

Using partial integration we see that (Y x
t ) satisfies the stochastic differential equation

dY x
t = (Zt − xY x

t )dt. (2.11)

The optimization problem is to find self-financing investment strategies in this market that
maximize the expected utility from terminal wealth. As utility function we choose the power
utility function U(x) = 1

γx
γ with γ < 1, γ 6= 0. The parameter γ represents the risk aversion

of the investor. Smaller γ correspond to higher risk aversion. In what follows we denote by
πt ∈ R the fraction of wealth invested in the stock at time t. 1−πt is then the fraction of wealth
invested in the bond at time t. If πt < 0, then this means that the stock is sold short and πt > 1
corresponds to a credit. The process π = (πt) is called portfolio strategy. An admissible portfolio
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strategy has to be an (Ft)-adapted process such that all integrals exist. The wealth process under
an admissible portfolio strategy π is given by the solution of the stochastic differential equation

dW π
t = W π

t (r + πtλνt)dt+W π
t πt
√
νtdB

S
t , (2.12)

where we assume that W0 = w0 > 0 is the given initial wealth. The optimization problem is
defined by

V (w0, v0, z0) := sup
π

Ew0,v0,z0

[
1

γ

(
W π
T

)γ]
(2.13)

where Ew0,v0,z0 is the conditional expectation given W0 = w0, ν0 = v0, Z0 = z0 and the supremum
is taken over all admissible portfolio strategies. A portfolio strategy π∗ is optimal if it attains
the supremum. Seen as an optimization problem with state process (W π

t ) this problem is non-
Markovian and the standard stochastic control approach cannot be applied. By the alternative
representation of the volatility in (2.10), the problem can be ’Markovianized’, however only with
infinite dimensional process (Wt, Y

x
t , Zt) where x > 0. Thus, we solve the problem by first

looking at a finite dimensional approximation.

Remark 2.2. Of course it is reasonable to assume that the stock price process is observable for
the decision maker. By observing (St) we are also able to observe the quadratic variation

〈S〉t =

∫ t

0
S2
uνudu, (2.14)

which implies that (νt) is observable. Using (2.3) this implies that (Zt) is observable which
defines (Y x

t ). Thus it is realistic to assume the knowledge of νt, Y
x
t and Zt in this model.

3. A finite dimensional Approximation of the Optimization Problem

The idea is to consider the representation

νt = v0 +

∫ ∞
0

Y x
t µ(dx), with Y x

t :=

∫ t

0
e−(t−s)xZsds (3.1)

of the fractional volatility process (νt) given by the dynamics

νt = v0 +
1

Γ(α)

∫ t

0
(t− s)α−1Zsds with dZt = κ(θ − Zt)dt+ σ

√
ZtdB

Z
t , (3.2)

and to approximate µ by a discrete measure with a finite number of atoms. Therefore we use a
quantization of µ which is defined as follows (this has also been used in [3]):

Let Zn := {0 < ξn0 < . . . < ξnn <∞} and define the barycenter of µ on the respective intervals
(ξni , ξ

n
i+1) for i = 0, . . . , n− 1 by

xni+1 :=

∫ ξni+1

ξni
xµ(dx)∫ ξni+1

ξni
µ(dx)

, (3.3)

and the mass on the atom for i = 0, . . . , n− 1 by

qni+1 :=

∫ ξni+1

ξni

µ(dx). (3.4)

The corresponding measure is given by

µn :=
n∑
i=1

qni δxni (3.5)

where δx is the Dirac measure on x. In what follows we assume that Zn satisfies:

(i) ξn0 → 0 and ξnn →∞ for n→∞,
(ii) δ(Zn) := maxi=0,...,n−1 |ξni+1 − ξni | → 0 for n→∞,

(iii) Zn ⊂ Zn+1.
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With these definitions we obtain:

Lemma 3.1. Suppose f ∈ L1(µ) and the sequence (Zn) satisfies (i)-(iii) above. Then∫
fdµn →

∫
fdµ, n→∞ (3.6)

if f ≥ 0 and f is convex. Moreover, the convergence is monotone increasing.

The proof of this lemma and all other longer proofs are deferred to the appendix. Now let us
denote the finite dimensional approximate volatility process by

νnt := v0 +

∫ ∞
0

Y x
t µ

n(dx) = v0 +

n∑
i=1

qni Y
xni
t (3.7)

where µn is defined in (3.5). Then a direct application of the previous lemma implies now the
following result:

Theorem 3.2. Under the assumptions of Lemma 3.1 it holds for t ≥ 0 that

νnt ↑ νt (3.8)

for n→∞ almost surely.

Proof. We have to show that ∫ ∞
0

Y x
t µ

n(dx)→
∫ ∞

0
Y x
t µ(dx) (3.9)

where Y x
t =

∫ t
0 e
−(t−s)xZsds. Obviously for fixed ω ∈ Ω and fixed t > 0, the function x 7→ Y x

t (ω)
is non-negative and convex (note that Zs(ω) is for all s > 0 positive). Thus Lemma 3.1 implies
that νnt ↑ νt for n→∞ almost surely. �

Instead of (νt) from (2.3) we consider now (νnt ) from (3.7). All stochastic processes in this
section depend on n (with the exception of (Zt)) but in order to ease notation we do not make
this dependence explicit in the notation. Thus the dynamics of the approximate stock price
process are given by

dSt = St

(
(r + λ

(
v0 +

n∑
i=1

qiY
xi
t )
)
dt+

√√√√(v0 +
n∑
i=1

qiY
xi
t

)
dBS

t

)
(3.10)

where as before for x > 0 we have

dY x
t = (Zt − xY x

t )dt (3.11)

dZt = κ(θ − Zt)dt+ σ
√
ZtdB

Z
t . (3.12)

The stochastic differential equation for the approximate wealth process is thus

dW π
t = W π

t

(
r + πtλ

(
v0 +

n∑
i=1

qiY
xi
t

))
dt+W π

t πt

√√√√(v0 +
n∑
i=1

qiY
xi
t

)
dBS

t . (3.13)

We consider the same optimization problem as in (2.13) with the preceding processes. This
results in a finite dimensional classical stochastic optimal control problem. We have to consider
the value functions

V (t, w, y1, . . . , yn, z) := sup
π

Et,w,y1,...,yn,z
[

1

γ

(
W π
T

)γ]
. (3.14)

where Et,w,y1,...,yn,z is the conditional expectation given Wt = w, Y xi
t = yi, Zt = z at time

t. As before portfolio strategies are (Ft)-adapted processes. In what follows we derive the
corresponding Hamilton-Jacobi-Bellman (HJB) equation for this optimization problem. We
denote the generic function by G(t, w, y1, . . . , yn, z) with t ∈ [0, T ], w > 0, yi ≥ 0, z > 0. The
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boundary condition is given by G(T,w, y1, . . . , yn, z) = 1
γw

γ . In order to ease notation, we set

β := v0 +
∑n

i=1 qiyi. Thus, the HJB equation reads

0 = sup
u∈R

{
Gt +Gww(r + uλβ) +

n∑
i=1

Gyi
(
z − xiyi

)
+Gzκ(θ − z)

+
1

2
Gwww

2u2β +
1

2
Gzzσ

2z +Gwzwuσρ
√
zβ
}
. (3.15)

We will first show that a classical solution of this HJB equation exists and can be given
explicitly in the uncorrelated case ρ = 0.

Theorem 3.3. A solution of HJB equation (3.15) exists on a certain time interval [0, T∞] and
is for t ∈ [0, T ], T ≤ T∞, w > 0, yi > 0, z > 0 given by

G(t, w, y1, . . . , yn, z) =
1

γ
wγg(t, y1, . . . , yn, z)

c (3.16)

with c = 1−γ
1−γ+γρ2

and a differentiable g satisfying

0 = cgt + g
(
γr+

1

2

λ2βγ

1− γ

)
+ c

n∑
i=1

gyi(z−xiyi) + cgz

(
κ(θ− z) +

λγσρ
√
zβ

1− γ

)
+

1

2
σ2czgzz. (3.17)

In the uncorrelated case ρ = 0, the function g can be given explicitly by

g(t, y1, . . . , yn, z) = exp
(
φ(T − t) +

n∑
i=1

ψi(T − t)yi + ϕ(T − t)z
)

where

ψi(T − t) = ηqi

∫ T−t

0
e−xisds (3.18)

with η := 1
2
γλ2

1−γ and ϕ and φ are solutions of the ordinary differential equations

ϕt(T − t) = η

∫ T−t

0

∫ ∞
0

e−xsµn(dx)ds− κϕ(T − t) +
1

2
σ2ϕ2(T − t) (3.19)

φt(T − t) = γr + v0η + ϕ(T − t)κθ. (3.20)

with boundary condition ϕ(0) = φ(0) = 0.

Remark 3.4. Note that (3.19) is a Riccati equation and (3.20) can be solved explicitly once
the solution for ϕ is known.

For the following discussion it is important to note that the solution g of the partial differential
equation (3.17) can be represented as a Laplace Transform of an integrated volatility via the
Feynman-Kac Theorem.

Theorem 3.5. A solution g of the partial differential equation (3.17) with boundary condition
g(T, y1, . . . , yn, z) = 1 can for t ∈ [0, T ], T ≤ T∞, w > 0, yi > 0, z > 0 be written as

g(t, y1, . . . , yn, z) = Et,y1,...,yn,z

[
e

∫ T
t

(
γr
c

+ 1
2

γλ2

(1−γ)c ν̃
n
s

)
ds

]
(3.21)

where the constant c has been defined in the previous theorem, ν̃nt = v0 +
∑n

i=1 q
n
i Ỹ

xni
t and

dỸ x
t = (Z̃nt − xỸ x

t )dt (3.22)

dZ̃nt =
(
κ(θ − Z̃nt ) +

λγσρ

1− γ

√
Z̃nt ν̃

n
t

)
dt+ σ

√
Z̃nt dB

Z
t . (3.23)

In the uncorrelated case ρ = 0 we have νt = ν̃t
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Proof. This statement follows from Theorem 1 of [18] where we identify the components Xi of

process X with the processes Z̃, Ỹ j , j = 1, . . . , n. The function c in front of f which appears in
[18] is given by

c(t, y1, . . . , yn, z) =
γr

c
+

1

2

γλ2

(1− γ)c

(
v0 +

n∑
i=1

yiqi
)
. (3.24)

We also have

bn+1(t, y1, . . . , yn, z) = κ(θ − z) +
λγσρ

1− γ

√
z(v0 +

∑
qiyi) (3.25)

Moreover the functions g and h in [18] are here given by g ≡ 0, h ≡ 1. Note also that (A1), (A2)
and (A3’) of Theorem 1 in [18] are satisfied. �

Theorem 3.6. [Verification] Suppose that G(t, w, y1, . . . , yn, z) := 1
γw

γg(t, y1, . . . , yn, z)
c with

g as in (3.21). Then for t ∈ [0, T ], T ≤ T∞, an optimal investment strategy (π∗t ) for problem
(3.14) is given by

π∗t =
λ

1− γ
+

cσγ

1− γ

√
Zt
νnt

gz
g
, (3.26)

and V = G, i.e. G coincides with the value function provided that
∫ t

0 g
cW γ

s π∗s
√
νns dB

S
s and∫ t

0 Gzσ
√
Zs dB

Z
s are true martingales. In the uncorrelated case ρ = 0 we have π∗t ≡ λ

1−γ and the

value function can be written as

V (t, w, y1, . . . , yn, z) =
1

γ
wγ exp

(
φ(T − t) +

n∑
i=1

ψi(T − t)yi + ϕ(T − t)z
)
, (3.27)

where ψi are given in (3.18) and ϕ and φ are solutions of (3.19) and (3.20).

Remark 3.7. Note that in case ρ = 0 the optimal portfolio strategy does not depend on the
volatility at all. This is typical in settings where the Brownian motions of stock and volatility
process are uncorrelated and where the appreciation rate and the volatility are in a certain
relation (see e.g. [1]). It corresponds to the Merton ratio which would exactly be λ in our
model.

4. The Fractional Optimization Problem

We solve now problem (2.13) by taking the limit n→∞ in the results of the previous section.
The special case ρ = 0 will be discussed separately in section 4.2.

4.1. The Correlated Case. From Theorem 3.5 we know that the value function of the ap-
proximation is essentially given by a Laplace transform of an integrated process (ν̃nt ). We first

consider (Z̃nt ) given in (3.23) and discuss what happens if n tends to ∞. For this purpose we
write it as

Z̃nt = Z̃0 +

∫ t

0
κ(θ − Z̃ns ) +

λγσρ

1− γ

√
Z̃ns

√√√√v0+

n∑
i=1

qni

∫ s

0
e−(s−u)xiZ̃nududs+ σ

∫ t

0

√
Z̃ns dB

Z
s . (4.1)

For the next result we consider (Z̃nt ) as a random element in DR[0, T∞] and denote by ⇒
weak convergence.

Lemma 4.1. It holds that (Z̃nt )⇒ (Z̃t) in Skorohod topology and (Z̃t) satisfies

Z̃t = Z̃0 +

∫ t

0
κ(θ − Z̃s) +

λγσρ

1− γ

√
Z̃s

√
v0+

∫ ∞
0

∫ s

0
e−(s−u)xZ̃uduµ(dx)ds+ σ

∫ t

0

√
Z̃sdB

Z
s . (4.2)
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Hence we have convergence of (Z̃nt ) to a limit (Z̃t) which satisfies the SDE we get by replacing
the sum by the integral. We proceed with the wealth process itself.

The stochastic differential equation (3.13) can be solved explicitly and we obtain for an arbi-
trary admissible portfolio strategy π

W π,n
T = w0 exp

(∫ T

0

(
r + πsν

n
s (λ− 1

2
πs)
)
ds+

∫ T

0
πs
√
νns dB

S
s

)
. (4.3)

In what follows we denote

Vn(w0, v0, z0;π) := Ew0,v0,z0

[1

γ
(W π,n

T )γ
]
, (4.4)

Vn(w0, v0, z0) := sup
π
Vn(w0, v0, z0;π), (4.5)

V (w0, v0, z0;π) := Ew0,v0,z0

[1

γ
(W π

T )γ
]
, (4.6)

Then it can be shown that

Lemma 4.2. Suppose that for fixed strategy π the sequence (W π,n
T ) is uniformly integrable. Then

lim
n→∞

Vn(w0, v0, z0;π) = V (w0, v0, z0, π).

The value of Vn(w0, v0, z0) is given explicitly in Theorem 3.3 and Theorem 3.5 and the limit
V̄ := limn→∞ Vn exists due to monotone convergence (see Lemma 7.2). Finally we get

Theorem 4.3. [ε-optimal strategies] Suppose the assumptions of Lemma 4.2 are valid. Let
ε > 0 and choose n large enough such that |V̄ − Vn| < ε

2 as well as |Vn(w0, v0, z0;πn) −
V (w0, v0, z0;πn)| < ε

2 where πn is the optimal strategy for approximation n. Then πn is ε-
optimal for the original portfolio problem (2.13).

Proof. Since

V̄ = lim
n→∞

sup
π
Vn(·;π), (4.7)

V = sup
π

lim
n→∞

Vn(·;π), (4.8)

we obtain that V̄ ≥ V . Thus it follows

0 ≤ V − V (·, πn) ≤ V̄ − V (·, πn) ≤ |V̄ − Vn|+ |Vn − V (·;πn)| ≤ ε (4.9)

which implies the statement. �

Hence we can solve the original problem up to an arbitrarily small error by solving the
approximate problem. In the uncorrelated case it is possible to solve the original problem
exactly. We will do this in the next section.

4.2. The Uncorrelated Case. When ρ = 0 we get more explicit results. We first consider the
differential equations (3.19) and (3.20) which define the value function. Note that the second
differential equation does not depend on n. The Riccati equation for ϕ formally turns for n→∞
to

ϕt(T − t) = η

∫ T−t

0

∫ ∞
0

e−xsµ(dx)ds− κϕ(T − t) +
1

2
σ2ϕ2(T − t) (4.10)

with boundary condition ϕ(0) = 0. Using (2.9) we obtain that∫ ∞
0

e−xsµ(dx) =
sα−1

Γ(α)
(4.11)

and further ∫ T−t

0

sα−1

Γ(α)
ds =

(T − t)α

Γ(α+ 1)
. (4.12)
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Finally, in the limiting case, the system of differential equations (3.19), (3.20) is given by

ϕt(T − t) = η
(T − t)α

Γ(α+ 1)
− κϕ(T − t) +

1

2
σ2ϕ2(T − t) (4.13)

φt(T − t) = γr + v0η + ϕ(T − t)κθ (4.14)

with boundary condition ϕ(0) = φ(0) = 0. A relation between these differential equations which
may be obvious, but has to be shown, is given in the next lemma:

Lemma 4.4. Let ϕn be the solution of (3.19) and ϕ the solution of (4.13). Then it holds that
ϕn(t)→ ϕ(t) pointwise in t for n→∞.

This result can be used to show

Theorem 4.5. [Solution for the fractional path Problem] The optimal portfolio strategy for
problem (2.13) in case ρ = 0 is given by π∗t ≡ λ

1−γ and the value function can be written as

V (w0, v0, z0) =
1

γ
wγ0 exp

(
φ(T ) + ϕ(T )z0

)
(4.15)

where ϕ and φ are solutions of (4.13) and (4.14). In case γ < 0 we have to assume that (W π,n
T )

is uniformly integrable for all π.

Remark 4.6. If we set v0 = α = 0 in (4.13) and (4.14) then the resulting differential equations
are the same as for the classical Heston model with CIR volatility (see e.g. [23]). This implies
that in the limiting case α→ 0, the considered model corresponds to the classical Heston model.
See also the discussion in Section 2.

The value function in Theorem 4.5 gives the maximal expected utility at time point t = 0. In
Theorem 3.6, the optimal value is presented for an arbitrary starting time point t ∈ [0, T ]. In
this case, the value depends on the history of the realized volatility via the variables yi = Y xi

t .
Of course it is possible to derive from (3.27) the value function in the fractional Heston model
by taking n→∞. In order to do so, we have to consider the additional term

∑n
i=1 ψi(T − t)yi

which appears in the exponential. For n→∞ we obtain

lim
n→∞

n∑
i=1

ψi(T − t)yi = lim
n→∞

η
n∑
i=1

qiyi

∫ T−t

0
e−xisds

= η

∫ ∞
0

Y x
t

∫ T−t

0
e−xsdsµ(dx). (4.16)

This term can be expressed with the help of (Zt) as follows:∫ ∞
0

Y x
t

∫ T−t

0
e−xsdsµ(dx) =

∫ ∞
0

Y x
t

1

x

(
1− e−x(T−t))µ(dx)

=

∫ ∞
0

∫ t

0

eux

x

(
e−tx − e−Tx

)
Zuduµ(dx). (4.17)

Thus the value function in the fractional Heston model at time t, given Wt = w, (Zs)0≤s≤t =
(zs)0≤s≤t, zt = z, can be written as

1

γ
wγ exp

(
φ(T − t) + ϕ(T − t)z

)
exp

(
η

∫ ∞
0

∫ t

0

eux

x

(
e−tx − e−Tx

)
Zuduµ(dx)

)
, (4.18)

where as before ϕ and φ are solutions of (4.13). Now further note that since

e−tx ≤ e−Tx − e−tx

x(T − t)
≤ −e−Tx (4.19)
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the last factor in (4.18) is bounded from below by

exp
(
η

∫ ∞
0

∫ t

0

eux

x

(
e−tx − e−Tx

)
Zuduµ(dx)

)
≥ exp

(
η(T − t)

∫ ∞
0

∫ t

0
ex(u−T )Zuduµ(dx)

)
= exp

(
η(T − t)

∫ t

0

∫ ∞
0

ex(u−T )µ(dx)Zudu
)

= exp
(η(T − t)

Γ(α)

∫ t

0
(T − u)α−1Zudu

)
≥ exp

( η(T − t)
Γ(α)T 1−α

∫ t

0
Zudu

)
> 1 (4.20)

This shows that given the knowledge about some historical data from (Zt) increases the value
function in this fractional Heston model. This might be expected because the positive depen-
dence of the volatility should be exploited. Indeed, suppose T − t is fixed and both T and t are
increasing. Since on average Zu ≈ θ, the factor grows with rate Tα, i.e. a larger history yields
a larger portfolio value.

Remark 4.7. It is well-known that the portfolio optimization problem with logarithmic utility
function, i.e. U(x) = ln(x) can be obtained in the limit from the power utility problem when
we let γ ↓ 0. Obviously in this case the strategy π∗t ≡ λ is optimal. This can be seen by a direct
investigation of the optimization problem.

5. The Rough Volatility Case α ∈ (−1,−1
2)

Let now α = 2H − 1 ∈ (−1,−1
2) with Hurst index H ∈

(
0, 1

4

)
. In this case we cannot use

the definition (2.3) which only makes sense for exponents α > 0. Also the definition d
dtI

α+1
0 f(t)

cannot be applied since this requires f to be absolutely continuous, however we have to plug in
the paths of (Zt) which are only almost Hölder 1

2 -regular (see appendix). Instead we use here

the so-called Marchaud fractional derivative. It is for α ∈ (−1,−1
2) defined by (see [34], sec.

13.1)

Dα+1
0 f(t) = f(t)

t−α−1

Γ(−α)
+

α+ 1

Γ(−α)

∫ t

0

f(t)− f(s)

(t− s)α+2
ds (5.1)

which coincides with the Riemann-Liouville fractional derivative if f is sufficiently differentiable
(see [34], Section 13) and is defined for Hölder δ-continuous functions with α+ 1 < δ ≤ 1. Since
δ < 1

2 in our application, α has to be from the interval (−1,−1
2). Thus, the volatility process is

now defined with ν0 := v0 ≥ 0 by:

νt = v0 + Zt
t−α−1

Γ(−α)
+

α+ 1

Γ(−α)

∫ t

0

Zt − Zs
(t− s)α+2

ds (5.2)

where again

dZt = κ(θ − Zt)dt+ σ
√
ZtdB

Z
t (5.3)

with Z0 := z0 ≥ 0. The paths of the volatility process (5.3) exhibit a rough behavior as is
illustrated in Section 6. Note that

lim
α→−1

Dα+1
0 f(t) = f(t) (5.4)

which means that in the limiting case α ↓ −1 we obtain again the classical Heston model. Now
using the fact that for α ∈ (−1,−1

2) we have

(t− s)−α−2 =
Γ(−α)

α+ 1

∫ ∞
0

e−(t−s)xµ̃(dx), with µ̃(dx) =
xα+1dx

Γ(−α)Γ(α+ 1)
(5.5)
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we obtain with the Fubini Theorem

νt = v0 + Zt
t−α−1

Γ(−α)
+

∫ t

0
(Zt − Zs)

∫ ∞
0

e−(t−s)xµ̃(dx)ds

= v0 + Zt
t−α−1

Γ(−α)
+

∫ ∞
0

∫ t

0
(Zt − Zs)e−(t−s)xdsµ̃(dx)

= v0 + Zt
t−α−1

Γ(−α)
+

∫ ∞
0

Ỹ x
t µ̃(dx) (5.6)

where

Ỹ x
t :=

∫ t

0
(Zt − Zs)e−(t−s)xds. (5.7)

Using partial integration we see that (Ỹ x
t ) satisfies the stochastic differential equation

dỸ x
t =

(1

x
(1− e−tx)κ(θ − Zt)− xỸ x

t

)
dt+

1

x
(1− e−tx)σ

√
ZtdB

Z
t . (5.8)

Unfortunately it turns out that νt is not positive with probability one. To remedy this short-
coming we consider a(νt) as volatility with a : R→ R+ sufficiently smooth, i.e. the stock price
process S = (St) is now given by

dSt = St

(
(r + λa(νt))dt+

√
a(νt)dB

S
t

)
. (5.9)

The wealth process under an admissible portfolio strategy π is thus given by the solution of the
stochastic differential equation

dW π
t = W π

t (r + πtλa(νt))dt+W π
t πt
√
a(νt)dB

S
t , (5.10)

where we assume that W0 = w0 > 0 is the given initial wealth. We want to solve the same
optimization problem (2.13) and proceed as in Section 3, i.e. we consider the finite dimensional
approximation

νnt := v0 + Zt
t−α−1

Γ(−α)
+

∫ ∞
0

Ỹ x
t µ̃

n(dx) = v0 + Zt
t−α−1

Γ(−α)
+

n∑
i=1

q̃ni Ỹ
xni
t . (5.11)

The dynamics of the approximate stock price process are given by

dSt = St

(
(r + λa(νnt ))dt+

√
a(νnt )dBS

t

)
(5.12)

and the stochastic differential equation for the approximate wealth process is thus

dW π
t = W π

t

(
r + πtλa(νnt )

)
dt+W π

t πt

√
a(νnt )dBS

t . (5.13)

The finite dimensional classical stochastic optimal control problem is here defined by

V (t, w, ỹ1, . . . , ỹn, z) := sup
π

Et,w,ỹ1,...,ỹn,z
[

1

γ

(
W π
T

)γ]
. (5.14)

where Et,w,ỹ1,...,ỹn,z is the conditional expectation given Wt = w, Ỹ xi
t = ỹi, Zt = z at time

t. As before portfolio strategies are (Ft)-adapted processes. In what follows we derive the
corresponding Hamilton-Jacobi-Bellman (HJB) equation for this optimization problem. We
denote the generic function by G(t, w, ỹ1, . . . , ỹn, z) with t ∈ [0, T ], w > 0, ỹi ≥ 0, z > 0. The
boundary condition is given by G(T,w, ỹ1, . . . , ỹn, z) = 1

γw
γ . In order to ease notation we set
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β := a(v0 + z t
−α−1

Γ(−α) +
∑n

i=1 q̃iỹi). Thus, the HJB equation reads

0 = sup
u∈R

{
Gt +Gww(r + uλβ) +

n∑
i=1

Gỹi

( 1

xi
(1− e−txi)κ(θ − z)− xiỹi

)
+Gzκ(θ − z)

+
1

2
Gwww

2u2β +
1

2
Gzzσ

2z +
1

2
σ2z

n∑
i=1

n∑
j=1

Gỹiỹj
1

xixj
(1− e−txi)(1− e−txj )

+σ2z
n∑
i=1

Gỹiz
1

xi
(1− e−txi) +Gwzwuσρ

√
zβ

+
n∑
i=1

Gwỹiρwuσ
√
zβ

1

xi
(1− e−txi)

}
. (5.15)

To solve the Hamilton-Jacobi-Bellman equation, we start with the same transformation as
in the proof of Theorem 3.3. Using the Ansatz G(t, w, ỹ1, . . . , ỹn, z) = 1

γw
γf(t, ỹ1, . . . , ỹn, z)

with f(T, ỹ1, . . . , ỹn, z) = 1 and plugging it into (5.15) where we use the abbreviation hi(t) =
1
xi

(1− e−txi) we obtain:

0 = sup
u∈R

{
ft + f(r + uλβ)γ +

n∑
i=1

fyi
(
hi(t)κ(θ − z)− xiỹi

)
+ fzκ(θ − z)

+
1

2
(γ − 1)γu2βf +

1

2
fzzσ

2z +
1

2
σ2z

n∑
i=1

n∑
j=1

fỹiỹjhi(t)hj(t)

+σ2z

n∑
i=1

fzỹihi(t) + fzγuσρ
√
zβ +

n∑
i=1

fỹiγuσρ
√
zβhi(t)

}
. (5.16)

Maximizing this expression in u gives

u∗t =
λ

1− γ
+

σρ

1− γ

√
z

β

(fz
f

+

∑n
i=1 fỹihi(t)

f

)
. (5.17)

In case ρ = 0 we get again u∗t = λ
1−γ independent of t, w, ỹ1, . . . , ỹn. Inserting the maximum

point yields

0 = ft +
1

2
fγ

λ2β

1− γ
+ fγr+

n∑
i=1

fyi
(
hi(t)κ(θ−z)− xiỹi

)
+fzκ(θ−z) +

1

2
σ2zfzz

+
1

2
σ2z

n∑
i=1

n∑
j=1

fỹiỹjhi(t)hj(t) + σ2z

n∑
i=1

fzỹihi(t)

+
1

2

z

f

γσ2ρ2

1− γ

(
fz +

n∑
i=1

fỹihi(t)
)2

+
σρλγ

1− γ
√
zβ
(
fz +

n∑
i=1

fỹihi(t)
)
. (5.18)

Unfortunately this PDE is rather involved and has to be solved numerically. In case ρ = 0 we
obtain:

Theorem 5.1. Suppose ρ = 0 and a classical solution f of the partial differential equation (5.18)
with boundary condition f(T, ỹ1, . . . , ỹn, z) = 1 exists for t ∈ [0, T ], T ≤ T∞, w > 0, ỹi > 0, z > 0.
Then it can be written as

f(t, ỹ1, . . . , ỹn, z) = Et,ỹ1,...,ỹn,z

[
e

∫ T
t

(
γr+ 1

2
γλ2

1−γ a(νns )

)
ds

]
where (νnt ) is given by (5.11).

The proof follows like the proof of Theorem 3.5 with the Feynman-Kac theorem given in [18].
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Remark 5.2. It can be seen from the simulation results in Section 6 that if we choose the
model parameters in the right way, the paths of (νt) stay positive with very high probability.
In particular note that for α ↓ −1 we obtain in the limit the classical Heston model where
paths are positive with probability one. Moreover, on the domain D := {(t, ỹ1, . . . , ỹn, z) :

v0 +z t
−α−1

Γ(−α) +
∑n

i=1 q̃iỹi > 0} we get a classical solution of (5.18). This is shown in the appendix.

The verification that the HJB equation indeed yields the value function works the same way
as in the case α > 0. We obtain:

Theorem 5.3. [Verification] Suppose a solution f of the partial differential equation (5.18) in
case ρ = 0 with boundary condition f(T, ỹ1, . . . , ỹn, z) = 1 exists. For t ∈ [0, T ], T ≤ T∞, the
optimal investment strategy (π∗t ) is given by

π∗t ≡
λ

1− γ
,

and the value function can be written as

V (t, w, ỹ1, . . . , ỹn, z) =
1

γ
wγf(t, ỹ1, . . . , ỹn, z). (5.19)

Proof. As mentioned before, the proof is essentially the same as for Theorem 3.6. We only have
to replace G(t, w, ỹ1, . . . , ỹn, z) by 1

γw
γf(t, ỹ1, . . . , ỹn, z) and νt by a(νt). �

The final step now is to take the limit n→∞ and consider the optimization problem without
approximation. Here we obtain:

Theorem 5.4. [Solution for the rough path Problem] Suppose a solution f of the partial differ-
ential equation (5.18) in case ρ = 0 with boundary condition f(T, ỹ1, . . . , ỹn, z) = 1 exists. The
optimal portfolio strategy for problem (2.13) with α ∈ (−1,−1

2) is given by π∗t ≡ λ
1−γ and the

value function can be written as

V (w0, v0, z0) =
1

γ
wγ0 E0,ỹ1,...,ỹn,z0

[
e

∫ T
0

(
γr+ 1

2
γλ2

1−γ a(νs)

)
ds

]
(5.20)

where (νt) is given by (5.6). In case γ < 0 we have to assume that (W π,n
t ) is uniformly integrable

for all π.

6. Simulation Results

To illustrate the fractional and rough behavior of the processes (2.3) and (5.2), we have derived
and implemented the corresponding explicit forward Euler methods, which are inspired by the
survey [13]; the resulting schemes are for a constant step-size h > 0:

νk = ν0 + hα
k−1∑
j=0

(
(k − j)α − (k − j − 1)α

Γ(α+ 1)
Zj

)
, (6.1)

νk = ν0 +
Zk k

−α−1

Γ(−α)

+
1

Γ(−α)hα+1

(α+ 1)

(α+ 0.5)

k−1∑
j=0

(
Zk − Zj
(k − j)δ

{
1

(k − j − 1)α+1−δ −
1

(k − j)α+1−δ

})
, (6.2)

where we choose δ close to, but smaller than 0.5. In the analysis to follow we have chosen the
step size as h = 0.001 if not stated otherwise.
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6.1. The Fractional Volatility Case. Figure 1 shows five sample paths of the Cox-Ingersoll-
Ross process (2.4) with its corresponding stock price process together with the fractional volatil-
ity process (2.3) and the fractional stock price process (2.2) for

α ∈ {0.05, 0.5, 0.95} and ρ ∈ {−0.7, 0, 0.7} ,
where the remaining model parameters have been chosen as

T = 1 , S0 = 100 , r = 0.02 , λ = 0.5 , θ = 0.05 , κ = 6 , v0 = 0 , z0 = 0.05 . (6.3)

We deduce from Figure 1 that also visually the convergence to the classical Heston model in
the limiting case α ↓ 0 holds true. We observe the increasing smoothness of the fractional paths
for higher values of α. Moreover, the long-range dependence of the fractional volatility process
as indicated by (2.7) and (2.8) is clearly detectable, which is also in line with the increasing
behavior of the value function (4.18) in the fractional model with an increasing history.

6.2. The Rough Volatility Case. Figure 2 shows five sample paths of the Cox-Ingersoll-Ross
process (2.4) with its corresponding stock price process together with the rough volatility process
(5.2) and the rough stock price process (5.12) (with a(νt) = |νt|) for

α ∈ {−0.95,−0.75,−0.55} and ρ ∈ {−0.7, 0, 0.7} ,
where the remaining model parameters have been chosen as in (6.3).
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We deduce from Figure 2 that also in the rough case the expected convergence to the classical
Heston model in the limiting case α ↓ −1 holds true. We observe the increasing roughness of
the paths for values of α closer to the maximal possible value of −1

2 . Note that in this case the
roughness of the paths has a significant impact on the stock price. We also detect the effect that
the rough volatility process does not stay positive with probability one as discussed in Section 5,
and this effect is more pronounced, the rougher the paths are. We wish to stress that this
behavior is highly dependent on the choice of the starting value v0 of the rough CIR process,
which we have chosen as v0 = 0, in order to obtain the convergence lim

α→−1
(νt) = Zt as indicated

by Figure 2. In that regard, Figure 3 shows that for instance in the case α = −0.75 the rough
volatility process remains strictly positive for the choice v0 = 3, z0 = 0.15.
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t
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0
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Figure 3. Rough volatility paths for α = −0.75 and v0 = 0.15.

Figure 4 further depicts the choices of the absolute value and the exponential function for the
function a(νt) from a : R → R+ with different starting values v0. As a result, we deduce that
both choices yield the desired effect. We note for the sake of completeness that we plugged in
the absolute value in the equation for the stock price for the illustrations in Figure 2.
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Figure 4. Absolute and exponential rough volatility paths for α = −0.75.
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6.3. Optimal Terminal Wealth. To illustrate the impact of the fractional and rough volatility
process on the optimal terminal wealth in the case ρ = 0, Figure 5 depicts the optimal wealth
process

W π?

t = w0 exp

(
rt+

∫ t

0

(
λ2

1− γ
νs −

λ2

(1− γ)2
νs

)
ds+

∫ t

0

λ

1− γ
√
νsdB

S
s

)
, (6.4)

which we have obtained by solving the SDE (2.12) explicitly and plugging in the optimal (Mer-
ton) portfolio strategy, and where we have chosen the additional model parameters as

w0 = 1000 , γ = −2 . (6.5)

We observe that the roughness of the volatility paths (RHS) causes a higher variance of the
paths of the optimal wealth as in the smooth case (LHS), increasing the closer the values of α
are to −1

2 .
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Figure 5. Fractional optimal terminal wealth for α ∈ {0.5, 0.95} (LHS) and
rough optimal terminal wealth for α ∈ {−0.75,−0.55} (RHS) compared to the
classical Heston model (α = 0 respectively α = −1).

6.4. Long Term Behavior. To conclude our simulation study, we compare the long term
behavior of the fractional (α = 0.75) and the rough (α = −0.75) volatility processes, together
with the corresponding stock price processes in Figure 6. Again, in line with the increasing
behavior of the value function (4.18) in the fractional model, we observe that in the long term,
the fractional stock price process reaches unrealistically high values across different correlation
levels. This is caused by the upwards trend of the fractional volatility process as is reflected
by the sample paths in Figure 6. In contrast, the rough stock price process, which is driven by
the absolute value of the rough volatility process, moves within a reasonable range. We thus
recommend to use the fractional model only for short term investment horizons, whereas the
rough model seems as well suitable for long time investment horizons.

7. Appendix

7.1. Hölder-continuity of the Cox-Ingersoll-Ross model. The following lemma may be
common knowledge but since we have not found it somewhere we will provide a proof. We credit
main ideas to [32].

Lemma 7.1. The paths of (Zt) given in (2.3) are almost 1
2 - Hölder-continuous.

Proof. We use Kolmogorov’s continuity theorem which states that for a stochastic process (Xt)
which satisfies

E
[
|Xt −Xs|α

]
≤ K|t− s|1+β

for positive constants K,α, β there exists a modification of (Xt) with paths which are γ-Hölder

continuous for 0 < γ < β
α . In view of (2.3) we only have to deal with the stochastic integral
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Figure 6. Comparison of the long term behavior of fractional and rough volatil-
ity processes with corresponding stock price processes.

∫ t
0

√
ZudB

Z
u since the remaining part is continuous. In what follows let p > 2 and consider

E
[∣∣ ∫ t

0

√
ZudB

Z
u −

∫ s

0

√
ZudB

Z
u

∣∣2p] = E
[∣∣ ∫ t

s

√
ZudB

Z
u

∣∣2p]
≤ KpE

[( ∫ t

s
Zudu

)p] ≤ Kp(t− s)p−1E
[( ∫ t

s
Zu

pdu
)]

= Kp(t− s)p−1

∫ t

s
E[Zu

p]du,

where we have used the Burkholder-Davis-Gundy inequality for the first inequality and the
Hölder inequality for the second one. It is well-known that Zt has a non-central Chi-squared
distribution thus the last integral is finite. Hence we can apply the Kolmogorov continuity
theorem and obtain that (Zt) has a modification with paths which are γ-Hölder continuous for
0 < γ < 1

2 −
1
p . �

7.2. Classical solution of (5.18). Note that the initial value of ν0 should be chosen positive

such that we start within the domain D := {(t, ỹ1, . . . , ỹn, z) : v0 + z t
−α−1

Γ(−α) +
∑n

i=1 q̃iỹi > 0}. As

long as the process (νt) stays positive it is in D and on this domain we can skip the absolute
value and obtain the partial differential equation

0 = ft +
1

2
fγ
λ2(v0 + z t

−α−1

Γ(−α) +
∑n

i=1 q̃iỹi)

1− γ
+ fγr+

n∑
i=1

fyi
(
hi(t)κ(θ−z)− xiỹi

)
+fzκ(θ−z)

+
1

2
σ2zfzz +

1

2
σ2z

n∑
i=1

n∑
j=1

fỹiỹjhi(t)hj(t) + σ2z
n∑
i=1

fzỹihi(t) (7.1)

with boundary condition f(T, ỹ1, . . . , ỹn, z) = 1. Now using again the Ansatz

f(t, ỹ1, . . . , ỹn, z) = exp
(
φ(T − t) +

n∑
i=1

ψi(T − t)ỹi + ϕ(T − t)z
)

with φ(0) = ψi(0) = ϕ(0) = 0 we obtain a solution of (5.18) with

ψi(T − t) = ηq̃i

∫ T−t

0
e−xisds (7.2)
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where again η := 1
2
γλ2

1−γ and ϕ and φ are solutions of the ordinary differential equations

ϕt(T − t) =
ηt−α−1

Γ(−α)
−κϕ(T−t) +

1

2
σ2ϕ2(T−t)−ηhn(t)

(
κ−σ2ϕ(T−t)− 1

2
σ2ηhn(t)

)
(7.3)

φt(T − t) = γr + v0η + θκ
(
ϕ(T − t) + hn(t)

)
. (7.4)

with hn(t) :=
∫ t

0

∫ T−t
0

∫∞
0 e−x(s+u)µ̃n(dx)duds and boundary condition ϕ(0) = φ(0) = 0. Note

that both ordinary differential equations (7.3) and (7.4) have solutions due to the Picard-Lindelöf
Theorem. Thus in total we get a classical solution of (5.18) on D.

7.3. Additional Proofs. This part of the appendix comprises longer proofs and auxiliary lem-
mas.

Proof of Lemma 3.1: For n ∈ N define the function

tn(x) :=

n−1∑
i=0

xni+11[ξni ,ξ
n
i+1](x), x ≥ 0.

Obviously it holds that tn(x)→ x for n→∞ under assumptions (i)-(iii). Thus we have∫
fdµn =

n∑
i=1

qni f(xni )

=
n−1∑
i=0

∫ ξni+1

ξni

µ(dx)f(xni+1) =

∫ ξnn

ξn0

f(tn(x))µ(dx)

which implies the first convergence statement since f is continuous and thus also bounded
on compact intervals. Now suppose that Zn+1 differs from Zn by only one point. We show
that

∫
fdµn ≤

∫
fdµn+1. If this point is added on (0, ξn0 ) or on (ξnn ,∞) the statement follows

immediately since f ≥ 0. Now suppose a point ξ is added on (ξni , ξ
n
i+1). Let us denote by xn+1

i+1

and xn+1
i+2 the two new points in Zn+1 which replace xni+1. We obtain:

xni+1 =

∫ ξni+1

ξni
xµ(dx)∫ ξni+1

ξni
µ(dx)

=

∫ ξ
ξni
xµ(dx)∫ ξ

ξni
µ(dx)

·

∫ ξ
ξni
µ(dx)∫ ξni+1

ξni
µ(dx)

+

∫ ξni+1

ξ xµ(dx)∫ ξni+1

ξ µ(dx)
·
∫ ξni+1

ξ µ(dx)∫ ξni+1

ξni
µ(dx)

.

Thus, with the convexity of f it follows that

f(xni+1) ≤ f(xn+1
i+1 )

∫ ξ
ξni
µ(dx)∫ ξni+1

ξni
µ(dx)

+ f(xn+1
i+2 )

∫ ξni+1

ξ µ(dx)∫ ξni+1

ξni
µ(dx)

Multiplying both sides with
∫ ξni+1

ξni
µ(dx) implies that replacing the term

∫ ξni+1

ξni
µ(dx)f(xni+1) by∫ ξ

ξni
µ(dx)f(xn+1

i+1 )+
∫ ξni+1

ξ µ(dx)f(xn+1
i+2 ) increases the value. Thus monotone convergence follows.

�
Proof of Theorem 3.3: In order to simplify this Hamilton-Jacobi-Bellman equation, we choose

the usual separation Ansatz with G(t, w, y1, . . . , yn, z) = 1
γw

γf(t, y1, . . . , yn, z) and boundary

condition given by f(T, y1, . . . , yn, z) = 1. Plugging this Ansatz into (3.15) We obtain:

0 = sup
u∈R

{
ft + f(r + uλβ)γ +

n∑
i=1

fyi(z − xiyi) + fzκ(θ − z)

+
1

2
(γ − 1)γu2βf +

1

2
fzzσ

2z + fzγσuρ
√
zβ
}
.

Maximizing this expression in u gives

u∗(y1, . . . , yn, z) =
λ

1− γ
+

σρ

1− γ

√
z

β

fz
f
.
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Note that for ρ = 0 this reduces to u∗ = λ
1−γ independent of t, w, y1, . . . , yn. Inserting the

maximum point yields

0 = ft +
1

2
fγ

λ2β

1− γ
+ fγr +

n∑
i=1

fyi(z − xiyi) + fz

(
κ(θ − z) +

λγσρ
√
zβ

1− γ

)
+

1

2
σ2zfzz +

1

2

γσ2ρ2z

1− γ
f2
z

f
. (7.5)

In order to further simplify the equation we use the Ansatz

f(t, y1, . . . , yn, z) = g(t, y1, . . . , yn, z)
c (7.6)

with c = 1−γ
1−γ+γρ2

and g(T, y1, . . . , yn, z) = 1. For similar transformations see e.g. [37, 23, 1].

Inserting the derivatives and rearranging the terms leads to

0 = cgt + g
(
γr +

1

2

λ2βγ

1− γ

)
+ c

n∑
i=1

gyi(z − xiyi) + cgz

(
κ(θ − z) +

λγσρ
√
zβ

1− γ

)
+

1

2
σ2czgzz.

For this PDE the conditions (A1), (A2) and (A3’) in [18] are satisfied (see also Theorem 3.5)
which implies the existence of a classical solution (see Theorem 1 in [18]). Note that the finiteness
condition (A3e’) may only be satisfied on a certain time interval [0, T∞].

Let us consider the case ρ = 0 in more detail. In this case c = 1 and f = g. The remaining
PDE is given by

0 = ft +
1

2
fγ

λ2β

1− γ
+ fγr +

n∑
i=1

fyi(z − xiyi) + fzκ(θ − z) +
1

2
σ2zfzz.

Here we use the Ansatz

f(t, y1, . . . , yn, z) = exp
(
φ(T − t) +

n∑
i=1

ψi(T − t)yi + ϕ(T − t)z
)

(7.7)

with φ(0) = ψi(0) = ϕ(0) = 0. Note that this approach is typical for affine models. It has
already be shown to be successful in a number of stochastic volatility models (see e.g. [1, 21]).
We obtain:

0 = −(φt +

n∑
i=1

yiψit + zϕt) + γr +
1

2
γ
λ2β

1− γ

+

n∑
i=1

ψi(z − xiyi) + ϕκ(θ − z) +
1

2
σ2zϕ2. (7.8)

Inserting β = v0 +
∑n

i=1 yiqi, rearranging the terms and using the abbreviation η := 1
2
γλ2

1−γ we
arrive at

0 = −φt + γr + v0η + ϕκθ

+
n∑
i=1

yi

(
− ψit + ηqi − ψixi

)
+z
(
− ϕt +

n∑
i=1

ψi − κϕ+
1

2
σ2ϕ2

)
. (7.9)
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Since this equation has to be satisfied for all z and qi we end up with the following system of
ordinary differential equations where i = 1, . . . , n:

ψit(T − t) = ηqi − xiψi(T − t)

ϕt(T − t) =
n∑
i=1

ψi(T − t)− κϕ(T − t) +
1

2
σ2ϕ2(T − t)

φt(T − t) = γr + v0η + ϕ(T − t)κθ. (7.10)

The first differential equations for ψi are just linear and an explicit solution together with the
boundary condition ψi(0) = 0 is given by

ψi(T − t) = η
qi
xi

(1− e−xi(T−t)) = ηqi

∫ T−t

0
e−xisds. (7.11)

Thus we obtain
n∑
i=1

ψi(T − t) = η
n∑
i=1

qi

∫ T−t

0
e−xisds

= η

∫ T−t

0

∫ ∞
0

e−xsµn(dx)ds. (7.12)

Hence the remaining differential equations can be written as

ϕt(T − t) = η

∫ T−t

0

∫ ∞
0

e−xsµn(dx)ds− κϕ(T − t) +
1

2
σ2ϕ2(T − t) (7.13)

φt(T − t) = γr + v0η + ϕ(T − t)κθ. (7.14)

with boundary condition ϕ(0) = φ(0) = 0. Once ϕ is known, the solution of (7.14) is immediate.
The existence of a solution is thus satisfied when the ordinary differential equation for ϕ has
a solution. This however, is guaranteed by the existence theorem of Picard-Lindelöf due to
continuity of the coefficients. Note however that the existence may only be guaranteed on a
finite time interval [0, T∞]. �

Proof of Theorem 5.3: Suppose that G = 1
γw

γgc is as stated. Then it is by definition a

solution of the HJB equation. To obtain V = G, we show that for an arbitrary investment
strategy π we have that

Et,y1,...,yn,z
[

(W π
T )γ

γ

]
≤ G(t, w, y1, . . . , yn, z) , (7.15)

and that for the optimal policy π? we have that

Et,y1,...,yn,z

[(
W π?

T

)γ
γ

]
= G(t, w, y1, . . . , yn, z) . (7.16)

Since G ∈ C1,2, we obtain by Itô’s formula for an admissible investment strategy π that (we
write W instead of W π for simplicity)

G(T,WT , Y
x1
T , . . . , Y xn

T , ZT ) = G(t, w, y1, . . . , yn, z) +

∫ T

t
GwWsπs

√
νns dB

S
s (7.17)

+

∫ T

t
Gzσ

√
Zs dB

Z
s +

∫ T

t

{
Gt +GwWs (r + πsλν

n
s ) +Gzκ(θ − Zs)

+
n∑
i=1

Gyi(Zs − xiY xi
s ) +

1

2
GwwW

2
s π

2
sν

n
s +

1

2
GzzZsσ

2 +GwzWsπsσρ
√
Zsνns

}
ds

≤ G(t, w, y1, . . . , yn, z) +

∫ T

t
GwWsπs

√
νns dB

S
s +

∫ T

t
Gzσ

√
Zs dB

Z
s ,



PORTFOLIO OPTIMIZATION IN FRACTIONAL AND ROUGH HESTON MODELS 23

where we have used (3.15) to obtain the expression in the last line. The right-hand side is thus
a local martingale in T . For γ > 0 we have G > 0, and the right-hand side is a supermartingale,
such that, using G(T,WT , Y

x1
T , . . . , Y xn

T , ZT ) = wγ/γ, we get

Et,y1,...,yn,z
[
G(T,WT , Y

x1
T , . . . , Y xn

T , ZT )
]

= Et,y1,...,yn,z
[

(W π
T )γ

γ

]
≤ G(t, w, y1, . . . , yn, z) ,

i.e. (7.15) holds. Relation (7.15) also holds for bounded admissible strategies and γ < 0, since
then

Et,y1,...,yn,z
[∫ T

t
GwWsπs

√
νns dB

S
s

]
= Et,y1,...,yn,z

[∫ T

t
Gzσ

√
Zs dB

Z
s

]
= 0 .

Relation (7.16) is obtained as follows: When we plug in (π∗t ) into equation (7.17) we obtain by
the definition of (π∗t ) that

G(T,WT , Y
x1

T , . . . , Y xn

T , ZT ) = G(t, w, y1, . . . , yn, z) +

∫ T

t

GwWsπ
∗
s

√
νns dB

S
s +

∫ T

t

Gzσ
√
Zs dB

Z
s .

Taking the conditional expectation Et,y1,...,yn,z on both sides and making use of the assumption
implies the statement. �

Lemma 7.2. Let (Z̃nt ) be given as in (3.23). If ρ ≤ 0 we have

P
(
Z̃nt ≥ Z̃n+1

t , ∀t ≥ 0
)

= 1.

In particular P
(
Z̃nt ≤ Zt,∀t ≥ 0

)
= 1, where (Zt) is given in (2.4). If ρ ≥ 0 we have

P
(
Z̃nt ≤ Z̃n+1

t , ∀t ≥ 0
)

= 1.

Finally the statements for (Z̃nt ) carry over to (ν̃t).

Proof. The proof follows the same way as the proof of Theorem 1.1 in [36]. Note here that (Z̃nt )
can never become zero and that the function ρ in the proof can be chosen as ρ(x) =

√
x. Due

to Lemma 3.1 we have monotonicity with respect to n in the drift term of (Z̃nt ). �

Proof of Lemma 4.1: We use Proposition 5.1 in [24]. It is first possible to show that (Z̃nt ) is
relatively compact. According to [25] Theorem 2.1 we have to show that

(i) limK→∞ supn P(|Z̃nt | > K) = 0,∀0 ≤ t ≤ T.
(ii) limh↓0 lim supn→∞ supt≤T E[min{1, |Z̃nt+h − Z̃nt |}] = 0.

But this is true since (Z̃nt ) can be bounded by (Zt) in case ρ ≤ 0 and by (Z̃t) in case ρ ≥ 0.
Further we write

dZ̃nt = (Fn1 (Z̃n), Fn2 (Z̃n))d
( t
BZ
t

)
where

Fn1 (z)t = κ(θ − zt) +
λγσρ

1− γ
√
zt

√√√√v0+
n∑
1

qni

∫ t

0
e−(t−s)xizns ds (7.18)

F1(z)t = κ(θ − zt) +
λγσρ

1− γ
√
zt

√
v0+

∫ ∞
0

∫ t

0
e−(t−s)xzsdsµ(dx) (7.19)

Fn2 (z)t = σ
√
zt (7.20)

F2(z)t = σ
√
zt. (7.21)

We next have to show that when (zn) → (z) in Skorohod topology, then also (zn, Fn(zn)) →
(z, F (z)) in Skorohod topology. By since z and thus also F (z) are continuous, this boils down to
uniform convergence on compact intervals. It remains to show that Fn1 (zn) → F1(z) uniformly
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on compact intervals if (zn) → (z). This can be done by looking at the expressions under the
square roots:∣∣∣ n∑

i=1

qni

∫ t

0
e−(t−s)xizns ds−

∫ ∞
0

∫ t

0
e−(t−s)xzsdsµ(dx)

∣∣∣ (7.22)

≤
n∑
i=1

qni

∫ t

0
e−(t−s)xi |zns − zs|ds+

∫ t

0

∣∣∣ n∑
i=1

qni e
−(t−s)xi −

∫ ∞
0

e−(t−s)xµ(dx)
∣∣∣zsds (7.23)

≤
∫ ∞

0

∫ t

0
e−(t−s)x|zns − zs|dsµ(dx) +

∫ t

0

∣∣∣ n∑
i=1

qni e
−(t−s)xi −

∫ ∞
0

e−(t−s)xµ(dx)
∣∣∣zsds(7.24)

The last term converges to zero due to Lemma 3.1 and first term because |zns − zs| → 0 u.o.c.
by assumption.

Finally the statement follows from Proposition 5.1 in [24]. �
Proof of Lemma 4.2: From Theorem 3.2 and the definition of the stochastic Itô-integral we

obtain since

lim
n→∞

E
[ ∫ T

0
π2
s(
√
νs −

√
νns )2ds

]
= 0

by monotone convergence that∫ T

0
πs
√
νns dB

S
s
L2

→
∫ T

0
πs
√
νsdB

S
s

which implies L1-convergence. Altogether we obtain

lim
n→∞

(∫ T

0

(
r + πsν

n
s (λ− 1

2
πs)
)
ds+

∫ T

0
πs
√
νns dB

S
s

)
=

∫ T

0

(
r + πsνs(λ−

1

2
πs)
)
ds+ lim

n→∞

∫ T

0
πs
√
νns dB

S
s .

Since L1 convergence implies by the Skorokhod representation theorem almost sure convergence
on a suitable probability space, we get

lim
n→∞

W π,n
T = W π

T .

The uniform convergence then implies the statement. �
Proof of Lemma 4.4 Let us first write these two differential equations as

ϕnt (T − t) = ηhn(T − t)− κϕn(T − t) +
1

2
σ2(ϕn)2(T − t) (7.25)

ϕt(T − t) = ηh(T − t)− κϕ(T − t) +
1

2
σ2ϕ2(T − t) (7.26)

with hn(T − t) =
∫ T−t

0

∫∞
0 e−xsµn(dx)ds and h(T − t) = (T−t)α

Γ(α+1) . Due to Lemma 3.1 and the

previous calculation we know that 0 ≤ hn(t) ≤ h(t) and limn→∞ h
n(t) = h(t). Now let ϕ0 be a

solution of

ϕ0
t (T − t) = −κϕ0(T − t) +

1

2
σ2(ϕ0)2(T − t)

with ϕ0(0) = 0.Then by a classical comparison theorem (see e.g. Proposition 5.2.18 in [22])
we obtain that ϕ0 ≤ ϕn ≤ ϕ pointwise for all n, i.e. ϕn is bounded for fixed t. Now consider
ξn(t) := ϕ(t)− ϕn(t). It solves the differential equation

ξnt (t) = η
(
h(t)− hn(t)

)
− κξn(t) +

1

2
σ2ξn(t)

(
ϕn(t) + ϕ(t)

)
.

and is hence given by

ξn(t) = η exp
(∫ t

0

(1

2
σ2(ϕn(u)+ϕ(u))−κ

)
du
)(∫ t

0
e
∫ u
0

(
− 1

2
σ2(ϕn(s)+ϕ(s))+κ

)
ds(h(u)−hn(u)

)
du
)
.
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Since ϕn is bounded and limn→∞ h
n(t) = h(t) we obtain by dominated convergence that ξn(t)→

0 for n→∞ which implies the stated convergence. �
Proof of Theorem 4.5 Since π∗ ≡ λ

1−γ is optimal for the n-th approximation by Theorem 3.6

we obtain

Ew0,v0,z0

[1

γ
(W π,n

T )γ
]
≤ Ew0,v0,z0

[1

γ
(W ∗,nT )γ

]
(7.27)

where we write W ∗,nT instead of W π∗,n
T . Let us now consider the expectation on the right-hand

side. Inserting the optimal portfolio strategy π∗ and using the Feynman-Kac result in Theorem
3.5 yields

Ew0,v0,z0

[1

γ
(W ∗,nT )γ

]
=

1

γ
wγ0 exp(γrT )Ew0,v0,z0

[
exp

( λ2γ

2(1− γ)

∫ T

0
νns ds

)]
.

By monotone convergence we obtain from Theorem 3.2 that

lim
n→∞

Ew0,v0,z0

[
exp

( λ2γ

2(1− γ)

∫ T

0
νns ds

)]
= Ew0,v0,z0

[
exp

( λ2γ

2(1− γ)

∫ T

0
νsds

)]
.

On the other hand we know that

exp(γrT )Ew0,v0,z0

[
exp

( λ2γ

2(1− γ)

∫ T

0
νns ds

)]
= exp

(
φn(T ) + ϕn(T )z0

)
where ϕn and φn are solutions of (3.19) and (3.20). From Lemma 4.4 we know that the right-
hand side converges to

exp
(
φ(T ) + ϕ(T )z0

)
where ϕ and φ are solutions of (4.13) and (4.14). Thus we get that

lim
n→∞

Ew0,v0,z0

[1

γ
(W ∗,nT )γ

]
=

1

γ
wγ0 exp(γrT )Ew0,v0,z0

[
exp

( λ2γ

2(1− γ)

∫ T

0
νsds

)]
=

1

γ
wγ0 exp

(
φ(T ) + ϕ(T )z0

)
.

Now we have to consider the left-hand side of (7.27).
From the proof of Lemma 3.1 we know that for any π

lim
n→∞

W π,n
T = W π

T .

Now from Fatou’s Lemma we finally obtain (in case γ ≥ 0 we use 0 as a lower bound, in case
γ < 0 we have assume uniform integrability)

lim inf
n→∞

Ew0,v0,z0

[1

γ
(W π,n

T )γ
]
≥ Ew0,v0,z0

[
lim inf
n→∞

1

γ
(W π,n

T )γ
]

= Ew0,v0,z0

[1

γ
(W π

T )γ
]
.

This implies now that for all admissible policies (πt)

Ew0,v0,z0

[1

γ
(W π

T )γ
]
≤ 1

γ
wγ0 exp(γrT )Ew0,v0,z0

[
exp

( λ2γ

2(1− γ)

∫ T

0
νsds

)]
.

What is left to show is that the upper bound can be obtained. Inserting the candidate for the
optimal portfolio strategy π∗ ≡ λ

1−γ in the SDE of the wealth equation yields

Ew0,v0,z0

[ 1

γ
(Wπ?

T )γ
]

=
1

γ
wγ0Ew0,v0,z0

[
exp

(∫ T

0

γ
(
r +

λ2(1− 2γ)

2(1− γ)2
νs

)
ds+

∫ T

0

λγ

1− γ
√
νsdB

S
s

)]
=

1

γ
wγ0Ew0,v0,z0

[
exp

(
γrT +

λ2γ

2(1− γ)

∫ T

0

νsds
)
MT

]
with

MT = exp
(
−
∫ T

0

1

2

λ2γ2

(1− γ)2
νsds+

∫ T

0

λγ

1− γ
√
νsdB

S
s

)
.
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Let (FZt ) be the filtration which is generated by (BZ
t ) only. Then since (BZ

t ) and (BS
t ) are

uncorrelated we obtain by conditioning and since E[MT ] = 1 (this follows like in Example 4 in
[28]) that

Ew0,v0,z0

[ 1

γ
(Wπ?

T )γ
]

=
1

γ
wγ0Ew0,v0,z0

[
Ew0,v0,z0

[
exp

(
γrT +

λ2γ

2(1− γ)

∫ T

0

νsds
)
MT

∣∣∣FZT ]]
=

1

γ
wγ0 exp(γrT )Ew0,v0,z0

[
exp

( λ2γ

2(1− γ)

∫ T

0

νsds
)]

which implies the statement. �
Proof of Theorem 5.4 We consider the approximation first. For an arbitrary admissible

portfolio strategy π we obtain

W π,n
T = w0 exp

(∫ T

0

(
r + πsa(νns )(λ− 1

2
πs)
)
ds+

∫ T

0
πs
√
a(νns )dBS

s

)
. (7.28)

Note that π is (Ft)−adapted and thus independent of n. Since π∗ ≡ λ
1−γ is optimal for the n-th

approximation by Theorem 5.3 we obtain

Ew0,v0,z0

[1

γ
(W π,n

T )γ
]
≤ Ew0,v0,z0

[1

γ
(W ∗,nT )γ

]
(7.29)

where we write W ∗,nT instead of W π∗,n
T . Inserting the optimal portfolio strategy π∗ and using

the Feynman-Kac result in Theorem 5.1 yields for the rigth-hand side

Ew0,v0,z0

[1

γ
(W ∗,nT )γ

]
=

1

γ
wγ0 exp(γrT )Ew0,v0,z0

[
exp

( λ2γ

2(1− γ)

∫ T

0
a(νns )ds

)]
. (7.30)

By monotone convergence we then get

lim
n→∞

Ew0,v0,z0

[
exp

( λ2γ

2(1− γ)

∫ T

0
a(νns )ds

)]
= Ew0,v0,z0

[
exp

( λ2γ

2(1− γ)

∫ T

0
a(νs)ds

)]
. (7.31)

From the definition of the stochastic Itô-integral we obtain since

lim
n→∞

E
[ ∫ T

0
π2
s(
√
a(νs)−

√
a(νns ))2ds

]
= 0 (7.32)

by monotone convergence that∫ T

0
πs
√
a(νns )dBS

s
L2

→
∫ T

0
πs
√
a(νs)dB

S
s (7.33)

which implies L1-convergence. Altogether we obtain

lim
n→∞

(∫ T

0

(
r + πsa(νns )(λ− 1

2
πs)
)
ds+

∫ T

0
πs
√
a(νns )dBS

s

)
=

∫ T

0

(
r + πsa(νs)(λ−

1

2
πs)
)
ds+ lim

n→∞

∫ T

0
πs
√
a(νns )dBS

s . (7.34)

Since L1 convergence implies by the Skorokhod representation theorem almost sure convergence
on a suitable probability space, we get

lim
n→∞

W π,n
T = W π

T . (7.35)

Now from Fatou’s Lemma we finally obtain

lim inf
n→∞

Ew0,v0,z0

[1

γ
(W π,n

T )γ
]
≥ Ew0,v0,z0

[
lim inf
n→∞

1

γ
(W π,n

T )γ
]

= Ew0,v0,z0

[1

γ
(W π

T )γ
]
. (7.36)

This implies now that for all admissible policies (πt)

Ew0,v0,z0

[1

γ
(W π

T )γ
]
≤ 1

γ
wγ0 exp(γrT )Ew0,v0,z0

[
exp

( λ2γ

2(1− γ)

∫ T

0
a(νs)ds

)]
. (7.37)
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Finally, the value on the right-hand side is exactly the value function of the portfolio strategy
π∗t ≡ λ

1−γ . �
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