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DETERMINING A RANDOM SCHRÖDINGER EQUATION WITH

UNKNOWN SOURCE AND POTENTIAL

JINGZHI LI, HONGYU LIU, AND SHIQI MA

Abstract. We are concerned with the direct and inverse scattering problems associated
with a time-harmonic random Schrödinger equation with unknown source and potential
terms. The well-posedness of the direct scattering problem is first established. Three
uniqueness results are then obtained for the corresponding inverse problems in determining
the variance of the source, the potential and the expectation of the source, respectively, by
the associated far-field measurements. First, a single realization of the passive scattering
measurement can uniquely recover the variance of the source without the a priori knowledge
of the other unknowns. Second, if active scattering measurement can be further obtained,
a single realization can uniquely recover the potential function without knowing the source.
Finally, both the potential and the first two statistic moments of the random source can
be uniquely recovered with full measurement data. The major novelty of our study is that
on the one hand, both the random source and the potential are unknown, and on the
other hand, both passive and active scattering measurements are used for the recovery in
different scenarios.

Keywords: random Schrödinger equation, inverse scattering, passive/active measure-
ments, asymptotic expansion, ergodicity
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1. Introduction

In this paper, we are mainly concerned with the following random Schrödinger system




(−∆− E + V (x))u(x,E, d, ω) = f(x) + σ(x)Ḃx(ω), x ∈ R
3, (1.1a)

u(x,E, d, ω) = αei
√
Ex·d + usc(x,E, d, ω), (1.1b)

lim
r→∞

r

(
∂usc

∂r
− i

√
Eusc

)
= 0, r := |x|, (1.1c)

where f(x) and σ(x) in (1.1a) are the expectation and standard variance of the source term,
d ∈ S

2 := {x ∈ R
3 ; |x| = 1} signifies the impinging direction of the incident plane wave, and

E ∈ R+ is the energy level. In (1.1b), α takes the value of either 0 or 1 to incur or suppress
the presence of the incident wave, respectively. In the sequel, we follow the convention to
replace E with k2, namely k :=

√
E ∈ R+, which can be understood as the wave number.

The limit in (1.1c) is the Sommerfeld Radiation Condition (SRC) [7] that characterizes the
outgoing nature of the scattered wave field usc. The random system (1.1) describes the
quantum scattering associated with a potential V and a random active source (f, σ) at the
energy level k2.

In the system (1.1), the random parameter ω belongs to Ω with (Ω,F ,P) signifying a

complete probability space. The term Ḃx(ω) denotes the three-dimensional spatial Gauss-

ian white noise [8]. The random part σ(x)Ḃx(ω) within the source term in (1.1a) is an
ideal mathematical model for noises arising from real world applications [8]. We note that
the σ2(x) gives the intensity of the randomness of the source at the point x, and can be

understood as the variance of σ(x)Ḃ(x, ω). In what follows, we call σ2(x) the variance
function. The statistical information of a single zero-mean Gaussian white noise is encoded
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in its variance function [27]. In this paper, we are mainly concerned with the recovery of
the variance and expectation of the random source as well as the potential function in (1.1)
by the associated scattering measurements as described in what follows.

In order to study the corresponding inverse problems, one needs to have a thorough
understanding of the direct scattering problem. In the deterministic case with σ ≡ 0, the
scattering system (1.1) is well understood; see, e.g., [7, 10]. There exists a unique solution
usc ∈ H1

loc(R
3), and moreover there holds the following asymptotic expansion as |x| → ∞,

usc(x) =
eikr

r
u∞(x̂, k, d) +O

(
1

r2

)
, (1.2)

where x̂ := x/|x| ∈ S
2. The term u∞ is referred to as the far-field pattern, which encodes

the information of the potential V and the source f . In principle, we shall show that the
random scattering system (1.1) is also well-posed in a proper sense and possesses a far-field
pattern. To that end, throughout the rest of the paper, we assume that σ2, V , f belong
to L∞(R3;R), respectively, and that they are compactly supported in a fixed bounded
domain D ⊂ R

3 containing the origin. Under the aforementioned regularity assumption, we
establish that the following mapping of the direct problem (DP) is well-posed in a proper
sense,

DP : (σ, V, f) → {usc(x̂, k, d, ω), u∞(x̂, k, d, ω) ; ω ∈ Ω, x̂ ∈ S
2, k > 0, d ∈ S

2}. (1.3)

The well-posedness of the direct scattering problem paves the way for our further study of
the inverse problem (IP). In IP, we are concerned with the recoveries of the three unknowns
σ2, V , f in a sequential way, by knowledge of the associated far-field pattern measurements
u∞(x̂, k, d, ω). By sequential, we mean the σ2, V , f are recovered by the corresponding data
sets one-by-one. In addition to this, in the recovery procedure, both the passive and active
measurements are utilized. When α = 0, the incident wave is suppressed and the scattering
is solely generated by the unknown source. The corresponding far-field pattern is thus
referred to as the passive measurement. In this case, the far-field pattern is independent
of the incident direction d, and we denote it as u∞(x̂, k, ω). When α = 1, the scattering
is generated by both the active source and the incident wave, and the far-field pattern is
referred to as the active measurement, denoted as u∞(x̂, k, d, ω). Under these settings, we
formulate our IP as

IP :





M1(ω) := {u∞(x̂, k, ω) ; ∀x̂ ∈ S
2, ∀k ∈ R+} → σ2,

M2(ω) := {u∞(x̂, k, d, ω) ; ∀x̂ ∈ S
2, ∀k ∈ R+, ∀d ∈ S

2} → V,

M3 := {u∞(x̂, k, d, ω) ; ∀x̂ ∈ S
2, ∀k ∈ R+, d fixed, ∀ω ∈ Ω } → f.

(1.4)
The data set M1(ω) (abbr. M1) corresponds to the passive measurement (α = 0), while
the data sets M2(ω) (abbr. M2) and M3 correspond to the active measurements (α = 1).
Different random sample ω gives different data sets M1 and M2. All of the σ2, V , f in
the IP are assumed to be unknown, and our study shows that the data sets M1, M2,
M3 can recover σ2, V , f , respectively. The mathematical arguments of our study are
constructive and we derive explicitly recovery formulas, which can be employed for numerical
reconstruction in future work.

In the aforementioned IP, we are particularly interested in the case with a single real-
ization, namely the sample ω is fixed in the recovery of σ2 and V in (1.4). Intuitively, a

particular realization of Ḃx provides little information about the statistical properties of
the random source. However, our study indicates that a single realization of the far-field
measurement can be used to uniquely recover the variance function and the potential in
certain scenarios. A crucial assumption to make the single-realization recovery possible
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is that the randomness is independent of the wave number k. Indeed, there are assorted
applications in which the randomness changes slowly or is independent of time [5, 20], and
by Fourier transforming into the frequency domain, they actually correspond to the afore-
mentioned situation. The single-realization recovery has been studied in the literature; see,
e.g., [5, 19,20]. The idea of this work is mainly motivated by [5].

There are abundant literatures for the inverse scattering problem associated with either
the passive or active measurements. Given an known potential, the recovery of an unknown
source term by the corresponding passive measurement is referred to as the inverse source
problem. We refer to [1, 2, 4, 6, 11, 13–15, 17, 29, 31] and the references therein for both
theoretical uniqueness/stability results and computational methods for the inverse source
problem in the deterministic setting, namely σ ≡ 0. The authors are also aware of some
study on the inverse source problem concerning the recovery of a random source [21, 22].
In [22], the homogeneous Helmholtz system with a random source is studied. Compared
with [22], our system (1.1) comprises of both unknown source and unknown potential, which
make the corresponding study radically more challenging.

The determination of a random source by the corresponding passive measurement was
also recently studied in [3, 24, 30], and the determination of a random potential by the
corresponding active measurement was established in [5]. We also refer to [19] and the
references therein for more relevant studies on the determination of a random potential.
The simultaneous recovery of an unknown source and its surrounding potential was also
investigated in the literature. In [16, 23], motivated by applications in thermo- and photo-
acoustic tomography, the simultaneous recovery of an unknown source and its surrounding
medium parameter was considered. The simultaneous recovery study in [16,23] was confined
to the deterministic setting and associated mainly with the passive measurement.

In this paper, we consider the recovery of an unknown random source and an unknown
potential term associated with the Schrödinger system (1.1). The major novelty of our
unique recovery results compared to those existing ones in the literature is that on the one
hand, both the random source and the potential are unknown, and on the other hand, we
use both passive and active measurements for the unique recovery. We established three
unique recovery results.

Theorem 1.1. Without knowing V and f in system (1.1), the data set M1 can recover σ2

almost surely.

Remark 1.1. Theorem 1.1 implies that the variance function can be uniquely recovered
without a priori knowledge of f or V . Moreover, since the passive measurement M1 is
used, Theorem 1.1 indicates that the variance function can be uniquely recovered by a single
realization of the passive scattering measurement. Moreover, for the sake of simplicity, we
set the wave number k in the definition of M1 to be running over all positive real numbers.
But in practice, it is enough to let k be greater than any fixed positive number. This remark
equally applies to Theorem 1.2.

Theorem 1.2. Without knowing σ and f in system (1.1), the data set M2 uniquely recovers
the potential V .

Remark 1.2. Theorem 1.2 shows that the potential V can be uniquely recovered without
knowing the random source, namely σ and f . Moreover, we only make use of a single
realization of the active scattering measurement.

Theorem 1.3. In system (1.1), suppose that σ is unknown and the potential V is known
in advance. Then there exists a positive constant C that depends only on D such that if
‖V ‖L∞(R3) < C, the data set M3 can uniquely recover the expectation f .
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The rest of the paper is outlined as follows. In Section 2, we present the mathematical
analysis of the forward scattering problem given in (1.1). Section 3 establishes some as-
ymptotic estimates, which are of key importance in the recovery of the variance function.
In Section 4, we prove the first recovery result of the variance function with a single real-
ization of the passive scattering measurement. Section 5 is devoted to the second and third
recovery results of the potential and the random source. We conclude the work with some
discussions in Section 6.

2. Mathematical analysis of the direct problem

In this section, the uniqueness and existence of amild solution is established for the system
(1.1). Before analyzing the direct problem, some preparations are made in the beginning.
In Section 2.1, we introduce some preliminaries which are used throughout the rest of the
paper. Some technical lemmas that are necessary for the analysis of both the direct and
inverse problems are presented in Section 2.2. In Section 2.3, we give the well-posedness of
the direct problem.
2.1. Preliminaries. Let us first introduce the generalized Gaussian white noise Ḃx(ω)

[18]. To give a brief introduction, we write Ḃx(ω) temporarily as Ḃ(x, ω). It is known

that Ḃ(·, ω) ∈ H
−3/2−ǫ
loc (R3) almost surely for any ǫ ∈ R+ [18]. Then Ḃ : ω ∈ Ω 7→

Ḃ(·, ω) ∈ D ′(D) defines a map from the probability space to the space of the general-
ized functions. Here, D(D) signifies the space consisting of smooth functions that are
compactly supported in D, and D ′(D) signifies its dual space. For any ϕ ∈ D(D),

Ḃ : ω ∈ Ω 7→ 〈Ḃ(x, ω), ϕ(x)〉 ∈ R is assumed to be a Gaussian random variable with
zero-mean and

∫
D |ϕ(x)|2 dx as its variance. We also recall that a function ψ in L1

loc(R
n)

defines a distribution through 〈ψ,ϕ〉 =
∫
Rn ψ(x)ϕ(x) dx [5]. Then Ḃ(x, ω) satisfies:

〈Ḃ(·, ω), ϕ(·)〉 ∼ N (0, ‖ϕ‖2L2(D)), ∀ϕ ∈ D(D).

Moreover, the covariance of the Ḃ(x, ω) is assumed to satisfy the following property. For

every ϕ, ψ in D(D), the covariance between 〈Ḃ(·, ω), ϕ〉 and 〈Ḃ(·, ω), ψ〉 is defined as∫
D ϕ(x)ψ(x) dx:

E
(
〈Ḃ(·, ω), ϕ〉〈Ḃ(·, ω), ψ〉

)
:=

∫

D
ϕ(x)ψ(x) dx. (2.1)

These aforementioned definitions can be generalized to the case where ϕ,ψ ∈ L2(D) by the

density arguments. The δ(x)Ḃ(x, ω) is defined as

δ(x)Ḃ(x, ω) : ϕ ∈ L2(D) 7→ 〈Ḃ(·, ω), δ(·)ϕ(·)〉 ∈ R. (2.2)

Secondly, let’s set

Φ(x, y) = Φk(x, y) :=
eik|x−y|

4π|x− y| , x ∈ R
3\{y}.

Φk is the outgoing fundamental solution, centered at y, to the differential operator −∆−k2.
Define the resolvent operator Rk,

Rk(ϕ)(x) = (Rkϕ)(x) :=

∫

suppϕ
Φk(x, y)ϕ(y) dy, x ∈ R

3, (2.3)

where ϕ can be any measurable function on R
3 as long as the (2.3) is well-defined for almost

all x in R
3. Similar to the (2.3), we define Rk(δḂx)(ω) as

Rk(δḂx)(ω) := 〈Ḃ(·, ω), δ(·)Φ(x, ·)〉, (2.4)
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for any δ ∈ L∞(R3) with supp δ ⊆ D. We write Rk(δḂx)(ω) as Rk(δḂx) for short. We

may also write Rk(δḂx) as
∫
R3 Φk(x, y)δ(y)Ḃy dy or

∫
R3 Φk(x, y)δ(y) dBy . We may omit the

subscript x in Rk(δḂx) if it is clear in the context.
Write 〈x〉 := (1 + |x|2)1/2 for x ∈ R

3. We introduce the following weighted L2-norm and
the corresponding function space over R3 for any s ∈ R,





‖f‖L2
s(R

3) := ‖〈·〉sf(·)‖L2(R3) =
(∫

R3

〈x〉2s|f |2 dx
)1

2

,

L2
s(R

3) :=
{
f ∈ L1

loc(R
3); ‖f‖L2

s(R
3) < +∞

}
.

(2.5)

We also define L2
s(S) for any measurable subset S in R

3 by replacing R
3 in (2.5) with S.

In what follows, we may denote L2
s(R

3) as L2
s for short if without ambiguities.

In the sequel, we write L(A,B) to denote the set of all the linear bounded mappings
from a norm vector space A to a norm vector space B. For any mapping K ∈ L(A,B), we
denote its operator norm as ‖K‖L(A,B). We write the identity operator as I. We also use
notations C and its variants, such as CD and CD,f to represent some generic constant(s)
whose particular definition may change line by line. We use A . B to signify A ≤ CB
and A ≃ B to signify A = CB, for some generic positive constant C. We denote “almost
everywhere” as “a.e.” and “almost surely” as “a.s.” for short. We use |S| to denote the
Lebesgue measure of any Lebesgue-measurable set S. Define M(x) = supy∈D |x − y|, and
diamD := supx,y∈D |x − y|, where D is the bounded domain containing suppσ, suppV ,
supp f and the origin. Thus we have M(0) ≤ diamD <∞. It can be verified that

{y − x ∈ R
3; |x| ≤ 2M(0), y ∈ D} ⊆ {z ∈ R

3; |z| ≤ 3 diamD}. (2.6)

This is because |y − x| ≤ |y|+ |x| ≤ diamD + 2M(0) ≤ 3diamD.

2.2. Several technical lemmas. Several important technical lemmas are presented here.

Lemma 2.1. For any ϕ ∈ L∞(R3) with suppϕ ⊆ D and any ǫ ∈ R+, we have

Rkϕ ∈ L2
−1/2−ǫ.

Proof of Lemma 2.1. Assume that ϕ belongs to L∞(R3) with its support contained in D.
Obviously we have that ‖ϕ‖L2(D) < +∞. Using the Cauchy-Schwarz inequality we have

‖Rkϕ‖2L2
−1/2−ǫ

.

∫

R3

〈x〉−1−2ǫ
( ∫

D

1

|x− y|2 dy
)
·
( ∫

D
|ϕ(y)|2 dy

)
dx

. ‖ϕ‖2L2(D)

[ ∫

|x|≤2M(0)

( ∫

D

1

|x− y|2 dy
)
dx

+

∫

|x|>2M(0)
〈x〉−1−2ǫ〈x〉−2 dx

]
. (2.7)

By the change of variable, the first term in the square brackets in (2.7) satisfies
∫

|x|≤2M(0)

( ∫

D

1

|x− y|2 dy
)
dx =

∫

|x|≤2M(0)

( ∫

z∈{y−x ; y∈D}

1

|z|2 dz
)
dx. (2.8)

From (2.6), we can continue (2.8) as
∫

|x|≤2M(0)

( ∫

D

1

|x− y|2 dy
)
dx ≤

∫

|x|≤2M(0)

( ∫

{z ; |z|≤3diamD}

1

|z|2 dz
)
dx

=

∫

|x|≤2M(0)

(
12π diamD

)
dx < +∞. (2.9)



DETERMINING A RANDOM SCHRÖDINGER EQUATION 6

Meanwhile, the second term in the square brackets in (2.7) satisfies
∫

|x|>2M(0)
〈x〉−1−2ǫ〈x〉−2 dx ≤

∫

R3

〈x〉−3−2ǫ dx < +∞. (2.10)

Note that (2.10) holds for every ǫ ∈ R+. Combining (2.7), (2.9) and (2.10), we conclude

‖Rkϕ‖2L2
−1/2−ǫ

< +∞.

The proof is complete. �

Now we present a special version of Agmon’s estimates for the convenience of our reader
(cf. [9]). This special version will be used when proving Lemma 2.3.

Lemma 2.2 (Agmon’s estimates [9]). For any ǫ > 0, there exists some k0 ≥ 2 such that
for any k > k0 we have

‖Rkϕ‖L2
−1/2−ǫ

≤ Cǫk
−1‖ϕ‖L2

1/2+ǫ
, ∀ϕ ∈ L2

1/2+ǫ (2.11)

where Cǫ is independent of k and ϕ.

The proof of Lemma 2.2 can be found in [9]. The symbol k0 appearing in Lemma 2.2 is
preserved for future use.

Lemma 2.3. For any fixed ǫ ≥ 0, when k > k0, we have

‖Rk ◦ V ‖L(L2
−1/2−ǫ

,L2
−1/2−ǫ

) ≤ Cǫ,D,V k
−1,

where the constant Cǫ,D,V depends on ǫ,D and V but is independent of k.

Proof of Lemma 2.3. By Lemma 2.2, when k > k0, we have the following estimate,

‖RkV u‖L2
−1/2−ǫ

= ‖Rk(V u)‖L2
−1/2−ǫ

≤ Cǫk
−1‖V u‖L2

1/2+ǫ
.

Due to the boundedness of suppV , there holds ‖V u‖L2
1/2+ǫ

≤ CD,V ‖u‖L2
−1/2−ǫ

for some

constant CD,V depending on D and V but independent of u and ǫ. Thus, we have

‖RkV u‖L2
−1/2−ǫ

≤ Cǫ,D,V k
−1‖u‖L2

−1/2−ǫ
.

The proof is complete. �

In the rest of the paper, we use k∗ to represent the maximum between the quantity k0
originated from Lemma 2.2 and the quantity

sup
k∈R+

{k ; ‖RkV ‖L(L2
−1/2−ǫ

,L2
−1/2−ǫ

) ≥ 1} + 1.

This choice of k∗ guarantees that if k ≥ k∗, both the inequality (2.11) and the Neumann
expansion (I −RkV )−1 =

∑
j≥0(RkV )j in L2

−1/2−ǫ hold.

For the subsequent analysis we also need a local version of Lemma 2.3.

Lemma 2.4. When k > k0, we have

‖RkV ‖L(L2(D),L2(D)) ≤ CD,V k
−1, (2.12)

for some constant CD,V depending on D and V but independent of k. Moreover, for every
ϕ ∈ L2(R3) with suppϕ ⊆ D, then

‖VRkϕ‖L2(D) ≤ CD,V k
−1‖ϕ‖L2(D), (2.13)

for some constant CD,V depending on D and V but independent of ϕ and k.
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Proof. For any ϕ ∈ L2(D), thanks to the boundedness of D we have

‖RkV ϕ‖L2(D) ≤ CD‖Rk(V ϕ)‖L2
−1
. (2.14)

By Lemma 2.2 (letting the ǫ in Lemma 2.2 be 1
2), we conclude that

‖Rk(V ϕ)‖L2
−1

≤ Ck−1‖V ϕ‖L2
1
. (2.15)

By virtue of the boundedness of V , we have

‖V ϕ‖L2
1
≤ CD,V ‖ϕ‖L2(D). (2.16)

Combining (2.14)-(2.16), we arrive at (2.12).
To prove (2.13), by Lemma 2.2, we have

‖Rkϕ‖L2(D) ≤ CD‖Rkϕ‖L2
−1

≤ CDk
−1‖ϕ‖L2

1
≤ CDk

−1‖ϕ‖L2(D).

Therefore,

‖VRkϕ‖L2(D) ≤ ‖V ‖L∞(D) · ‖Rkϕ‖L2(D) ≤ CD,V k
−1‖ϕ‖L2(D).

The proof is complete. �

Lemma 2.5 shows some basic properties of Rk(σḂx) defined in (2.4).

Lemma 2.5. We have

Rk(σḂx) ∈ L2
−1/2−ǫ a.s. .

Moreover, we have

E‖Rk(σḂx)‖L2(D) < C < +∞
for some constant C independent of k.

Proof. From (2.4), (2.2) and (2.1), one can compute,

E(‖Rk(σḂx)‖2L2
−1/2−ǫ

) =

∫

R3

〈x〉−1−2ǫ
E
(
〈Ḃ(·, ω), σ(·)Φ(x, ·)〉〈Ḃ(·, ω), σ(·)Φ(x, ·)〉

)
dx

=

∫

R3

〈x〉−1−2ǫ

∫

D
σ2(y)

1

16π2|x− y|2 dy dx

≤ C‖σ‖2L∞(D)

∫

R3

〈x〉−1−2ǫ

∫

D
|x− y|−2 dy dx.

By arguments similar to the ones used in the proof of Lemma 2.1 we arrive at

E(‖Rk(σḂx)‖2L2
−1/2−ǫ

) ≤ CD < +∞, (2.17)

for some constant CD depending on D but not on k. By the Hölder inequality applied to
the probability measure, (2.17) gives

E(‖Rk(σḂx)‖L2
−1/2−ǫ

) ≤ [E(‖Rk(σḂx)‖2L2
−1/2−ǫ

)]1/2 ≤ C
1/2
D < +∞, (2.18)

for some constant CD independent of k. The inequality (2.18) gives

Rk(σḂx) ∈ L2
−1/2−ǫ a.s. .

By replacing R
3 with D and deleting all the terms 〈x〉−1−2ǫ in the derivations above, one

arrives at E‖Rk(σḂx)‖L2(D) < +∞. The proof is done. �
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2.3. The well-posedness of the DP. For a particular realization of the random sample
ω ∈ Ω, the term Ḃx(ω), treated as a function of the spatial argument x, could be very
rough. The roughness of this term could make these classical second-order elliptic PDEs
theories invalid to (1.1). Due to this reason, the notion of the mild solution is introduced for
random PDEs (cf. [3]). In what follows, we adopt the mild solution in our problem setting,
and we show that this mild solution and the corresponding far-field pattern are well-posed
in a proper sense.

Reformulating (1.1) into the Lippmann-Schwinger equation formally (cf. [7]), we have

(I −RkV )u = α · ui −Rkf −Rk(σḂx), (2.19)

where the term Rk(σḂx) is defined by (2.4). Recall that usc = u − α · ui. From (2.19) we
have

(I −RkV )usc = αRkV u
i −Rkf −Rk(σḂx). (2.20)

Theorem 2.1. When k > k∗, there exists a unique stochastic process usc(·, ω) : R3 → C

such that usc(x) satisfies (2.20) a.s. , and usc(·, ω) ∈ L2
−1/2−ǫ a.s. for any ǫ ∈ R+. Moreover,

we have

‖usc(·, ω)‖L2
−1/2−ǫ

. ‖αV ui‖L2
1/2+ǫ

+ ‖f‖L2
1/2+ǫ

+ ‖Rk(σḂx)‖L2
−1/2−ǫ

. (2.21)

Then we call u(x) := usc+α ·ui(x) the mild solution to the random scattering system (1.1).

Proof. By Lemmas 2.1, 2.3 and 2.5, we see

F := αRkV u
i −Rkf −Rk(σḂx) ∈ L2

−1/2−ǫ.

Note that k > k∗, so the term
∑∞

j=0(RkV )j is well-defined, thus the term
∑∞

j=0(RkV )jF

belongs to L2
−1/2−ǫ. Because

∑∞
j=0(RkV )j = (I−RkV )−1, we see (I−RkV )−1F ∈ L2

−1/2−ǫ.

Let usc := (I −RkV )−1F ∈ L2
−1/2−ǫ, then u

sc is the unique solution of (2.20). That is, the

existence of the mild solution is proved The uniqueness of the mild solution follows from
the invertibility of the operator (I −RkV )−1.

From (2.20) and Lemmas 2.2-2.3, we have

‖usc(·, ω)‖L2
−1/2−ǫ

= ‖(I −RkV )−1(αRkV u
i −Rkf −Rk(σḂx))‖L2

−1/2−ǫ

≤
∑

j≥0

‖RkV ‖jL(L2
−1/2−ǫ

,L2
−1/2−ǫ

)
· ‖αRkV u

i −Rkf −Rk(σḂx)‖L2
−1/2−ǫ

≤ C(‖αRkV u
i‖L2

−1/2−ǫ
+ ‖Rkf‖L2

−1/2−ǫ
+ ‖Rk(σḂx)‖L2

−1/2−ǫ
)

≤ C(‖αV ui‖L2
1/2+ǫ

+ ‖f‖L2
1/2+ǫ

+ ‖Rk(σḂx)‖L2
−1/2−ǫ

).

Therefore (2.21) is proved. The proof is complete. �

Next we show that the far-field pattern is well-defined in the L2 sense. From (2.20) we
derive that

usc = (I −RkV )−1
(
αRkV u

i −Rkf −Rk(σḂx)
)

= Rk(I − VRk)
−1(αV ui − f − σḂx).

Therefore, we define the far-field pattern of the scattered wave usc(x, k, d, ω) formally in the
following manner,

u∞(x̂, k, d, ω) :=
1

4π

∫

D
e−ikx̂·y(I − VRk)

−1(αV ui − f − σḂy) dy, x̂ ∈ S
2. (2.22)
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The another result concerning the DP is Theorem 2.2, showing that u∞(x̂, k, d, ω) is
well-defined.

Theorem 2.2. Define the far-field pattern of the mild solution as in (2.22). When k > k∗,
there is a subset Ω0 ⊂ Ω with zero measure P(Ω0) = 0, such that there holds

u∞(x̂, k, d, ω) ∈ L2(S2), ∀ω ∈ Ω\Ω0.

Proof of Theorem 2.2. By Lemma 2.4,

‖VRk‖L(L2(D),L2(D)) ≤ Ck−1 < 1

when k is sufficiently large. Therefore we have,

|u∞(x̂)|2 . |D|2 ·
∫

D
|
∑

j≥0

(VRk)
j(αV ui − f)|2 dy

+
∣∣
∫

D
e−ikx̂·y ∑

j≥1

(VRk)
j(σḂy) dy

∣∣2

+
∣∣
∫

D
e−ikx̂·yσḂy dy

∣∣2

=: f1(x̂, k) + f2(x̂, k, ω) + f3(x̂, k, ω). (2.23)

We next derive estimates on each term fj (j = 1, 2, 3) defined in (2.23). For f1, we have

f1(x̂, k) ≤ C|D|2 · (
∑

j≥0

k−j‖αV ui − f‖L2(D))
2 ≤ C|D|2(‖V ‖L2(D) + ‖f‖L2(D))

2. (2.24)

For f2, by utilizing (2.13), one can compute

f2(x̂, k, ω) ≤ C

∫

D
|
∑

j≥0

(VRk)
jVRk(σḂy)|2 dy ≤ C

(∑

j≥0

k−j‖VRk(σḂy)‖L2(D)

)2
. (2.25)

By virtue of the boundedness of the support of V , we can continue (2.25) as

f2(x̂, k, ω) ≤ C
(∑

j≥0

k−j‖VRk(σḂy)‖L2
−1/2−ǫ

)2 ≤ CV ‖Rk(σḂy)‖2L2
−1/2−ǫ

. (2.26)

By (2.1), the expectation of f3(x̂, k, ω) is

Ef3(x̂, k, ω) = E|〈Ḃy, e
−ikx̂·yσ(y)〉|2 =

∫

D
|σ(y)|2 dy. (2.27)

Combining (2.17), (2.23)-(2.24) and (2.26)-(2.27), we arrive at

E|u∞(x̂)|2 ≤ C|D|2(‖V ‖L2(D) + ‖f‖L2(D))
2 + CV E(‖Rk(σḂy)‖2L2

−1/2−ǫ
) +

∫

D
|σ(y)|2 dy

≤ C < +∞ (2.28)

for some positive constant C. From (2.28) we arrive at

E

∫

S2

|u∞(x̂)|2 dS ≤ C < +∞. (2.29)

Our conclusion follows from (2.29) immediately. �
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3. Some asymptotic estimates

This section is devoted to some preparations of the recovery of the variance function. To
recovery σ2(x), only the passive far-field patterns are utilized. Therefore, throughout this
section, the α in (1.1) is set to be 0. Motivated by [5], our recovery formula of the variance
function is of the form

1

K

∫ 2K

K
u∞(x̂, k, ω) · u∞(x̂, k + τ, ω) dk. (3.1)

After expanding u∞(x̂, k, ω) in the form of Neumann series, there will be several crossover
terms in (3.1) which decay in different rates in terms of K. In this section, we focus on
the asymptotic estimates of these terms, which pave the way to the recovery of σ2(x). The
recovery of σ2(x) is presented in the next section.

To start out, we write

u∞1 (x̂, k, ω) := u∞(x̂, k, ω) − Eu∞(x̂, k). (3.2)

Note that u∞1 is independent of the incident direction d. Assume that k > k∗, then the

operator (I − RkV )−1 has the Neumann expansion
∑+∞

j=0(RkV )j . By (2.22) and (3.2) we
have

u∞1 (x̂, k, ω) =
−1

4π

+∞∑

j=0

∫

D
e−ikx̂·y(RkV )j(σḂy) dy, x̂ ∈ S

2

:=
−1

4π

[
F0(k, x̂) + F1(k, x̂)

]
, (3.3)

where 



F0(k, x̂, ω) :=

∫

D
e−ikx̂·y(σḂy) dy,

F1(k, x̂, ω) :=
∑

j≥1

∫

D
e−ikx̂·y(VRk)

j(σḂy) dy.
(3.4)

Meanwhile, the expectation of the far-field pattern Eu∞ is

Eu∞(x̂, k) =
−1

4π

∫

D
e−ikx̂·y(I − VRk)

−1(f) dy, x̂ ∈ S
2. (3.5)

Lemma 3.1. We have

lim
k→+∞

|Eu∞(x̂, k)| = 0 uniformly in x̂ ∈ S
2.

Proof of Lemma 3.1. Due to the fact that f ∈ L∞(D) ⊂ L2(D), we know

∀ ǫ > 0, ∃ϕǫ ∈ D(D), s.t. ‖f − ϕǫ‖L2(D) < ǫ/(2|D| 12 ). (3.6)

Recall that k > k∗, so (I − VRk)
−1 equals to I +

∑+∞
j=1(VRk)

j . By (3.6) and Lemma 2.4
and utilizing the stationary phase lemma, one can deduce as follows,

|Eu∞(x̂, k)| .
∣∣
∫

D
e−ikx̂·yϕǫ(y) dy

∣∣+
∣∣
∫

D
e−ikx̂·y[f(y)− ϕǫ(y) +

(∑

j≥1

(VRk)
jf

)
(y)

]
dy

∣∣

.
∣∣k−2

∫

D
e−ikx̂·y ·∆ϕǫ(y) dy

∣∣+ |D| 12 · ‖f − ϕǫ +
∑

j≥1

(VRk)
jf‖L2(D)

≤ k−2 · |D| 12 · ‖∆ϕǫ‖L2(D) + |D| 12 ·
(
ǫ/(2|D| 12 ) + C

∑

j≥1

k−j‖f‖L2(D)

)
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= k−2 · |D| 12 ‖∆ϕǫ‖L2(D) + ǫ/2 + C(k − 1)−1 · ‖f‖L2(D). (3.7)

Write K := max{K0,
2√
ǫ
|D| 14 ‖∆ϕǫ‖

1

2

L2(D)
, 1 + 4C

ǫ ‖f‖L2(D)}. From (3.7) we have

∀ k > K, |Eu∞(x̂, k)| < ǫ

2
+
ǫ

4
+
ǫ

4
= ǫ, uniformly for ∀x̂ ∈ S

2.

Since the ǫ is taken arbitrarily, the conclusion follows. �

By substituting (3.2)-(3.5) into (3.1), we obtain several crossover terms among F0, F1 and
Eu∞. The asymptotic estimates of these crossover terms are the main purpose of Sections
3.1 and 3.2. Section 3.1 focuses on the estimate of the leading order term while the estimates
of the higher order terms are presented in Section 3.2.

3.1. Asymptotic estimates of the leading order term. Lemma 3.4 below is the as-
ymptotic estimate of the crossover leading order term. By utilizing the ergodicity, the result
of Lemma 3.4 is also statistically stable. To prove Lemma 3.4, we need Lemmas 3.2, 3.3 and
3.5. Lemma 3.2 is the probabilistic foundation of our single-realization recovery result, and
Lemma 3.3 is called Isserlis’ Theorem. In order to keep our arguments flowing, we postpone
Lemma 3.5 until we finish Lemma 3.4.

Lemma 3.2. Assume X and Xn (n = 1, 2, · · · ) be complex-valued random variables, then

Xn → X a.s. if and only if lim
K0→+∞

P
( ⋃

j≥K0

{|Xj −X| ≥ ǫ}
)
= 0 ∀ ǫ > 0.

The proof of Lemma 3.2 can be found in [8, Lemma 9.2.4].

Lemma 3.3 (Isserlis’ Theorem [26]). Suppose (X1, . . . ,X2n) is a zero-mean multi-variate
normal random vector, then

E(X1X2 · · ·X2n) =
∑∏

E(XiXj), E(X1X2 · · ·X2n−1) = 0.

Specially,

E(X1X2X3X4 ) = E(X1X2)E(X3X4) + E(X1X3)E(X2X4) + E(X1X4)E(X2X3).

The proof of Lemma 3.3 can be found in [26]. In what follows, ϕ̂ denotes the Fourier
transform of the function ϕ defined as

ϕ̂(ξ) := (2π)−n/2

∫

R3

e−ix·ξϕ(x) dx, ξ ∈ R
n.

For the notational convenience, we use “{Kj} ∈ P (t)” to mean that the sequence
{Kj}j∈N+ satisfies Kj ≥ Cjt (j ∈ N

+) for some fixed constant C > 0. Throughout the
following context, γ stands for any fixed positive real number. Lemma 3.4 gives the asymp-
totic estimates of the crossover leading order term.

Lemma 3.4. Write

X0,0(K, τ, x̂, ω) =
1

K

∫ 2K

K
F0(k, x̂, ω) · F0(k + τ, x̂, ω) dk.

Assume {Kj} ∈ P (2 + γ), then for any τ > 0, we have

lim
j→+∞

X0,0(Kj , τ, x̂, ω) = (2π)3/2σ̂2(τ x̂) a.s. .

We may denote X0,0(K, τ, x̂, ω) as X0,0 for short if it is clear in the context.



DETERMINING A RANDOM SCHRÖDINGER EQUATION 12

Proof of Lemma 3.4. We have

E
(
F0(k, x̂, ω)F0(k + τ, x̂, ω)

)

= E
( ∫

Dy

eikx̂·yσ(y) dBy ·
∫

Dz

e−i(k+τ)x̂·zσ(z) dBz

)

=

∫

D
eikx̂·ye−i(k+τ)x̂·yσ(y)σ(y) dy = (2π)3/2 σ̂2(τ x̂). (3.8)

From (3.8) we conclude that

E(X0,0) =
1

K

∫ 2K

K
E
(
F0(k, x̂, ω)F0(k + τ, x̂, ω)

)
dk = (2π)3/2σ̂2(τ x̂).

By Isserlis’ Theorem and (3.8), and note that Fj(k, x̂, ω) = Fj(−k, x̂, ω), one can compute

E
(
|X0,0 − (2π)3/2σ̂2(τ x̂)|2

)

=
1

K2

∫ 2K

K

∫ 2K

K
E

(
F0(k1, x̂, ω)F0(k1 + τ, x̂, ω)F0(k2, x̂, ω)F0(k2 + τ, x̂, ω)

)
dk1 dk2

− (2π)3|σ̂2
(
τ x̂

)
|2 − (2π)3|σ̂2

(
τ x̂

)
|2 + (2π)3|σ̂2

(
τ x̂

)
|2 (by (3.8))

=
1

K2

∫ 2K

K

∫ 2K

K
E
(
F0(k1, x̂, ω)F0(k1 + τ, x̂, ω)

)
· E

(
F0(k2, x̂, ω)F0(k2 + τ, x̂, ω)

)

+ E
(
F0(k1, x̂, ω)F0(k2, x̂, ω)

)
· E

(
F0(k1 + τ, x̂, ω)F0(k2 + τ, x̂, ω)

)

+ E
(
F0(k1, x̂, ω)F0(−k2 − τ, x̂, ω)

)
· E

(
F0(−k1 − τ, x̂, ω)F0(k2, x̂, ω)

)
dk1 dk2

− (2π)3|σ̂2
(
τ x̂

)
|2

=
(2π)3

K2

2K∫

K

2K∫

K

|σ̂2((k2 − k1)x̂)|2 dk1 dk2 +
(2π)3

K2

2K∫

K

2K∫

K

|σ̂2((k1 + k2 + τ)x̂)|2 dk1 dk2. (3.9)

Note that |σ̂2
(
(k1−k2)x̂

)
| = |σ̂2

(
− (k1−k2)x̂

)
|. Combining (3.9) and Lemma 3.5, we have

E
(
|X0,0 − (2π)3/2σ̂2(τ x̂)|2

)
= O(K−1/2), K → +∞. (3.10)

For any integer K0 > 0, by Chebyshev’s inequality and (3.10) we have

P
( ⋃

j≥K0

{|X0,0(Kj)− (2π)3/2σ̂2(τ x̂)| ≥ ǫ}
)
≤ 1

ǫ2

∑

j≥K0

E
(
|X0,0(Kj)− (2π)3/2σ̂2(τ x̂)|2

)

.
1

ǫ2

∑

j≥K0

K
−1/2
j =

1

ǫ2

∑

j≥K0

j−1−γ/2 ≤ 1

ǫ2

∫ +∞

K0

(t− 1)−1−γ/2 dt =
2

ǫ2γ
(K0 − 1)−γ/2. (3.11)

Here X0,0(Kj) stands for X0,0(Kj , τ, x̂, ω). By Lemma 3.2, formula (3.11) implies that for
any fixed τ ≥ 0 and fixed x̂ ∈ S

2, we have

X0,0(Kj , τ, x̂, ω) → (2π)3/2σ̂2(τ x̂) a.s. .

The proof is done. �

Lemma 3.5 plays a critical role in the estimates of the leading order term.
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Lemma 3.5. Assume that τ ≥ 0 is fixed, then ∃K0 > τ , and K0 is independent of x̂, such
that for all K > K0, we have the following estimates:

(2π)3

K2

∫ 2K

K

∫ 2K

K

∣∣σ̂2((k1 − k2)x̂)
∣∣2 dk1 dk2 ≤ CK−1/2, (3.12)

(2π)3

K2

∫ 2K

K

∫ 2K

K

∣∣σ̂2((k1 + k2 + τ)x̂)
∣∣2 dk1 dk2 ≤ CK−1/2, (3.13)

for some constant C independent of τ and x̂.

Proof of Lemma 3.5. Note that for every x ∈ R
3, we have

|σ̂2(x)|2 ≃
∣∣
∫

R3

e−ix·ξσ2(ξ) dξ
∣∣2 ≤

( ∫

R3

|σ2(ξ)|dξ
)2 ≤ ‖σ‖4L∞(D) · |D|2.

To conclude (3.12), we make a change of variable,
{
s = k1 − k2,

t = k2.

Write Q = {(s, t) ∈ R
2
∣∣K ≤ s+ t ≤ 2K, K ≤ t ≤ 2K}. Q is illustrated as in Figure 1.

s

t

(0,K) (K,K)

(0, 2K)(−K, 2K)

Figure 1. Illustration of Q

Recall that suppσ ⊆ D, so we have

1

K2

∫ 2K

K

∫ 2K

K
|σ̂2((k1 − k2)x̂)|2 dk1 dk2 =

1

K2

∫∫

Q

∣∣σ̂2(sx̂)
∣∣2 ds dt

=
1

K2

∫ 0

−K
(K + s)|σ̂2(sx̂)|2 ds+ 1

K2

∫ K

0
(K − s)|σ̂2(sx̂)|2 ds

≃
∫ 1

0

(∫

D
e−iKsx̂·yσ2(y) dy ·

∫

D
eiKsx̂·zσ2(z) dz

)
ds

=

∫

(D×D)\Eǫ

(∫ 1

0
eiK(x̂·z−x̂·y)s ds

)
σ2(y)σ2(z) dy dz

+

∫

Eǫ

(∫ 1

0
eiK(x̂·z−x̂·y)s ds

)
σ2(y)σ2(z) dy dz

=:A1 +A2, (3.14)

where Eǫ := {(y, z) ∈ D ×D; |x̂ · z − x̂ · y| < ǫ}. We first estimate A1,

|A1| =
∣∣∣
∫

(D×D)\Eǫ

(∫ 1

0
eiK(x̂·z−x̂·y)s ds

)
σ2(y)σ2(z) dy dz

∣∣∣

≤
∫

(D×D)\Eǫ

∣∣∣ e
iK(x̂·z−x̂·y) − 1

iK(x̂ · z − x̂ · y)σ
2(y)σ2(z)

∣∣∣ dy dz
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≤ 2

Kǫ
‖σ‖4L∞(D)

∫

D×D
1 dy dz =

2|D|2
Kǫ

‖σ‖4L∞(D). (3.15)

Recall that diamD < +∞ and that the problem setting is in R
3. We can estimate A2 as

|A2| ≤ ‖σ‖4L∞(D)

∫

Eǫ

1 dy dz

= ‖σ‖4L∞(D)

∫

D

( ∫

y∈D , |x̂·z−x̂·y|<ǫ
1 dy

)
dz

≤ ‖σ‖4L∞(D)

∫

D
2ǫ(DiamD)2 dz

≤ 2‖σ‖4L∞(D)(DiamD)2|D| · ǫ. (3.16)

Set ǫ = K−1/2. By (3.14)-(3.16), we arrive at

1

K2

2K∫

K

2K∫

K

|σ̂2((k1 − k2)x̂)|2 dk1 dk2 ≤ CK−1/2,

for some constant C independent of x̂.

Now we prove (3.13). Similarly, we make a change of variable:

{
s = k1 + k2 + τ,

t = k2.

Write Q′ = {(s, t) ∈ R
2
∣∣K ≤ s− t− τ ≤ 2K, K ≤ t ≤ 2K}. One can compute

1

K2

∫ 2K

K

∫ 2K

K
|σ̂2((k1 + k2 + τ)x̂)|2 dk1 dk2 =

1

K2

∫∫

Q′

|σ̂2(sx̂)|2 ds ds

=
1

K2

∫ 3K+τ

2K+τ
(s− 2K − τ)|σ̂2(sx̂)|2 ds+ 1

K2

∫ 4K+τ

3K+τ
(4K + τ − s)|σ̂2(sx̂)|2 ds

≤ 2

K

∫ 2K+τ

2K−τ
|σ̂2(sx̂)|2 ds = 2

∫ 4+τ/K

2+τ/K
|σ̂2(Ksx̂)|2 ds.

Thus when K > τ ,

1

K2

∫ 2K

K

∫ 2K

K
|σ̂2((k1 + k2 + τ)x̂)|2 dk1 dk2 ≤ 2

∫ 5

2
|σ̂2(Ksx̂)|2 ds. (3.17)

Following the same manner as in (3.14)-(3.16), from (3.17) we arrive at (3.13). The proof
is done. �

3.2. Asymptotic estimates of higher order terms. The asymptotic estimates of the
higher order terms are presented in Lemma 3.6.

Lemma 3.6. For every x̂1, x̂2 ∈ S
2 and every k1, k2 ≥ k, we have the following estimates

(j = 0, 1) as k → +∞,

∣∣E
(
Fj(k1, x̂1, ω) · F1(k2, x̂2, ω)

)∣∣ = O(k−1), (3.18)
∣∣E

(
Fj(k1, x̂1, ω) · F1(k2, x̂2, ω)

)∣∣ = O(k−1). (3.19)
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Proof of Lemma 3.6. The proof of formulas (3.19) is similar to that of (3.18), so we only
present the proof of (3.18). In this proof, we may drop the arguments k, x̂ or ω from Fj if
it is clear in the context. For the notational convenience, we write

Gj(k, x̂, ω) :=

∫

D
e−ikx̂·y(VRk)

j(σḂy) dy,

rj(k, x̂, ω) :=
∑

s≥j

Gs(k, x̂, ω),

for j = 0, 1, · · · . To prove (3.18) for the case where j = 0, we first show that

E
(
G0(k1, x̂1, ω) ·Gj(k2, x̂2, ω)

)
=

∫

D
e−ik2x̂2·z(VRk2)

j
(
eik1x̂1·(·)σ2

)
dz, j ≥ 1. (3.20)

This can be seen from the following computation

E
(
G0(k1, x̂1, ω) ·Gj(k2, x̂2, ω)

)

= E
( ∫

D
eik1x̂1·yσ(y) dBy ·

∫

D

[
e−ik2x̂2·z(VRk2)

j−1(V (·)
∫

Ds

Φ(·, s)σ(s) dBs)
]
dz

)

=

∫

D
e−ik2x̂2·z(VRk2)

j−1
{
V (·)E

[ ∫

Dy

eik1x̂1·yσ(y) dBy ·
∫

Ds

Φ(·, s)σ(s) dBs

]}
dz

=

∫

D
e−ik2x̂2·z(VRk2)

j−1
(
V (·)Rk2(e

ik1x̂1·(·)σ2)
)
dz

=

∫

D
e−ik2x̂2·z(VRk2)

j(eik1x̂1·(·)σ2) dz. (3.21)

From (3.21), equality (3.20) is proved. Using (3.20) and Lemma 2.4, we have
∣∣E

(
F0(k1, x̂1, ω) · F1(k2, x̂2, ω)

)∣∣

≤
∑

j≥1

∣∣E
(
G0(k1, x̂1, ω) ·Gj(k2, x̂2, ω)

)∣∣

=
∑

j≥1

∣∣∣
∫

D
e−ik2x̂2·z(VRk2)

j
(
eik1x̂1·(·)σ2

)
dz

∣∣∣

≤ |D|1/2 ·
∑

j≥1

‖(VRk2)
j
(
eik1x̂1·(·)σ2

)
‖L2(D)

≤ C|D|1/2 ·
∑

j≥1

k−j
2 ‖eik1x̂1·(·)σ2‖L2(D) = O(k−1

2 ), k → +∞.

To prove (3.18) for the case where j = 1, we split E(F1F1) into four terms,

E(F1F1) = E(G1G1) + E(r1r2)− E(r2r2) + E(r2r1). (3.22)

We estimate these four terms on the right-hand-side of (3.22) one by one. First, we estimate
∣∣E

(
G1(k1, x̂1, ω) ·G1(k2, x̂2, ω)

)∣∣

=
∣∣∣
∫∫

Dy×Dz

e−ik1x̂1·yeik2x̂2·zV (y)V (z) · E
[ ∫

Ds

Φ(y, s)σ(s) dBs ·
∫

Dt

Φ(z, t)σ(t) dBt

]
dy dz

∣∣∣

=
∣∣∣
∫∫

Dy×Dz

e−ik1x̂1·yeik2x̂2·zV (y)V (z) ·
[ ∫

Ds

Φ(y, s)σ(s)Φ(z, s)σ(s) ds
]
dy dz

∣∣∣

=
∣∣∣
∫

D
σ2(s) · Rk1V (e−ik1x̂1·(·))(s) · Rk2V (e−ik2x̂2·(·))(s) ds

∣∣∣
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≤ Ck−1
1 k−1

2 ‖σ‖2L∞(D)

(
Lemma 2.4

)

= O(k−1
1 k−1

2 ), k → +∞. (3.23)

Then we estimate
∣∣E

(
r1(k1, x̂1, ω) · r2(k2, x̂2, ω)

)∣∣ ≤ E

(∑

j≥1

∣∣Gj(k1, x̂1, ω)
∣∣×

∑

ℓ≥2

∣∣Gℓ(k2, x̂2, ω)
∣∣
)

= E

(∑

j≥1

∣∣
∫

D
e−ik1x̂1·y(VRk1)

j(σḂy) dy
∣∣×

∑

ℓ≥2

∣∣
∫

D
e−ik2x̂2·z(VRk2)

ℓ(σḂz) dz
∣∣
)

= ‖V ‖2L∞(D)|D| · E
(∑

j≥0

‖(Rk1V )j [Rk1(σḂ)]‖L2(D) ×
∑

ℓ≥1

‖(Rk2V )ℓ[Rk2(σḂ)]‖L2(D)

)

≤ C‖V ‖2L∞(D)|D| · E
(∑

j≥0

(
k−j
1 ‖Rk1(σḂ)‖L2(D)

)
×

∑

ℓ≥1

(
k−ℓ
2 ‖Rk2(σḂ)‖L2(D)

))

≤ ‖V ‖2L∞(D)|D| · k1
k1 − 1

· 1

k2 − 1
· 1
2
E
(
‖Rk1(σḂ)‖2L2(D) + ‖Rk2(σḂ)‖2L2(D)

)
. (3.24)

Utilizing (2.17), we obtain

E
(
‖Rk(σḂ)‖2L2(D)

)
≤ CE

(
‖Rk(σḂ)‖2L2

−1/2−ǫ

)
≤ CD < +∞. (3.25)

From (3.24)-(3.25) we arrive at
∣∣E

(
r1(k1, x̂1, ω) · r2(k2, x̂2, ω)

)∣∣ ≤ O(k−1
2 ), k → +∞. (3.26)

Mimicking (3.24)-(3.25), one can obtain
∣∣E

(
r2(k1, x̂1, ω) · r1(k2, x̂2, ω)

)∣∣ ≤ O(k−1
1 ), k → +∞. (3.27)

By modify
∑

j≥0 k
−j
1 to

∑
j≥1 k

−j
1 in (3.24), one can conclude

∣∣E
(
r2(k1, x̂1, ω) · r2(k2, x̂2, ω)

)∣∣ ≤ O(k−1
1 k−1

2 ), k → +∞. (3.28)

Combining (3.22)-(3.23) and (3.26)-(3.28), we arrive at (3.18) for the case where j = 1. The
proof is complete. �

Lemma 3.7 is the ergodic version of Lemma 3.6.

Lemma 3.7. Write

Xp,q(K, τ, x̂, ω) =
1

K

∫ 2K

K
Fp(k, x̂, ω) · Fq(k + τ, x̂, ω) dk, for (p, q) ∈ {(0, 1), (1, 0), (1, 1)}.

Then for any x̂ ∈ S
2 and any τ ≥ 0, we have the following estimates as K → +∞,

∣∣E(Xp,q(K, τ, x̂, ω))
∣∣ = O(K−1), E(|Xp,q(K, τ, x̂, ω)|2) = O(K−5/4), (3.29)

∣∣E(X1,1(K, τ, x̂, ω))
∣∣ = O(K−1), E(|X1,1(K, τ, x̂, ω)|2) = O(K−2), (3.30)

for (p, q) ∈ {(0, 1), (1, 0)}. Let {Kj} ∈ P (4/5 + γ). Then for any τ ≥ 0, we have

lim
j→+∞

Xp,q(Kj , τ, x̂, ω) = 0 a.s. , (3.31)

for every (p, q) ∈ {(0, 1), (1, 0), (1, 1)}.
We may denote Xp,q(K, τ, x̂, ω) as Xp,q for short if it is clear in the context.
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Proof of Lemma 3.7. According to Lemma 3.6, we have

E
(
X0,1

)
=

1

K

∫ 2K

K
E
(
F0(k, x̂, ω) · F1(k + τ, x̂, ω)

)
dk

= O(K−1), K → +∞. (3.32)

By (3.8), Isserlis’ Theorem and Lemma 3.5, we compute the secondary moment of X0,1 as

E
(
|X0,1|2

)

=
1

K2

∫ 2K

K

∫ 2K

K
E
(
F0(k1, x̂, ω)F1(k1 + τ, x̂, ω)

)
· E

(
F0(k2, x̂, ω)F1(k2 + τ, x̂, ω)

)

+ E
(
F0(k1, x̂, ω)F0(k2, x̂, ω)

)
· E

(
F1(k1 + τ, x̂, ω)F1(k2 + τ, x̂, ω)

)

+ E
(
F0(k1, x̂, ω)F1(k2 + τ, x̂, ω)

)
· E

(
F1(k1 + τ, x̂, ω)F0(k2, x̂, ω)

)
dk1 dk2

=
1

K2

∫ 2K

K

∫ 2K

K
O(K−2) + (2π)3/2σ̂2((k1 − k2)x̂) · O(K−1) +O(K−2) dk1 dk2

= O(K−1/4) · O(K−1) +O(K−2) (Hölder ineq. and Lemma 3.5)

= O(K−5/4), K → +∞. (3.33)

From (3.32)-(3.33) we obtain (3.29) for the case where (p, q) = (0, 1). Using similar argu-
ments, formula (3.29) for (p, q) = (1, 0) can be proved and we skip the details.

By Chebyshev’s inequality and (3.33), for any ǫ > 0, we have

P
( ⋃

j≥K0

{|X0,1(Kj , τ, x̂, ω)− 0| ≥ ǫ}
)
≤ C

ǫ2

∑

j≥K0

K
−5/4
j ≤ C

ǫ2

∑

j≥K0

j−1−5γ/4

≤ C

ǫ2

∫ +∞

K0

(t− 1)−1−5γ/4 dt =
C

ǫ2γ
(K0 − 1)−5γ/4 → 0, K0 → +∞. (3.34)

According to Lemma 3.2, inequality (3.34) implies (3.31) for the case where (p, q) = (0, 1).
Similarly, formula (3.31) can be proved for the case where (p, q) = (1, 0).

We now prove (3.30). We have

E
(
X1,1

)
=

1

K

∫ 2K

K
E
(
F1(k, x̂, ω) · F1(k + τ, x̂, ω)

)
dk = O(K−1). (3.35)

Similar to (3.33), we compute the secondary moment of X1,1 as

E
(
|X1,1|2

)

= E
( 1

K

∫ 2K

K
F1(k1, x̂, ω) · F1(k1 + τ, x̂, ω) dk1 ·

1

K

∫ 2K

K
F1(k2, x̂, ω) · F1(k2 + τ, x̂, ω) dk2

)

=
1

K2

∫ 2K

K

∫ 2K

K
O(K−1) · O(K−1) dk1 dk2 (Lemma 3.6)

= O(K−2), K → +∞. (3.36)

Formulae (3.35) and (3.36) give (3.30).
By Chebyshev’s inequality and (3.36), for any ǫ > 0, we have

P
( ⋃

j≥K0

{|X1,1 − 0| ≥ ǫ}
)
≤ C

ǫ2

∑

j≥K0

K−2
j ≤ C

ǫ2

∑

j≥K0

j−8/5−2γ

≤C
ǫ2

∫ +∞

K0

(t− 1)−8/5−2γ dt =
C(K0 − 1)−3/5−2γ

ǫ2(3 + 10γ)
→ 0, K0 → +∞. (3.37)
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Lemma 3.2 together with (3.37) implies (3.31) for the case that (p, q) = (1, 1). The proof is
thus completed. �

4. The recovery of the variance function

In this section we focus on the recovery of the variance function. We employ only a
single passive scattering measurement. Namely, there is no incident plane wave sent and
the random sample ω is fixed. Throughout this section, α is set to be 0. The data set M1

is utilized to achieve the unique recovery result. We present the main results of recovering
the variance function in Section 4.1, and put the corresponding proofs in Section 4.2.

4.1. Main unique recovery results. To make it clearer, we use three lemmas, i.e., Lem-
mas 4.1, 4.2 and 4.3, to illustrate our recovering scheme of the variance function. The first
main result is as follows.

Lemma 4.1. We have the following asymptotic identity,

4
√
2π lim

k→+∞
E

([
u∞(x̂, k, ω)−Eu∞(x̂, k)

]
·
[
u∞(x̂, k+τ, ω)−Eu∞(x̂, k+τ)

])
= σ̂2(τ x̂), (4.1)

where τ ≥ 0, x̂ ∈ S
2.

Lemma 4.1 clearly yields a recovery formula for the variance function. However, it re-
quires many realizations. The result in Lemma 4.1 can be improved by using the ergodicity.
See, e.g., [5, 12,20].

Lemma 4.2. Assume {Kj} ∈ P (2 + γ). Then ∃Ω0 ⊂ Ω: P(Ω0) = 0, Ω0 depends only on
{Kj}j∈N+ , such that for any ω ∈ Ω\Ω0, there exists Sω ⊂ R

3 : m(Sω) = 0, such that for

∀x ∈ R
3\Sω,

4
√
2π lim

j→+∞
1

Kj

∫ 2Kj

Kj

[
u∞(x̂, k, ω)− Eu∞(x̂, k)

]
·
[
u∞(x̂, k + τ, ω)− Eu∞(x̂, k + τ)

]
dk

= σ̂2(x), (4.2)

where τ = |x| and x̂ := x/|x|.

The recovering formula (4.2) holds for any x̂ ∈ S
2 when x = 0. The recovery formulae

presented in Lemma 4.2 still involves every realization of the random sample ω. To recover
the variance function by only one realization, the term Eu∞(x̂, k) should be further relaxed
in Lemma 4.2, and this is achieved by Lemma 4.3.

Lemma 4.3. Under the same condition as in Lemma 4.2, we have

4
√
2π lim

j→+∞
1

Kj

∫ 2Kj

Kj

u∞(x̂, k, ω) · u∞(x̂, k + τ, ω) dk = σ̂2(x), a.s. . (4.3)

Remark 4.1. In Lemma 4.3, it should be noted that the left-hand-side of (4.3) contains the
random sample ω, while the right-hand-side does not. This means that the limit in (4.3) is
statistically stable.

Now Theorem 1.1 becomes a direct consequence of Lemma 4.3.

Proof of Theorem 1.1. Lemma 4.3 provides a recovery formula for the variance function σ2

by the data set M1. �
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4.2. Proofs of the main results. In this subsection, we present proofs of Lemmas 4.1,
4.2 and 4.3.

Proof of Lemma 4.1. Write u∞1 (x̂, k, ω) = u∞(x̂, k, ω) − Eu∞(x̂, k) as in (3.2). There-

fore 4πu∞1 (x̂, k, ω) equals to (−1)
∑+∞

j=0

∫
D e

−ikx̂·y(VRk)
j(σḂy) dy. Recall the definition

of Fj(k, x̂, ω) (j = 0, 1) in (3.4). Let k1, k2 > k > k∗. One can compute

16π2E
(
u∞1 (x̂, k1, ω)u

∞
1 (x̂, k2, ω)

)
=

∑

j,ℓ=0,1

E
(
Fj(k1, x̂, ω)Fℓ(k2, x̂, ω)

)

=: I0 + I1 + I2 + I3. (4.4)

From Lemma 3.6, we have I1, I2, I3 are all of order k−1, hence

16π2E
(
u∞1 (x̂, k1, ω)u

∞
1 (x̂, k2, ω)

)
= I0 +O(k−1), k → +∞. (4.5)

By (3.8), (4.4) and (4.5), we have

16π2 lim
k→+∞

E
(
u∞1 (x̂, k1, ω)u

∞
1 (x̂, k2, ω)

)
= (2π)3/2 σ̂2((k2 − k1)x̂),

which implies (4.1). �

Proof of Lemma 4.2. Our proof is divided into two steps. In the first step we give a basic
result, i.e., the conclusion (4.9), and in the second step the logical order between y and ω
in (4.9) is exchanged.

Step 1: give a basic result.

We denote by Ek the averaging operation w.r.t. k: Ekf = 1
K

∫ 2K
K f(k) dk. Following the

notation conventions in the proof of Lemma 4.1, we have

16π2Ek
(
u∞1 (x̂, k, ω)u∞1 (x̂, k + τ, ω)

)
=

∑

j,ℓ=0,1

Ek
(
Fj(k, x̂, ω)Fℓ(k + τ, x̂, ω)

)

=: X0,0 +X0,1 +X1,0 +X1,1. (4.6)

Recall that {Kj} ∈ P (2 + γ). Then, for ∀τ ≥ 0 and ∀x̂ ∈ S
2, Lemma 3.4 implies that

∃Ω0,0
τ,x̂ ⊂ Ω: P(Ω0,0

τ,x̂) = 0, Ω0,0
τ,x̂ depending on τ and x̂, such that

lim
j→+∞

X0,0(Kj , τ, x̂, ω) = (2π)3/2σ̂2(τ x̂), ∀ω ∈ Ω\Ω0,0
τ,x̂. (4.7)

{Kj} ∈ P (2+ γ) implies {Kj} ∈ P (5/4+ γ), so Lemma 3.7 implies the existence of the sets
Ωp,q
τ,x̂

(
(p, q) ∈ {(0, 1), (1, 0), (1, 1)}

)
with zero probability measures such that ∀τ ≥ 0 and

∀x̂ ∈ S
2,

lim
j→+∞

Xp,q(Kj , τ, x̂, ω) = 0, ∀ω ∈ Ω\Ωp,q
τ,x̂. (4.8)

for all (p, q) ∈ {(0, 1), (1, 0), (1, 1)}. Write Ωτ,x̂ =
⋃

p,q=0,1Ω
p,q
τ,x̂ , then P(Ωτ,x̂) = 0. From

Lemmas 3.4 and 3.7 we note that Ωp,q
τ,x̂ also depends on Kj , so does Ωτ,x̂, but we omit this

dependence in the notation. Write

Z(τ x̂, ω) := lim
j→+∞

16π2

Kj

∫ 2Kj

Kj

u∞1 (x̂, k, ω)u∞1 (x̂, k + τ, ω) dk − (2π)3/2σ̂2(τ x̂)

for short. By (4.6)-(4.8), we conclude that,

∀ y ∈ R
3, ∃Ωy ⊂ Ω: P(Ωy) = 0, s.t. ∀ω ∈ Ω\Ωy, Z(y, ω) = 0. (4.9)

Step 2: exchange the logical order.
To conclude (4.2) from (4.9), we should exchange the logical order between y and ω. To

achieve this, we utilize Fubini’s Theorem. Denote the usual Lebesgue measure on R
3 as
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L and the product measure L × P as µ, and construct the product measure space M :=
(R3×Ω,G, µ) in the canonical way, where G is the corresponding complete σ-algebra. Write

A := {(y, ω) ∈ R
3 × Ω ; Z(y, ω) 6= 0},

then A is a subset of M. Set χA as the characteristic function of A in M. By (4.9) we
obtain ∫

R3

( ∫

Ω
χA(y, ω) dP(ω)

)
dL(y) = 0. (4.10)

By (4.10) and [Corollary 7 in Section 20.1, 28] we obtain
∫

M

χA(y, ω) dµ =

∫

Ω

( ∫

R3

χA(y, ω) dL(y)
)
dP(ω) = 0. (4.11)

Because χA(y, ω) is non-negative, (4.11) implies

∃Ω0 : P(Ω0) = 0, s.t. ∀ω ∈ Ω\Ω0,

∫

R3

χA(y, ω) dL(y) = 0. (4.12)

Formula (4.12) further implies for every ω ∈ Ω\Ω0,

∃Sω ⊂ R
3 : L(Sω) = 0, s.t. ∀ y ∈ R

3\Sω, Z(y, ω) = 0. (4.13)

From (4.13) we arrive at (4.2). �

Proof of Lemma 4.3. The symbol Ek is defined the same as in the proof of Lemma 4.2. We
have

16π2Ek
(
u∞(x̂, k, ω)u∞(x̂, k + τ, ω)

)

= 16π2Ek
(
u∞1 (x̂, k, ω) · u∞1 (x̂, k, ω)

)
+ 16π2Ek

(
u∞1 (x̂, k, ω) · Eu∞(x̂, k + τ)

)

+ 16π2Ek
(
Eu∞(x̂, k) · u∞1 (x̂, k + τ, ω)

)
+ 16π2Ek

(
Eu∞(x̂, k) · Eu∞(x̂, k + τ)

)

=:J0 + J1 + J2 + J3. (4.14)

From Lemma 4.2 we obtain

lim
j→+∞

J0 = lim
j→+∞

16π2

Kj

∫ 2Kj

Kj

u∞1 (x̂, k, ω) · u∞1 (x̂, k + τ, ω) dk = (2π)3/2σ̂2(τ x̂),

τ x̂ a.e. ∈ R
3, ω a.s. ∈ Ω.

(4.15)

We now estimate J1,

|J1|2 ≃
∣∣Ek

(
u∞1 (x̂, k, ω) · Eu∞(x̂, k + τ)

)∣∣2 =
∣∣ 1

Kj

∫ 2Kj

Kj

u∞1 (x̂, k, ω) · Eu∞(x̂, k + τ) dk
∣∣2

≤ 1

Kj

∫ 2Kj

Kj

|u∞(x̂, k, ω)− Eu∞(x̂, k)|2 dk · 1

Kj

∫ 2Kj

Kj

|Eu∞(x̂, k + τ)|2 dk. (4.16)

Combining (4.16) with Lemmas 3.1 and 4.2, we have

|J1|2 . (σ̂2(0) + o(1)) · o(1) = o(1) → 0, j → +∞. (4.17)

The analysis of J2 is similar to that of J1 so we skip the details.

Finally, by Lemma 3.1, the J3 can be estimated as

|J3|2 ≃
∣∣Ek

(
Eu∞(x̂, k) · Eu∞(x̂, k + τ)

)∣∣2

≤ 1

Kj

∫ 2Kj

Kj

sup
κ≥Kj

∣∣Eu∞(x̂, κ)
∣∣2 dk · 1

Kj

∫ 2Kj

Kj

sup
κ≥Kj+τ

∣∣Eu∞(x̂, κ)
∣∣2 dk
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= sup
κ≥Kj

|Eu∞(x̂, κ)|2 · sup
κ≥Kj+τ

|Eu∞(x̂, κ)|2 → 0, j → +∞. (4.18)

Combining (4.14), (4.15), (4.17) and (4.18), we arrive at (4.3). Our proof is done. �

5. Uniqueness of the potential and the random source

In this section, we focus on the recovery of the potential term and the expectation of
the random source. Due to the highly nonlinear relation between the total wave and the
potential, the active scattering measurements are thus utilized to recover the potential.
In the recovery of the potential, the random sample ω is set to be fixed so that a single
realization of the random term Ḃx is enough to obtain the unique recovery. Different from
the recovery of the potential, the uniqueness of the expectation requires all realizations
of the random sample ω. Because the deterministic and random parts of the source are
entangled together so that only one realization of the random source cannot reveal exact
values of the expectation at each spatial point x.

5.1. Recovery of the potential. Now we are in the position to prove Theorem 1.2. We
are to use the incident plane wave, so α is set to be 1 throughout this section.

Proof of Theorem 1.2. The random sample ω is assumed to be fixed. Given two direction
d1 and d2 of the incident plane waves, we denote the corresponding total wave as ud1 and
ud2 , respectively. Then, from (1.1), we have





(−∆− k2)(ud1 − ud2) = V (ud1 − ud2)

ud1 − ud2 = eikd1·x − eikd2·x + uscd1(x)− uscd2(x)

uscd1(x)− uscd2(x) : SRC

(5.1)

From (5.1) we have the Lippmann-Schwinger equation,
(
I −RkV

)
(ud1 − ud2) = eikd1·x − eikd2·x. (5.2)

When k > k∗, equality (5.2) gives

uscd1 − uscd2 = RkV (eikd1·x − eikd2·x) +
∞∑

j=2

(RkV )j(eikd1·x − eikd2·x).

Therefore the difference between the far-field patterns is

u∞(x̂, k, d1)− u∞(x̂, k, d2)

=

∫

D

e−ikx̂·y

4π
V (y)(eikd1·y − eikd2·y) dy +

∞∑

j=1

∫

D

e−ikx̂·y

4π
V (y)(RkV )j(eikd1·(·) − eikd2·(·)) dy

=:

√
π

2
V̂
(
k(x̂− d1)

)
−

√
π

2
V̂
(
k(x̂− d2)

)
+

∞∑

j=1

Hj(k), (5.3)

where

Hj(k) :=

∫

D

e−ikx̂·y

4π
V (y)(RkV )j(eikd1·(·) − eikd2·(·)) dy, j = 1, 2, · · · . (5.4)

For any p ∈ R
3, when p = 0, we let x̂ = (1, 0, 0), d1 = (1, 0, 0), d2 = (0, 1, 0); when p 6= 0,

we can always find a p⊥ ∈ R
3 which is perpendicular to p. Let

e = p⊥/‖p⊥‖ and





x̂ =
√

1− ‖p‖2/(4k2) · e+ p/(2k),

d1 =
√

1− ‖p‖2/(4k2) · e− p/(2k),

d2 = p/‖p‖,
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when k > ‖p‖/2, we have 



x̂, d1, d2 ∈ S
2,

k(x̂− d1) = p,

|k(x̂− d2)| → ∞ (k → ∞).

(5.5)

Note that the choices of these two unit vectors x̂, d1 depend on k. For different values of k,
we pick up different directions x̂, d1 to guarantee (5.5). Then,

√
π

2
V̂ (p) = lim

k→+∞

(√π

2
V̂ (k(x̂− d1))−

√
π

2
V̂ (k(x̂− d2))

)
. (5.6)

Combining (5.3), (5.6) and Lemma 5.1, we conclude

V̂ (p) =

√
2

π
lim

k→+∞

(
u∞(x̂, k, d1)− u∞(x̂, k, d2)

)
. (5.7)

Formula (5.7) completes the proof. �

It remains to give the estimates of these high-order terms Hj(k), and this is done by
Lemma 5.1.

Lemma 5.1. The sum of high-order terms Hj(k) defined in (5.4) satisfies the following
estimate, ∣∣∑

j≥1

Hj(k)
∣∣ ≤ Ck−1,

for some constant C independent of k.

Proof of Lemma 5.1. According to Lemma 2.4, we have

|Hj(k)| .
∫

D
|V (y)| ·

∣∣[(RkV )jeikd1·(·)](y)
∣∣ dy +

∫

D
|V (y)| ·

∣∣[(RkV )jeikd2·(·)](y)
∣∣ dy

. ‖V ‖L∞ · |D|1/2 ·
(
k−j‖eikd1·(·)‖L2(D) + k−j‖eikd2·(·)‖L2(D)

)

= 2‖V ‖L∞ · |D| · k−j.

Therefore,

|
∞∑

j=1

Hj(k)| ≤
∞∑

j=1

|Hj(k)| ≤ 2C‖V ‖L∞ · |D| ·
∞∑

j=1

k−j ≤ Ck−1, k → +∞.

The proof is done. �

5.2. Recovery of the random source. The variance function of the random source is
recovered in Section 4, and now we recover its expectation.

Proof to Theorem 1.3. According to Theorem 1.2, we have the uniqueness of the potential.
Assume that two source f , f ′ generate same far-field patterns for all k > 0. We denote the
restriction on D of the corresponding total waves as u and u′. Then,

{
(∆ + k2 + V )(Eu− Eu′) = f − f ′ in D

Eu− Eu′ = ∂ν(Eu)− ∂ν(Eu
′) = 0 on ∂D

(5.8)

where ν is the outer normal to ∂D. Let test functions vk ∈ H1
0 (D) be the weak solutions of

the boundary value problem
{
(−∆− V )vk = k2vk in D

vk = 0 on ∂D
(5.9)



DETERMINING A RANDOM SCHRÖDINGER EQUATION 23

for delicately picked k. The solutions vk are eigenvectors of the system (5.9). From (5.8)
we have ∫

D
(∆ + V + k2)(Eu− Eu′) · vk dx =

∫

D
(f − f ′)vk dx. (5.10)

Using integral by parts and noting that the vk’s in (5.10) satisfy (5.9), we have
∫

D
(f − f ′)vk dx = 0. (5.11)

When ‖V ‖L∞(D) is less than some constant depending on D, the set of eigenvectors {vk}
corresponding to different eigenvalues k2 forms an orthonormal basis of L2(D) [Theorem
2.37, 25]. Therefore, from (5.11) we conclude that

f = f ′ in L2(D).

The proof is done. �

6. Conclusions

In this paper, we are concerned with a random Schrödinger equation. First, the well-
posedness of the direct problem is studied. Then, the variance function of the random source
is recovered by using a single passive scattering measurement. By further utilizing active
scattering measurements under a single realization of the random sample, the potential
is recovered. Finally, with the help of multiple realizations of the random sample, the
expectation of the random source are recovered. The major novelty of our study is that on
the one hand, both the random source and the potential are unknown, and on the other
hand, both passive and active measurements are used to recover all of the unknowns.

While the direct problem in this paper is well-formulated in the space L2
−1/2−ǫ, the

regularity of the solution of the random Schrödinger system is not taken into consideration.
A different formulation of the direct problem, which takes the regularity of the solution into
consideration, is possible. And this new formulation gives possibility to handle the case
where both the source and potential are random. We shall report our finding in this aspect
in a forthcoming article.
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