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A graph K is multiplicative if a homomorphism from any product G×H to K
implies a homomorphism from G or from H. Hedetniemi’s conjecture states that
all cliques are multiplicative. In an attempt to explore the boundaries of current
methods, we investigate strongly multiplicative graphs, which we define as K such
that for any connected graphs G,H with odd cycles C,C ′, a homomorphism from
(G× C ′) ∪ (C ×H) ⊆ G×H to K implies a homomorphism from G or H.

Strong multiplicativity of K also implies the following property, which may
be of independent interest: if G is non-bipartite, H is a connected graph with
a vertex h, and there is a homomorphism φ : G ×H → K such that φ(−, h) is
constant, then H admits a homomorphism to K.

All graphs currently known to be multiplicative are strongly multiplicative. We
revisit the proofs in a different view based on covering graphs and replace frag-
ments with more combinatorial arguments. This allows us to find new (strongly)
multiplicative graphs: all graphs in which every edge is in at most square, and
the third power of any graph of girth > 12. Though more graphs are amenable to
our methods, they still make no progress for the case of cliques. Instead we hope
to understand their limits, perhaps hinting at ways to further extend them.
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1. Introduction

Hedetniemi’s conjecture states that the chromatic number of the tensor product of two graphs
is the minimum of the chromatic numbers of the factors. It is a notoriously difficult problem
in graph theory. However, as it often happens, the conjecture is relatively “trivial for bipartite
graph”; that is, if the product of two graphs is bipartite, then one of the factors is bipartite.
The proof builds on the fact that a graph is bipartite if and only if it does not have an odd
cycle, that is, the structural characteristic that makes 2-colouring distinctively simple. So,
the common wisdom suggests that for product-graphs with chromatic numbers three or more,
Hedetniemi’s conjecture should be refuted or proved in one fell swoop.

In 1986, twenty years later after Hedetniemi’s statement, El-Zahar and Sauer [ES85] proved
that if the product of two graphs is 3-colourable, then one of the factors is 3-colourable.
Nevertheless, the general case did not follow, and even the case of 4-colourings remains wide
open. In 1988, Häggkvist, Hell, Miller and Newman-Lara [Häg+88] generalized the result
“in the wrong direction”: they proved that if a product of graphs admits a homomorphism
(that is, an edge-preserving map) to a given odd cycle, then one of the factors admits a
homomorphism to the same odd cycle. They called this the “multiplicativity” of the odd
cycles: A graph K is called multiplicative if whenever a product of two graphs admits a
homomorphism to K, then one of the factors admits a homomorphism to K. (The term
“productivity” had earlier been used in [NP78].) Since a n-colouring of a graph corresponds
to a homomorphism to the complete graph Kn, Hedetniemi’s conjecture is equivalent to the
statement that all complete graphs are multiplicative. Thus, El-Zahar and Sauer had proved
that K3 is multiplicative, and Häggkvist, Hell, Miller and Newman-Lara generalized the
result to all odd cycles rather than to all complete graphs.

For a while afterwards, K1, K2 and all odd cycles constituted the essential list of graphs
known to be multiplicative. More precisely, two graphs K and K ′ are called homomorphically
equivalent if there exist homomorphisms both from K to K ′ and from K ′ to K. A graph
homomorphically equivalent to K is multiplicative if and only if K is, so the list of known
multiplicative graphs consisted of K1, K2, odd cycles, and homomorphically equivalent graphs.

Then in 2005, the first author [Tar05] proved that all circular cliques Kr, r ∈ [2, 4) are
multiplicative, and in 2017 the second author [Wro17b] proved that all square-free graphs are
multiplicative. With this, it might look as though the techniques for handling multiplicativity
are slowly expanding, and perhaps some day it will be possible to show that K4 and the other
complete graphs are multiplicative, proving Hedetniemi’s conjecture.

However, on closer inspection, all the techniques developed so far to prove the multiplicativ-
ity of some graphs also prove a stronger property, which we will call “strong multiplicativity”.
In this paper, we will review these techniques, and find new (strongly) multiplicative graphs
along the way. Our list is far from exhaustive, but it hints at how far the current methods can
be pushed. Our hope is that some new benchmark may become apparent, outside the scope of
the known methods, yet reachable. Indeed, in a follow-up paper [TW], we develop techniques
for disproving the existence of certain homomorphisms and show that strong multiplicativity,
and hence all known methods, fail for simple graphs very close to those we consider here.

1.1. Multiplicativity and strong multiplicativity

The tensor or categorical product of two graphs G and H is the graph G×H with vertex-set
V (G×H) = V (G)× V (H), whose edges are the pairs {(g1, h1), (g2, h2)} such that {g1, g2} is
an edge of G and {h1, h2} is an edge of H. A graph K is called multiplicative if it satisfies
the following property:

If G×H admits a homomorphism to K,
then G or H admits a homomorphism to K.
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(The converse is easy to prove, as G ×H always admits homomorphisms to G and to H).
We will call a graph K strongly multiplicative if it satisfies the following property:

If G and H are connected graphs and C, C ′ odd cycles in G and H, respectively,
such that (G× C ′) ∪ (C ×H) admits a homomorphism to K,
then G or H admits a homomorphism to K.

It is easy to show that the strongly multiplicative graphs are multiplicative, despite the extra
assumption of connectedness. The main result of El-Zahar and Sauer [ES85] was that K3 is
multiplicative. In the concluding comments, they noted that their proof actually shows that
K3 is strongly multiplicative. This lead them to conjecture that if (G×H ′) ∪ (G′ ×H) is
n-colourable, where G′ and H ′ are n-chromatic subgraphs of the connected graphs G and
H, then G or H is n-colourable. However this conjecture was later refuted in [TZ02], for
all values of n greater than 3. Meanwhile, the proof of the multiplicativity of K3 had been
extended to all odd cycles in [Häg+88]. There was no mention of strong multiplicativity in
that paper, but nonetheless, the proof again establishes the stronger property. Therefore the
following result can be be credited to [ES85] and [Häg+88]:

Theorem 1 ([ES85; Häg+88]). The odd cycle graphs are strongly multiplicative.

In [Tar05], this result is used as a black box to find new multiplicative graphs from known
ones, using adjoint functors. In [Wro17b], the use of the result is combined with an elaboration
of the proof technique to prove that square-free graphs are strongly multiplicative. We review
and modify this approach here, and emphasise the fact that it is strong multiplicativity being
established. Then we extend it to some graphs containing squares (cycles of length 4 as sub-
graphs).
In particular, we show the following:

Theorem 2. Let K be a graph such that every edge is contained in at
most one square. Then K is strongly multiplicative.

An interesting small example is the 4-chromatic graph known as the
Moser spindle (right).

Strong multiplicativity of a graph K turns out to imply the following property, which may
be of independent interest and which will play a crucial part in our proofs.

If G is non-bipartite and H is a connected graph with a vertex h such that there
exists a homomorphism φ : G×H → K with φ(−, h) constant, then H admits a
homomorphism to K.

1.2. Exponential graphs

It is useful to rephrase multiplicativity in terms of exponential graphs. The exponential graph
KG is the graph whose vertices are all functions V (G)→ V (K) (not only homomorphisms),
with two such functions f, f ′ adjacent whenever they give a homomorphism K2 ×G→ K,
that is, {f(u), f ′(v)} is an edge of K whenever {u, v} is an edge of G. For example, the
constant functions in V (KG) induce a subgraph isomorphic to K, see Figure 1. The defining
property of exponential graphs is that homomorphisms φ : G × H → K correspond to
homomorphisms φ∗ : H → KG, namely φ∗(h) is the function g 7→ φ(g, h) (this is sometimes
known as currying). It is not hard to show that a graph K is multiplicative if and only if
KG admits a homomorphism to K, for all G that do not.
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Figure 1: Left: a part of the exponential graph K3
C5 . Each vertex is shown as a column

vector with dark red, blue, and light green representing values in V (K3). Middle:
the K3-coloring of K2 × C5 ' C10 corresponding to the rightmost edge visible in
the exponential graph. Right: the corresponding walk of length 2 · 5 in K3.

For strong multiplicativity we instead look at a homomorphism φ : (G×C ′)∪ (C×H)→ K
for some odd cycles C,C ′ in connected graphs G,H, which gives us homomorphisms φ∗ :
G→ KC′ and φ∗ : H → KC . To prove that K is strongly multiplicative, it suffices to show
that one of these two homomorphisms maps G or H into a connected component of KC′

or KC that admits a homomorphism to K. This is the approach used in [ES85], [Häg+88],
[Wro17b], and here.

For instance, if φ(−, h) is a constant function for some fixed h ∈ V (H), then φ∗ : H → KC

maps all of H into the connected component of KC that contains the constant functions
V (C) → V (K). In many cases, we are able to show that this component indeed admits a
homomorphism to K, even though not all of KC does.

We hence focus on understanding connected components of KCn for odd n (Cn denotes the
length-n cycle graph). An edge {h, h′} of KCn corresponds to a homomorphism K2×Cn → K,
and since K2 × Cn is a cycle of length 2n, this in turn corresponds to a closed walk of length
2n in K. More precisely, if we choose an orientation (h, h′) of {h, h′} (i.e., an arc of KCn)
and we denote vertices of Cn as elements of Zn, then the closed walk corresponding to (h, h′)
is given by the sequence of vertices:

h(0), h′(1), h(2), . . . , h(n− 1), h′(0), h(1), h′(2), . . . , h(0).

The approach thus relies on describing properties of closed walks in K that are shared by all
walks corresponding to arcs in the same component of KCn . This allows to classify those
components and to show that some of them admit a homomorphism to K.

1.3. Organization

In the next section, we introduce the necessary concepts (walks, covers) and our approach in
more detail, first a bit informally for square-free graphs. In Section 3 we present new proofs
that square-free graphs are strongly multiplicative. Section 4 extends the concepts that we
used to all graphs. We then apply them in Section 5 to find new (strongly) multiplicative
graphs among graphs with few squares, in particular proving Theorem 2. We also sketch
some obstacles to further generalizations there. In Section 6 we show how to use another
approach, namely the adjoint functors from [Tar05], to find other new (strongly) multiplicative
graphs, namely powers of graphs of high girth. Some proofs are deferred to appendices for an
interested reader.
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2. Walks and covers

2.1. Reduced walks and the fundamental group

Following [Wro17b], we view a walk in a graph G as a product of arcs W = (v0, v1)(v1, v2) · · ·
(v`−1, v`) where (vi, vi+1) is one of the two possible orientations of an edge {vi, vi+1} of G,
for i = 0, . . . , `− 1. The same walk can be of course described by the sequence of vertices
v0, v1, . . . , v`. Vertices and edges can repeat in a walk. We say W is a walk from v0 to v`
of length ` and define ι(W ) = v0, τ(W ) = v`. A closed walk rooted at r ∈ V (G) is a walk
from r to r. We write εr for the walk of length 0 with ι(εr) = τ(εr) = r (we usually skip the
subscript).

Identifying (v1, v2)
−1 with (v2, v1) allows to simplify arcs, and thus reduce a walk to an

equivalent reduced walk which has no two consecutive arcs that are mutually inverse. For
example, one can show that, for a connected square-free graph K, closed walks corresponding
to arcs (h, h′) in the connected component of constant functions in KCn are exactly the walks
that reduce to ε in K (as in Figure 1). We hence denote this component as KCn

ε .
Walks with matching endpoints can be concatenated. The set of reduced closed walks

rooted at r, equipped with concatenation, is the fundamental group π(G, r). The choice of r
is not important, since π(G, r) is isomorphic to π(G, r′) as long as G is connected (if W is a
walk from r to r′, then an isomorphism is given by C 7→W−1CW ).

The idea is that a closed walk C in G corresponds to an element in π(G, r) that determines
its “topological type”. For example, when G is a cycle, π(G, r) is isomorphic to Z and the
element corresponding to C is its winding number in G. That is, two closed walks rooted at
r in G reduce to the same walk if and only if they wind the same number of times around G.
Concatenating two closed walks corresponds to adding their winding numbers. In general,
it is well known that π(G, r) is a free group. For a connected graph G with an arbitrarily
chosen spanning tree T , the generators of T are given by the cycles closed by edges that lie
outside of T . Indeed, the graph-theoretic proof of the Nielsen-Schreier theorem is based on
this fact, see for example [Imr77].

2.2. Covers (for square-free graphs)

To understand components of KCn such as KCn
ε and to describe homomorphism from them

into K, we will replace K with its covers, which are larger but simpler graphs. While we
always assume graphs denoted as K,G,H to be finite, covers can be countably infinite.

The universal cover U(K, r) of a connected, square-free graph K is the tree whose vertex-set
consists of all reduced walks starting at a fixed vertex r, and whose edges are the pairs
{W,W ′} such that W ′ = W (u, v) for some arc (u, v). For example, the universal cover of a
cycle is a bi-infinite path. To see that the universal cover is a tree, in general, arrange the
walks in layers by length; then in the universal cover, every reduced walk has neighbours only
in the next layer and a single neighbour in the previous layer (except for the empty walk εr).

2

3

4

01

↓ ε

(0, 4)

(0, 1)

(0, 1)(1, 2)
(0, 1)(1, 2)(2, 3)(3, 4)

↓

Figure 2: Left: the universal cover of C5, a bi-infinite path. Right: a different cover, C15.
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Observe that the map τ , which returns the last vertex of walk, gives a homomorphism
τ : U(K, r)→ K (in particular the empty walk εr is mapped to r). Moreover, it is a covering
map: a surjective homomorphism that is locally bijective: the neighbours of each vertex are
mapped bijectively to the neighbours of its image. (In general a cover of K is a graph that
admits a covering map to K; the name universal cover comes from the fact that it is itself a
cover of every connected cover graph of K. See [KN07] for a detailed account of the theory
of graph coverings and their close relation to subgroups of the fundamental group).

For any walk P from r1 to r2 in a connected graph K, the map αP (W ) := PW gives an
isomorphism between U(K, r2) and U(K, r1). In other words, changing the root amounts to
relabeling the vertices of the universal cover. We will therefore write just U(K) to describe
the graph up to isomorphism.

Note that in particular, for a closed walk C rooted at r in K, αC defines an automorphism
of U(K, r). The unicyclic cover U(K, r)/C of K is the graph obtained from U(K, r) by
identifying the vertices W and CW for each walk W ; that is, each orbit of αC becomes a
single vertex. The name unicyclic comes from the fact that the unicyclic cover has a single
cycle (unless C reduces to ε, in which case U(K)/C = U(K)). The cycle has length |C| and
its vertices are the prefixes of C (assuming C is reduced); the remaining vertices can again be
arranged in layers. Since τ(αC(W )) = τ(W ) for each W ∈ U(K), the map τ : U(K)/C → K
is well defined and remains a covering map. See Figure 3 for an example.

It is well known that a closed walk C in K reduces to ε if and only if there is a closed
walk C̃ in U(K), called the lift of C, such that τ maps consecutive vertices and edges of C̃
to those of C. Indeed, the vertices of the lift C̃ are given by the reductions of consecutive
prefixes of C (in U(K, r) where r is the initial vertex of C).

A closed walk C of length n can be viewed as a homomorphism from the n-cycle graph Cn
to K. Thus the closed walk reduces to ε if and only if the homomorphism factors through
τ : U(K)→ K (that is, it is a composition of τ with some homomorphism Cn → U(K)). This
gives us another way of describing the component KC

ε of K. The endpoint map τ : U(K)→ K
naturally induces a homomorphism U(K)C → KC and the edges in its image are precisely
those of KC

ε (because they correspond to closed walks that lift to U(K) and to those that
reduce to the ε, respectively). Therefore KC

ε = τ(U(K)C).
Similarly, if a closed walk C reduces to R · · ·R = Rn, for some n ∈ Z and some closed walk

R in K, then it can be lifted to U(K)/R, and the corresponding homomorphism Cn → K
factors through τ : U(K)/R → K.

x

a

b

c

d

x

a

b

c

d

x

x,b,a,x,c,d
=x,d

x,b,a,x,c
=x,d,c

x,b,a,x

x,b,a

x,b

Figure 3: Left: two drawings of the bowtie K. Middle: the universal cover of K, isomorphic
to the 4-regular tree with each edge subdivided twice; nodes are colored by τ . Right:
the unicyclic cover corresponding to the closed walk on vertices x, b, a, x, c, d, x.
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2.3. Properties that imply strong multiplicativity

As introduced in the previous section, an important part of proving that a graph K is strongly
multiplicative is to show that the component KCn

ε of KCn admits a homomorphism to K, for
odd n. In fact, the topological approach from [Wro17b] shows that is is enough to prove this
property, and to show strong multiplicativity for all unicyclic covers of K, which are often
much simpler than K.

Theorem 3. Suppose K is a square-free graph such that:

• unicyclic covers of K are strongly multiplicative, and

• τ(U(K)Cn) admits a homomorphism to K, for every odd n.

Then K is strongly multiplicative.

The proof of Theorem 3 directly generalizes to many more graphs, as long as we consider
walks up to a certain equivalence relation, see Theorem 10 later. We defer the proof, in the
more general version, to Appendix A, as it only rephrases arguments of [Wro17b].

On the other hand, known proofs that a graph K satisfies the two properties from the
statement in Theorem 3 do not easily generalize to any non-square-free graphs. In the following
sections, we shall give new, direct, combinatorial proofs. The strong multiplicativity of
unicyclic covers follows directly from that of cycles, while the homomorphisms τ(U(K)C)→ K
can be constructed by mapping tuples of vertices in the tree U(K) to their median. We first
give proofs for square-free graphs in Section 3 and then generalize the methods in Section 5.

Just to give a rough idea of the proof of Theorem 3 and its general version, consider a
homomorphism φ : (G× C ′) ∪ (C ×H)→ K. The product has many squares, which must
be collapsed in the square-free graph K into backtracking 4-walks, making many cycles
equivalent up to reductions of backtrackings. Because of that, either:

1. all the cycles in φ((G× C ′) ∪ (C ×H)) wind around the same closed walk R in K;

2. cycles in H induce trivial closed walks in K; or

3. cycles in G do.

We then conclude that either:

1. all of φ factors through the unicyclic cover U(K)/R (for some closed walk R in K);

2. φ∗ : H → KC maps into KC
ε ; or

3. φ∗ : G→ KC′ maps into KC′
ε .

Therefore, it is enough to show the multiplicativity of U(K)/R and to provide a homomorphism

from KC
ε = τ(U(K)C) to K.

3. Square-free graphs are strongly multiplicative

Consider a square-free graph K. By Theorem 3, to show that K is multiplicative or strongly
multiplicative, we need to show that its unicyclic covers are, and that τ(U(K)C) admits a
homomorphism to K. The first follows simply from the fact that unicyclic covers of square-free
graphs have a single cycle. They retract to it (by mapping infinite trees attached to the cycle
into to cycle in any way), which means they are homomorphically equivalent to a cycle graph,
which are known to be strongly multiplicative (Theorem 1; we do not show a different proof
of that case).

It remains to show that τ(U(K)C2k+1) admits a homomorphism to K, for every k ∈ N. To
that aim, we use properties of medians in trees. Let us define them now.

7



Let T := U(K) be a tree (possibly infinite). Let w : V (T )→ N be a nonnegative weight
function with odd total weight:

∑
u∈V (T )w(u) = 2k + 1 for some k ∈ N. For a subtree T ′

of T , we write w(T ′) for
∑

u∈V (T ′)w(u). For an edge {u, v} of T we denote Tu,v and Tv,u
the connected components of T − {u, v} containing u and v, respectively. Since the total
weight is odd, one of w(Tu,v), w(Tv,u) is strictly bigger than the other. Define ~Tw to be the
orientation of T where each edge {u, v} is directed towards the bigger part. Equivalently,
{u, v} is directed towards u iff w(Tu,v) ≥ k + 1.

Lemma 4. Let T be a tree and w : V (T ) → N be a weight function with odd total weight.
There is a unique vertex m ∈ V (T ) such that all edges of ~Tw are oriented towards m.

Proof. For any vertex v ∈ V (T ), at most one incident edge is outgoing from v in ~Tw (because
each subtree behind an outgoing edge has strictly more than half the total weight). All edges
outside of the smallest (finite) subtree of T containing the support of w must be oriented
towards this subtree, hence there is no infinite outgoing path. Hence there is a sink, that is,
a vertex m with all incident edges directed towards it. All other edges must also be directed
towards it, otherwise some vertex in between would have two outgoing edges.

The median µ(w) of w is defined as the unique vertex m given by Lemma 4.
Let x = (x1, . . . , x2k+1) be an element of the (2k+1)-th categorical power T 2k+1 = T×· · ·×T

of T . That is, elements are (2k + 1)-tuples of vertices of T and two such tuples are adjacent
when they are adjacent on each coordinate. We write ~T x for ~Twx and µ(x) for µ(wx), where
wx : V (T )→ N is defined by wx(u) = |{i|xi = u}|. See Figure 4.

Lemma 5. If x = (x1, . . . , x2k+1) and y = (y1, . . . , y2k+1) are neighbours in T 2k+1, then µ(x)
and µ(y) are either adjacent or equal in T .

Proof. Let m = µ(x). Every edge of ~T x is oriented towards m, hence for any neighbour u
of m, more of the vertices xi are in Tm,u that in Tu,m. Since yi is adjacent to xi for each i,
for every neighbour v of u other than m, there are more vertices yi in Tu,v than in Tv,u. Thus

every edge of ~T y that is not incident with m is oriented towards m. Therefore µ(y) is adjacent
or equal to µ(x).

The only problem is that adjacent tuples may have the same median rather than adjacent
medians. We now turn µ into a graph homomorphism ψ : T 2k+1 → T , while trying to maintain
two properties that medians have: they do not depend on the ordering of vertices in the tuple
nor on the labels of V (T ).

µ(x)

µ(y)

x3
y3

x2

y2x1
y1

µ(z)

z3

z2z1

Figure 4: Left: medians of adjacent 3-tuples x and y. Right: a tuple z with an “incorrectly
coloured median”, also adjacent to x.
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Lemma 6. Let T = U(K) for a square-free graph K and let k ∈ N. There is a homomorphism
ψ : T 2k+1 → T which is:

• ordering-invariant: ψ(xσ(1), . . . , xσ(2k+1)) = ψ(x1, . . . , x2k+1) for every permutation σ,

• covariant under automorphisms αC of U(K), for each closed walk C in K:
ψ(αC(x1), . . . , αC(x2k+1)) = αC(ψ(x1, . . . , x2k+1)).

Proof. To fix the problem with equal medians, observe that T is bipartite, split into two colour
classes. We first define ψ for monochromatic tuples only. Let us say that a monochromatic
tuple x ∈ V (T 2k+1) has a correctly coloured median if µ(x) is in the same colour class as all
the vertices in x. We claim that if µ(x) is incorrectly coloured and y is a neighbour of x, then
µ(y) is correctly coloured and equal to µ(x).

Indeed, for any neighbour v of µ(x), Tµ(x),v contains more values xi than Tv,µ(x) (with
multiplicities taken into account). But for each xi ∈ Tµ(x),v, its neighbour yi is also in Tµ(x),v,
since otherwise xi would be equal µ(x), which is impossible since x has an incorrectly coloured
median. Thus Tµ(x),v also contains more values yi than Tv,µ(x). Therefore µ(y) = µ(x), and y
has a correctly coloured median.

This means that the following is a valid homomorphism from the subgraph of monochromatic
tuples in T 2k+1 to T :

ψ(x) =

{
µ(x) if x has a correctly coloured median,
any neighbour of µ(x) otherwise.

We need however to define the choice of “any neighbour” in ψ consistently so that it
is covariant under automorphisms of T . This is impossible in general, but recall that
T = U(K) and that we only require covariance under automorphisms of the form αC for
closed walks C in K. These automorphisms preserve the endpoint map τ : U(K)→ K, that
is τ(αC(x)) = τ(x). We hence choose any fixed ordering of V (K) and for incorrectly colored
medians, we choose the neighbour y of µ(x) that has the smallest value τ(y); since τ is locally
bijective, this is well defined.

In the end we will not need to define ψ for non-monochromatic tuples, but let us do this for
completeness. If a tuple in T 2k+1 has a vertices in one colour class and b in the other, then
exactly one of these numbers is odd, say a, and every neighbour of the tuple will also have
exactly a neighbours in one of the colour classes. Thus T 2k+1 can be divided into components
according to the value of the odd number a. Non-monochromatic tuples, that is, those in
components with a 6= 2k + 1, can be mapped to their odd-length monochromatic sub-tuple,
that is, to T a. Composing with ψ as defined above for monochromatic tuples, we obtain a
homomorphism from all of T 2k+1 to T with the same properties.

From these properties of ψ, we directly obtain the homomorphism we sought (we can even
relax ordering invariance to cyclic invariance). This part works in full generality.

Lemma 7. For a graph K and k ∈ N, suppose there is a homomorphism ψ : U(K)2k+1 →
U(K) which is:

• invariant under cyclic shifts: ψ(x1, x2, . . . , x2k+1) = ψ(x2, . . . , x2k+1, x1), and

• covariant under automorphisms αC of U(K), for each closed walk C in K:
ψ(αC(x1), . . . , αC(x2k+1)) = αC(ψ(x1, . . . , x2k+1)).

Then there is a homomorphism τ(U(K)C2k+1)→ K.

Proof. Let C = C2k+1. We label the vertices of C consecutively with the elements of Z2k+1.
The homomorphism ψ : U(K)2k+1 → U(K) can easily be adapted into a homomorphism from
U(K)C . Namely, every vertex h of U(K)C is by definition a function h : V (C)→ V (U(K)).
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We can associate to it the tuple x(h)i := h(i) in U(K)2k+1. Now if h is adjacent to h′ in
U(K)C , this means that h(i) is adjacent to h′(i − 1) and h′(i + 1) in U(K). Thus x(h) is
not necessarily adjacent to x(h′) in U(K)2k+1, but its shift by one is: x(h)i is adjacent to
x(h′)i+1. Since ψ is invariant under cyclic shifts, ψ(x(h)) is adjacent to ψ(x(h′)). Therefore
ψ′(h) := ψ(x(h)) is a homomorphism U(K)C → U(K), which is again invariant under cyclic
shifts and automorphism-covariant.

Recall that the endpoint map τ gives a homomorphism τ : U(K) → K, which induces
a homomorphism τ : U(K)C → KC . The automorphism-covariance of ψ′ : U(K)C → U(K)
allows us to define a homomorphism ψ′′ : τ(U(K)C)→ K simply as follows: for a vertex h of
τ(U(K)C), let ψ′′(h) := ψ′(h̃) for any h̃ ∈ τ−1(h). This does not depend on the choice of h̃,
because for any two choices h̃1, h̃2 in τ−1(h) there is an automorphism mapping one to the

other. Indeed, for any walk W̃ between h̃1 and h̃2, τ maps its vertices to a closed walk W
from τ(h̃1) = h to τ(h̃2) = h and hence αW is a suitable automorphism of U(K).

All in all, we obtained a homomorphism from τ(U(K)C2k+1) ⊆ KC to K by viewing each
edge of it as a closed walk that can be lifted to the universal cover U(K), viewing odd and
even vertices of that walk as adjacent (2k + 1)-tuples, and then mapping each tuple to its
median, possibly correcting its colour class. This concludes the proof of the following:

Theorem 8 ([Wro17b]). All square-free graphs are strongly multiplicative.

As we will see, the proof generalizes to some more graphs. In the language of constraint
satisfaction, the homomorphism required in the statement of Lemma 7 is the same as a so
called cyclic polymorphism of the structure on V (U(K)) with the adjacency relation E(U(K))
and the relations αC , for each closed walk C in K (it suffices to take finitely many: one for
each edge outside of a spanning tree of K). Lemma 6 provides such a polymorphism for the
case of square-free K.

The algebraic approach to constraint satisfaction gives tools for showing that cyclic
polymorphisms exist or do not exist, see e.g. [BK12]. Since it has been a very fruitful
approach for proving various dichotomies, we hope that it might shed a light on the limits of
our method as well. We explore this in a follow-up paper [TW].

4. Taking quotients by squares

4.1. ♦-equivalence of walks

In general graphs, instead of considering walks up to reductions, we use a coarser equivalence
relation, first studied by Matsushita [Mat17]. For a graph G, we let ♦ be the smallest
equivalence relation on walks in G such that:

(u, v)(v, u) ♦ ε for {u, v} ∈ E(G),

(a, b)(b, c)(c, d)(d, a) ♦ ε for {a, b}, {b, c}, {c, d}, {d, a} ∈ E(G),

W1W2 ♦W ′1W ′2 whenever W1 ♦W ′1, W2 ♦W ′2.

We say W1 ♦ W2 are ♦-equivalent (pronounced box-equivalent, in reference to the closely
related box complex of a graph) and write [W ] for the equivalence class of a walk W in G.
Note that equivalent walks have the same initial and final vertices, so the endpoint τ([W ]) is
well defined. Similarly, equivalent walks have the same length parity.

The ♦-fundamental group π(G, r)/♦ is the set of equivalence classes of closed walks rooted
at r, with concatenation as multiplication. Inversion is simply ((v0, v1) . . . (v`−1, v`))

−1 =
(v`, v`−1) . . . (v1, v0). In other words, this is the quotient of π(G, r) by all squares (that is,
(a, b)(b, c)(c, d)(d, a) is identified with ε, for each square a, b, c, d). As before, for any walk W
from r1 to r2, the map C 7→W−1CW is an isomorphism between π(G, r1)/♦ and π(G, r2)/♦.
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The crucial property of quotients by ♦ is that they behave much better with respect to
products. When G is the product of two odd cycles, π(G, r)/♦ is isomorphic to Z× Z and
more generally, the ♦-fundamental group of G×H is almost isomorphic to the direct product
of the groups of G and H. More precisely, the type of a walk in G×H is determined just by
the pair of types of its projections in G and in H:

Lemma 9 ([Wro17b]). The function [C] 7→ ([C|G], [C|H ]) from π(G × H, (g, h))/♦ to
π(G, g)/♦ × π(H,h)/♦ is well defined and gives an injective group homomorphism.

In fact, for the subgroups given by closed walks of even length (or equivalently, for the
groups π(−×K2, r)/♦), this is an isomorphism between the group of the graph product and
the direct product of groups (Corollary 5.5 in [Mat13] and Proposition 6.12 in [Mat17]).

Note also that a graph homomorphism φ : G→ K maps closed walks to closed walks and
thus naturally induces a group homomorphism φ from π(G, r)/♦ to π(K,φ(r))/♦, for each
r ∈ V (G).

4.2. Covers (in general)

For a connected graph K, the ♦-universal cover U(K, r) is the graph whose vertex-set consists
of all ♦-equivalence classes of walks starting at a fixed vertex r, and whose edges are the
pairs {[W ], [W ′]} such that there exists an arc (u, v) with [W ′] = [W (u, v)]. Alternatively,
one could define a standard universal cover of K as before, as a tree with reduced walks as
vertices, and the ♦-universal cover as the quotient of it by ♦; however, the standard universal
cover has no use for us in non-square-free graphs.

As before, the map τ gives a covering map U(K, r)→ K. For any walk P from r1 to r2,
αP ([W ]) := [PW ] defines an isomorphism between U(K, r2) and U(K, r1), so we will just
write U(K). For a closed walk C in K, αC is an automorphism, which allows to define the
♦-unicyclic cover U(K)/C as before, by identifying each orbit of αC into a single vertex.

The ♦-universal cover is always somewhat tree-like in the sense that it has has a trivial
♦-fundamental group; in fact, any two walks in U(K) between the same endpoints are
♦-equivalent. Note this also implies that U(K) is bipartite. Similarly, ♦-unicyclic covers
U(K)/C can be shown to have ♦-fundamental groups isomorphic to Z, with (the lift of) C
as a generator. We give proofs and more facts about covers in Appendix C to justify the
definitions and refer to [Mat17] for a detailed treatment and generalizations.

Theorem 3 generalizes to any graph with a free ♦-fundamental group:

Theorem 10. Let K be a graph whose ♦-fundamental group is free. Suppose that:

• the ♦-unicyclic cover U(K)/R is strongly multiplicative, for every odd-length closed walk
R in K, and

• τ(U(K)Cn) admits a homomorphism to K, for every odd n.

Then K is strongly multiplicative.

0

1

2

34

5

6

K7/2

0

0

1

1

2

2

3

3

4

4

5

5

6

6
K7/2 ×K2
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U(K7/2)

Figure 5: The circular clique K7/2, its bipartite double cover and its universal cover (with

squares highlighted and vertices labelled with τ).
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Unfortunately the ♦-universal cover of the clique K4, for example, is just K4 ×K2. This is
because any two walks between the same vertices and with the same length parity can be
shown to be ♦-equivalent. For any odd-length closed walk C, the ♦-unicyclic cover U(K4)/C
will be just K4 again, which unfortunately makes our approach is vacuous for K4.

We can show the converse for the second property:

Lemma 11. Let K be a strongly multiplicative graph. Then τ(U(K)Cn) admits a homomor-
phism to K, for every odd n.

See Appendix A for the proofs. In Appendix B we also show that the second property is
equivalent to the one mentioned in the introduction:

Lemma 12. The following are equivalent, for any graph K:

• τ(U(K)Cn) admits a homomorphism to K, for each odd n.

• if G is non-bipartite and H is a connected graph with a vertex h such that there exists a
homomorphism φ : G×H → K with φ(−, h) constant, then H admits a homomorphism
to K.

4.3. Lifts and KCn
ε

For general K and odd n, we define KCn
ε to be the subgraph of KCn on those edges whose

corresponding closed walks are ♦-equivalent to ε in K (this does not depend on the orientation
we consider for the edge; we ignore isolated vertices).

Similarly as for square-free graphs, a closed walk C is ♦-equivalent to ε in K if and only if
it lifts to U(K) (meaning there is a closed walk C̃ in U(K) such that τ maps the vertices of
C̃ to those of C, in order). Because of that, τ(U(K)Cn) is equal to KCn

ε . Formally:

Lemma 13 (Appendix C). KCn
ε = τ(U(K)Cn), for every graph K and odd integer n.

That is, for any arc (h, h′) of KCn, the closed walk in K of length 2n corresponding to
(h, h′) is ♦-equivalent to ε iff the edge {h, h′} is in the image of τ : U(K)Cn → KCn.

While in general KCn
ε is not connected, we show the following:

Lemma 14 (Appendix B). For a connected graph K and an odd n, the subgraph KCn
ε of KCn

is a sum of connected components of KCn, including in particular the component containing
constant functions (though possibly more). Moreover, there is an odd m ≥ n such that KCn

ε

admits a homomorphism into the connected component of constants in KCm
ε .

Finally, let us mention that the deeper reason behind the definitions in this section is that
they reflect the topology of the so called box complex Box(G) of a graph G (also known as
the neighbourhood complex, or Hom(K2, G)). Formally, the fundamental group of Box(G)
(in the topological sense) is isomorphic to π(G×K2, r)/♦, while the fundamental group of
the quotient of Box(G) by its Z2-action is isomorphic to π(G, r)/♦ (for any root vertex r in a
connected graph G). More generally, two walks in G are ♦-equivalent iff the corresponding
curves in Box(G) are homotopic rel endpoints. Moreover, the universal cover of Box(G) (in
the topological sense) is homotopy-equivalent to Box(U(K)). See Matoušek’s book [Mat08]
for definitions and an introduction to topological methods in graph theory, and see [Mat17]
for proofs (Matsushita writes '2, 2-fundamental groups, 2-covers for ♦, ♦-fundamental
groups and ♦-covers; he also considers a natural generalization, essentially making 2r-cycles
equivalent to ε, for any chosen r ∈ N).
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5. Generalizing square-free graphs

5.1. Square-dismantlable graphs

The following definition gives a simple, but fairly large class of graphs where ♦-equivalence
classes are easy to understand and amenable to our approach, at least to some extent. We will
call a graph K square dismantlable if there is a sequence K = K0,K1, . . . ,Kn of graphs where
for i = 1, . . . , n, Ki is obtained from Ki−1 by removing an edge ei of Ki−1 which is in only one
square of Ki−1, and where Kn is square-free. We then call (e1, . . . , en) a square-dismantling
sequence of K, and Kn a square-free kernel of K.

Square dismantlable graphs are a basic example of graphs with a free ♦-fundamental group.
Indeed, if a graph K − e is obtained from a graph K by removing an edge e that occurred in
only one square, then there is a natural homomorphism ρ from π(K, r)/♦ to π(K−e, r)/♦ (for
any r ∈ V (K)) obtained by replacing each occurrence of e (including e−1) by the detour walk
ρ(e) along the three edges of the unique square containing it. The inverse homomorphism
simply maps the ♦-equivalence class of a walk in K − e to the ♦-equivalence class of the
same walk in K. Thus π(K, r)/♦ is isomorphic to π(K − e, r)/♦. Iterating this, for a square-
dismantlable graph K with square-free kernel L, we have π(K, r)/♦ ' π(L, r)/♦ ' π(L, r); in
particular it is a free group. See Figure 6 for an example.

Moreover, U(K) contains U(L) as a subgraph and is obtained from it, roughly speaking,
by adding back the edges e1, . . . , en to it. To see this, consider again a graph K with an edge
e that occurs in only one square and define ρ as before, as a map from arbitrary walks in K
to walks in K − e. It follows from the definition that ρ(W ) ♦W in K, for any walk W . For
two walks W,W ′ in K, one can easily check that W ♦W ′ in K if and only if ρ(W ) ♦ ρ(W ′)
in K − e. Indeed, it suffices to check that the image of the backtracking ee−1 and of square
eρ(e)−1 (essentially the only square containing e) reduces to ε in K − e. Therefore, ρ gives a
bijection between equivalence classes of walks in K and in K − e. An equivalence class in K
is mapped simply to the subset of walks in it that do not use the edge e.

Therefore, ρ gives a bijection between the vertices of U(K) and U(K − e), and we can use
the same walks in K − e to represent them. The only difference is that U(K) has more edges:
it is obtained from U(K−e) by adding an edge from [W ] to [We] = [Wρ(e)] for every walk W
in K − e to which e can be concatenated. Specifically, if e = (a, d) and ρ(e) = (a, b)(b, c)(c, d),
then we add an edge from each vertex ã ∈ τ−1(a) (which means an equivalence class of walks
ending in a) to the endpoint d̃ of the unique walk (ã, b̃)(b̃, c̃)(c̃, d̃) in U(K − e) such that
b̃ ∈ τ−1(b), c̃ ∈ τ−1(c), d̃ ∈ τ−1(d) (that is, if ã = [W ], then b̃ = [W (a, b)], c̃ = [W (a, b)(b, c)],
d̃ = [W (a, b)(b, c)(c, d)] = [Wρ(e)]). In short, we add an edge between the two endpoints of
every possible lift of ρ(e) in U(K − e).

Iterating this, for a square-dismantlable graph K with square-dismantling sequence
(e1, . . . , en) to the square-free kernel L, we have a function ρ that maps each walk in K to the
walk in L obtained by iteratively replacing every occurrence of ei by the detour of length 3 in
Ki = Ki−1 − ei. The graph U(K) is obtained from the tree U(L) by adding an edge between
the endpoints of every possible lift of ρ(ei), for i = 1, . . . , n. See Figure 7 for an example.

Examples of square-dismantlable graphs include all subcubic core graphs (i.e. graphs with
vertex degrees ≤ 3 that are not homomorphically equivalent to any proper subgraph) other
than K4. In fact, a straightforward case analysis shows that in every subcubic graph except
K4 and the cube graph K4×K2, either every square has a private edge (an edge not included
in any other square), or the graph can be folded. Here we say that a graph can be folded if
the neighbourhood of some vertex is contained in the neighbourhood of another; this implies
a homomorphism into the subgraph with the first vertex removed, which means such a graph
is not a core.
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Figure 6: The universal cover of the Moser spindle, with a square-dismantling sequence
({a, 2}, {b, 3}). In orange: a walk W on vertices 0, a, 2, 3, b, 4, 0. In blue: ρ(W ) on
vertices 0, a, 0, 1, 2, 3, b, 4, 0.

Figure 7: The universal cover of another square-dismantlable graph.
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5.2. Graphs with each edge in at most one square

Let S(1), . . . , S(n) be the squares in a graph K with each edge in at most one square. Let the
consecutive vertices of S(i) be a(i), b(i), c(i), d(i) (with the starting vertex arbitrarily chosen).
Then ({a(1), d(1)}, . . . , {a(n), d(n)}) is a square-dismantling sequence of K. Let L be the
corresponding square-free kernel. Then U(K) is obtained from U(L) by adding edges {u, x}
whenever u and x are joined by a path u, v, w, x such that τ(u) = a(i), τ(v) = b(i), τ(w) = c(i)

and τ(x) = d(i) for some i.
We will use the terminology of the proof of Theorem 8. The argument is in fact similar.

We first show the analogue of Lemma 6 by “correcting medians” more carefully and conclude
that τ(U(K)C)→ K via Lemma 7.

Lemma 15. Let k ∈ N and let K be a graph with each edge in at most one square. There
is a homomorphism ψ : U(K)2k+1 → U(K) that is ordering-invariant and covariant under
automorphisms αC of U(K) for closed walks C in K.

Proof. The homomorphism that we construct is again closely related to the median µ in U(L),
where L is the square-free kernel of K. As before, we need to define ψ only for monochromatic
tuples, we put ψ(x) = µ(x) if µ(x) is correctly coloured and we will put ψ(x) to a certain
neighbour of µ(x) otherwise.

To choose the neighbour ψ(x) of an incorrectly colored median µ(x), consider the squares
that contain µ(x) in U(K). Let vi, wi be the neighbours of µ(x) contained in the i-th square
that contains µ(x); let u1, u2, . . . be the remaining neighbors of µ(x) in U(K). Observe that the
connected components of U(K) with µ(x) removed are precisely Tui,µ(x) and Tvi,µ(x) ∪Twi,µ(x)

(since vi, wi have a common neighbour other than µ(x)). If one of these components contains
at least k+ 1 vertices of xi, it must be a component Tvi,µ(x) ∪ Twi,µ(x), since if it were Tui,µ(x),
the median would have been on ui. In that case, we put ψ(x) to an arbitrary neighbour in
that component, that is, to one of vi, wi. Otherwise, we put ψ(xi) to an arbitrary neighbour
of µ(xi). To fix the arbitrary choice consistently with respect to automorphisms αC , the
neighbour we choose should have the smallest possible value of τ , according to an arbitrary
fixed ordering of V (K). We now show that ψ is a homomorphism.

Let (x, y) be an arc of U(K)2k+1. If µ(x) = µ(y), then one of them is correctly coloured and
the other is incorrectly coloured and moved to a neighbour, so ψ(x) and ψ(y) are adjacent.

If µ(x) 6= µ(y), let P be the shortest path in U(L) from µ(x) to µ(y). Then the orientation
−−−→
U(L)x (towards µ(x)) differs from

−−−→
U(L)y (towards µ(y)) precisely on P . Let {µ(x), u} and

{v, µ(y)} be the first and last edge of P , respectively. Their opposing orientations imply that
Tµ(x),u contains at least k + 1 of the vertices xi, but the disjoint subtree Tµ(y),v contains at
least k + 1 of the vertices yi. Thus for some i ∈ [2k + 1], xi is in Tµ(x),u, but yi is in Tµ(y),v.
Equivalently, the shortest path from xi to yi in U(L) contains (in order) µ(x) and µ(y).

Since xi and yi are adjacent in U(K), they are at distance 1 or 3 in U(L). If they are
adjacent in U(L), then µ(x) = xi and µ(y) = yi (since they occur on P , in order). Thus both
are correctly coloured and ψ(x) = µ(x) is adjacent to ψ(y) = µ(y). If they are at distance 3,
then the path in between in U(L) together with the edge {xi, yi} in U(K) forms a square,
which contains the vertices µ(x) and µ(y). We claim that ψ(x), ψ(y) are still contained in
that square. Since they are distinctly coloured, this guarantees they are adjacent.

Indeed, let vi, wi be the neighbours of µ(x) in that square. One of these is equal to u,
the neighbour of µ(x) on P , say vi. The edge {µ(x), vi} is thus oriented in the direction of

vi in
−−−→
U(L)y (since P is oriented from µ(x) to µ(y)). Hence at least k + 1 of the vertices yi

are contained in Tvi,µ(x). Therefore, at least k + 1 of the vertices xi are contained in the
neighbourhood of Tvi,µ(x) in U(K), which is contained in Tvi,µ(x) ∪ Twi,µ(x) ∪ {µ(x)}. If µ(x)
is correctly coloured then ψ(x) = µ(x) is still on the square anyway. Otherwise none of the
xi are on µ(x), which means at least k + 1 are in Tvi,µ(x) ∪ Twi,µ(x), in which case ψ(x) is put
to vi or wi. Symmetrically, ψ(y) is also still on the square.
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Corollary 16. Let K be a graph with each edge in at most one square. For every k ∈ N,
there is a homomorphism τ(U(K)C2k+1)→ K.

Next, we show that unicyclic covers retract to cycles, and are therefore homomorphically
equivalent to cycle graphs, which are known to be strongly multiplicative.

Lemma 17. Let K be a graph with every edge in at most one square, and L its square-free
kernel. Then for every odd-length closed walk R in K, U(K)/R retracts to an odd-length cycle.

Proof. Define the anchor α(u) of a vertex u of U(L)/R as the vertex closest to u on the unique
cycle of U(L)/R. There is a homomorphism φ : U(L)/R → U(L)/R where φ(u) is α(u) if u
is at even distance from α(u), and φ(u) is the neighbour of α(u) on the unique path from
u to α(u) if u is at odd distance from α(u). It is easy to see that φ preserves the edges of
U(K)/R as well. Indeed, endpoints of an edge in U(K)/R are at distance 1 or 3 in U(L)/R. If
both endpoints have the same anchor, then their distances from this anchor have different
parities. If the endpoints of an edge have adjacent anchors, then either one of them is its
own anchor and the other is at distance two from its anchor, or both are adjacent to their
anchor. Finally, if the endpoints of an edge have anchors at distance at least two, then they
are fixed by ψ. Therefore ψ retracts U(K)/R to the subgraph induced on vertices at distance
at most one from the unique cycle in U(L)/R.

Now let G be the restriction of U(K)/R to the image of ψ. Label the vertices of the unique
cycle of U(L)/R consecutively u0, u1, . . . , um−1. A vertex v not on the cycle is called linked
clockwise if α(v) = ui and v has a neighbour w with α(w) ∈ {ui+1, ui+2}. Note that {v, α(v)}
is in at most one square, v has no other neighbour that ui, w. Hence the map ψ′ defined by

ψ′(v) =


v if v ∈ {u0, u1, . . . },
ui+1 if v 6∈ {u0, u1, . . . }, α(v) = ui, and v is linked clockwise,
ui−1 otherwise

is a retraction onto the subgraph induced on {u0, u1, . . . }. This subgraph is a cycle on
u0, u1, . . . , um−1, with possible additional edges of the form {ui, ui+3}, where ui+1 and ui+2

can be in no other square and thus have degree 2. Mapping these degree 2 vertices to ui+3

and ui respectively retracts the graph to an odd-length cycle in U(K)/R (which admits the
homomorphism τ to K).

Corollary 16 and Lemma 17 yield the following.

Theorem 18. Every graph K with each edge in at most one square is multiplicative.

5.3. Extensions and obstacles

The proof of Lemma 16 adapts to many more graphs by ad-hoc case analysis. It would be
tempting to conjecture that all square-dismantlable graphs, or at least all subcubic core
graphs other than K4, are strongly multiplicative. However, in future work [TW] we show
that this is not the case, e.g. the graph KA from Figure 8 is not strongly multiplicative. Here,
let us just sketch two examples for which our attempts fail. Consider the graph KA. It is a
subcubic core graph, square-dismantlable to its square-free kernel LA spanned by the solid
edges on the figure.
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Figure 8: A graph KA with no simple disambiguation of medians. Right: a part of its
universal cover U(KA)

Now consider the following vertices of KC9
A :

x = (0, 0, 0, 0, 0, 0, 0, 0, 0) and y = (6, 2, 6, 4, 6, 4, 2, 4, 2).

They form an edge of KC9
A which corresponds to an 18-cycle that reduces to ε (since every

other vertex is 0) and hence factors through U(KA). Thus they lift to an edge x̃ỹ of U(KA)C9 ,
or U(KA)9 if we shift one of the tuples cyclically (say x̃, which stays unchanged). Each vertex
of each tuple is contained within the lift 1̃, . . . , 6̃ of the first and second neighbourhood of
some lift 0̃ of 0.

Their medians in U(LA) are µ(x̃) = µ(ỹ) = 0̃ and x̃ is correctly coloured. However, if we
set ψ(x̃) = µ(x̃) for correctly coloured medians as in the proof of Lemma 16, there is no
way to disambiguate the location of ψ(ỹ). Indeed ỹ = (6̃, 2̃, 6̃, 4̃, 6̃, 4̃, 2̃, 4̃, 2̃) has in U(KA)C9

neighbours ũ, ṽ, w̃ with

ũ = (1̃, 1̃, 3̃, 1̃, 3̃, 1̃, 3̃, 1̃, 5̃), so that µ(ũ) = 1̃,

ṽ = (3̃, 5̃, 3̃, 5̃, 3̃, 1̃, 3̃, 3̃, 5̃), so that µ(ṽ) = 3̃,

w̃ = (1̃, 5̃, 3̃, 5̃, 5̃, 1̃, 5̃, 1̃, 5̃), so that µ(w̃) = 5̃.

(In particular the shift (2̃, 6̃, 4̃, 6̃, 4̃, 2̃, 4̃, 2̃, 6̃) of ỹ is adjacent to all three tuples in U(K)9). In
the proof of Lemma 16, we set ψ(ũ) = 1̃, ψ(ṽ) = 3̃ and ψ(w̃) = 5̃. No value of ψ(ỹ) can be
adjacent to these three values.

Now consider graph KB in Figure 9, which square-dismantles to the 5-cycle plus dangling
edges (the solid edges) LB. For the reduced walk R going once around the thick 5-cycle, we
have KB ' U(KB)/R, hence the use of Theorem 10 amounts to showing that KB is strongly
multiplicative by using the fact that KB is strongly multiplicative. We also cannot use known
results for cycles or circular cliques, since KB is a different core graph. In fact, it does not
even admit a homomorphism to a circular clique Kr with r ∈ [2, 4); it can be shown that the
circular chromatic number of KB is exactly 4 (Matsushita [Mat13] gave a general method that
can prove this; using his language, the stable length of the generator of π(KB)/♦ is 5

3 , while

for the circular clique Kp/q with p
q < 4, it is p

p−2q > 2 > 5
3 , which makes a homomorphism

impossible).
In summary, obstacles to proving strong multiplicativity appear already for square-

dismantlable graphs, and even subcubic core graphs. In a follow-up paper [TW], we show
a method for proving that some graphs, including the above example KA, are not strongly
multiplicative. They do not even satisfy the ‘constant’ property of Lemma 12. On the
other hand, we will see next that the use of adjoint functors allows to prove the strong
multiplicativity of some graphs that are not square-dismantlable.
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Figure 9: A graphKB that is square-dismantlable to a cycle, but is a core with U(KB)/R ' KB.
Left, right: two different drawings of KB. Middle: a drawing of KB ×K2, which
makes the structure of squares more apparent: every red edge is contained in a
unique square. The squares form a band that winds thrice around the thick (inner)
cycle, with one border of the band coloured red and the other border identified
three-fold into the thick cycle.
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Figure 10: The universal cover of KB, drawn in two ways.
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6. Adjoint functors

The use of adjoint functors in proofs of multiplicativity can be summarised as follows: The
existence of a homomorphism φ : G×H → K is used to infer the existence of a homomorphism
φ′ : G′ × H ′ → K ′, where K ′ is known to be multiplicative. This implies that one of the
latter factors, say G′ admits a homomorphism to K ′. This is used to conclude that the
corresponding former factor G admits a homomorphism to K. Of course, it takes very special
correspondences between graphs and their primed counterparts to make all parts of the
argument work. This is the case for correspondences given by the adjoint functors described
here (see also [FT18] for more on such functors in graph theory).

For a graph G, let P3(G) be the ‘third power’ of G, defined by

V (P3(G)) = V (G),

E(P3(G)) = {{u, v} | u and v are endpoints of a walk of length 3 in G}.

In other words, the adjacency matrix is taken to the third power. Note that vertices at distance
2 in G do not necessarily become adjacent in P3(G). We denote NG(u) the neighbourhood of
u in G. For two subsets A, B of V (G), we write A B (A is joined to B) if every vertex of
A is adjacent to every vertex of B. The graph P−13 (G) is defined as follows.

V (P−13 (G)) = {(u,A) | u ∈ V (G), A ⊆ NG(u) non-empty},
E(P−13 (G)) = {{(u,A), (v,B)} | u ∈ B A 3 v}.

These two graph operations are left and right adjoints, respectively, meaning that P3(G)→
H holds if and only if G → P−13 (H). In particular this implies that for any graph,
P3(P

−1
3 (G))→ G→ P−13 (P3(G)). Moreover, P3(P

−1
3 (G)) is always homomorphically equiv-

alent to G, though this is not always true for P−13 (P3(G)) (see e.g. [Wro17a], Lemma 2.3
for proofs). The first author used this to infer the multiplicativity of circular cliques Kp/q

with p
q < 4 from that of odd cycles [Tar05]. Here, we infer the multiplicativity of powers of

high-girth graphs from that of square-free graphs and stress that again, the method works
for strong multiplicativity as well.

Theorem 19. For a graph K, K is strongly multiplicative if and only if P−13 (K) is strongly
multiplicative.

Proof. Suppose that K is strongly multiplicative. Let φ : (G× C ′) ∪ (C ×H)→ P−13 (K) be
a homomorphism, where G,H are connected graphs, and C,C ′ odd cycles contained in G
and H respectively. Then there is a homomorphism ψ : P3 ((G× C ′) ∪ (C ×H))→ K. Now
P3 ((G× C ′) ∪ (C ×H)) contains P3(G×C ′)∪P3(C×H) as a subgraph and P3 ((G× C ′)) is
equal to P3(G)×P3(C ′), which contains P3(G)×C ′ (similarly for C×H). Therefore ψ is also
a homomorphism from (P3(G)×C ′) ∪ (C × P3(H)) to K. Since K is strongly multiplicative,
this implies that P3(G) or P3(H) admits a homomorphism to K, whence G or H admits a
homomorphism to P−13 (K).

Now suppose that P−13 (K) is strongly multiplicative. Let φ : (G × C ′) ∪ (C ×H) → K
be a homomorphism, where G,H are connected graphs, and C,C ′ odd cycles contained in
G and H respectively. Then P−13 (C), P−13 (C ′) are odd cycles, and (P−13 (G) × P−13 (C ′)) ∪
(P−13 (C)× P−13 (H)) admits a natural homomorphism to P−13 ((G× C ′) ∪ (C ×H)), namely
((g,Ag), (h,Ah)) 7→ ((g, h), Ag ×Ah). This, composed with P−13 (φ) yields a homomorphism
ψ from (P−13 (G) × P−13 (C ′)) ∪ (P−13 (C) × P−13 (H)) to P−13 (K). Since P−13 (K) is strongly
multiplicative, this means that P−13 (G) or P−13 (H) admits a homomorphism to P−13 (K),
whence P3(P

−1
3 (G)) or P3(P

−1
3 (H)) admits a homomorphism to K. Now G admits a ho-

momorphism to P3(P
−1
3 (G)) (namely g 7→ (g,NG(g)), an edge {g1, g2} corresponding to the

length-3 walk (g1, NG(g1)), (g2, g1), (g1, g2), (g2, NG(g2))), similarly for H. Therefore G or H
admits a homomorphism to K.

19



For graphs K that are known to be strongly multiplicative, the proof methods often already
generalize to P−13 (K) without using Theorem 19. For example if K is square-free, then
P−13 (K) is just its subdivision, replacing each edge by a path of length 3 (see [Wro17a],
Lemma 2.3) and hence also square-free. On the other hand, the generalization of Theorem 18
from graphs K with each edge in at most one square to graphs P−13 (K) is not obvious. It
would be interesting to find a natural class of graphs that contains such P−13 (K) and for
which methods similar to Theorem 18 can be applied.

In some cases, however, we can also infer the multiplicativity of P3(K) from that of K.
This is the case if P−13 (P3(K)) is homomorphically equivalent to K, by Theorem 19. Here we
show this for graphs of high girth: graphs with no cycles of length 12 or less. The number 12
comes from the fact that P3 applied to a graph with such a cycle will ‘patch’ the cycle with
squares (making it ♦-equivalent to ε, in particular).

Theorem 20. Let K be a graph with girth at least thirteen. Then P−13 (P3(K)) is homomor-
phically equivalent to K.

Proof. The map φ : K → P−13 (P3(K)) defined by φ(u) = (u,NK(u)) is a homomorphism, so
it suffices to define a homomorphism in the other direction.

For A ⊆ V (K), define the common neighbourhood of A as CN(A) :=
⋂
a∈ANK(a). Through-

out the proof all neighbourhoods and walks are always meant in K, not in P3(K) (only A B
will mean joined sets in P3(K)).

Let (u,A) be a vertex of P−13 (P3(K)). Since K has girth at least thirteen, it is square-free,
hence |CN(A)| ≤ 1 if |A| ≥ 2. If on the other hand |A| = 1, then CN(A) has a unique element
closest to u (otherwise K would have a cycle of length 3, 4 or 6). We can therefore define
ψ : P−13 (P3(K))→ K by

ψ(u,A) =

{
u if CN(A) = ∅,
the only element of CN(A) that is closest to u otherwise.

We claim that ψ is a homomorphism.
Consider two adjacent vertices (x,A), (y,B) in P−13 (P3(K)). That is, x ∈ B, y ∈ A and

A B in P3(K). We first show that

CN(A) 6= ∅ or CN(B) 6= ∅ (*)

Suppose that to the contrary CN(A) = CN(B) = ∅. Then there are a, a′ ∈ A with no common
neighbour in K (since otherwise there would be distinct a, a′, a′′ ∈ A with pairwise common
neighbours, contradicting that the girth is > 6) and similarly b, b′ ∈ B with no common
neighbour in K. Since A B in P3(K), there are walks of length 3 between a, a′ and b, b′ in
K. Concatenated together, these four walks give one closed walk of length 12 going through
a, a′, b, b′ in order. Since K has girth > 12, this closed walk must be a walk in a tree subgraph
T of K. Hence the walks of length 3 between a, a′ and b, b′ are in T ⊆ K.

Let P be the shortest path between a and a′ in T : since there is a walk of length exactly 6
between them (going though b or b′), the shortest path has even length ≤ 6 and > 2, since
a, a′ have no common neighbour. Hence P has length 4 or 6. If P has length 6, then b and b′,
which are accessible via walks of length 3 from both endpoints of P in T , must both be equal
to middle vertex of P , a contradiction. If P has length 4, then similarly b and b′ must be
adjacent to the middle vertex of P in T , hence they have a common neighbour in T ⊆ K, a
contradiction. This proves (*).

If CN(A) 6= ∅ and ψ(y,B) = y, then y ∈ A is adjacent by definition to any vertex in CN(A),
so ψ(y,B) is adjacent to ψ(x,A) ∈ CN(A). In particular if CN(B) = ∅, then ψ(y,B) = y
and CN(A) 6= ∅ by (*), hence the mapping is correct. Symmetrically if CN(B) 6= ∅ and
ψ(x,A) = x, then the mapping is correct. In particular if CN(A) = ∅, then we are done.
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It thus remains to consider the case where ψ(x,A) 6= x and ψ(y,B) 6= y. In this case, we
have that CN(A) 6= ∅ but x 6∈ CN(A) and similarly for y,B. Let a be a vertex in A not
adjacent to x in K. Since x ∈ B A 3 a in P3(K), there is a (unique, since K has girth
> 6) walk of length 3 between a and x in K; let x, p, q, a be the vertices on it. If there is
any vertex a′ ∈ A other than a, there is a walk of length 2 between a and a′ (as they have
a common neighbour), a walk of length 3 from a′ to x, and the walk of length 3 x, p, q, a;
together they form a closed walk of length 8, so they must map to a tree in K and it is easy
to see that the common neighbour of a and a′ must be q. Hence q ∈ CN(A). If |A| > 1 there
can be only one vertex in CN(A) (since K has no C4), while if A = {a}, then the vertex in
CN(A) = N(a) closest to x is q. Hence ψ({x}, A) = q.

Since ψ(y,B) 6= y, we have CN(B) 6= ∅ but y 6∈ CN(B). Then y ∈ A is adjacent to
q ∈ CN(A). If y is not adjacent to x, then y, q, p, x is a (unique) walk of length 3 to x ∈ B
and just as above we conclude that ψ(y,B) is the second vertex on this walk, namely p; thus
ψ(x,A) = q and ψ(y,B) are adjacent. Otherwise, if y is adjacent to x, then it is a common
neighbour of x and q, hence y = p (since K has no C4). For any vertex b ∈ B other than x,
similarly as before there is a walk of length 2 between x and b (since CN(B) 6= ∅), a walk of
length 3 between b and a, an the walk a, q, p, x; together, they form a closed walk of length
8, so they must map to a tree in K and it is easy to see that the common neighbour of x
and b must be p = y. Hence y ∈ CN(B), which we assumed was not the case. Therefore in
all cases ψ(x,A) is adjacent to ψ(y,B) in K, concluding the proof.

Corollary 21. If K has girth at least thirteen, then P3(K) is strongly multiplicative.

One can define higher powers Pk(G) for odd k, which also admit right adjoints P−1k with
similar properties, as first proved by Hajiabolhassan and Taherkhani [HT10], see also [Haj09].
We conjecture that P−1k (Pk(G)) is homomorphically equivalent to G for graphs of girth > 4k.
This would imply that k-th powers of graphs of girth > 4k are strongly multiplicative. It
would be also interesting to find more graphs which satisfy P−13 (P3(G)) ↔ G, hopefully
generalizing both Theorem 20 and the case of circular cliques Kp/q with p

q <
12
5 , as proved

in [Tar05].
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A. Proof of Theorem 10 and Lemma 11

Let us first prove Lemma 11, the partial converse to Theorem 10 which we restate here.

Lemma 22. Let K be a strongly multiplicative graph. Then K
C2k+1
ε admits a homomorphism

to K (for each k ∈ N).

Proof. Suppose it does not, for some k. Let H = K
C2k+1
ε . So H 6→ K, but we have the

natural ‘evaluation’ homomorphism e : C2k+1×H → K, defined as e(ci, h) := h(ci). Consider
the constant maps fv ∈ V (H) defined as fv(·) = v for each v ∈ V (K). Then e has the
property that e(ci, fv) = v for each ci ∈ V (C2k+1), v ∈ V (K).

Let G be the graph obtained from C2k+1 by adding a vertex z adjacent to one vertex
of the cycle, with a loop on z. Then clearly G 6→ K (if we don’t want loops we can use
instead a clique of size > χ(K)). Let C be the original cycle in G, let d1, d2, . . . be an odd
cycle in K and let D be the odd cycle on the corresponding constants fd1 , fd2 , . . . in H.
Let p : G×D → K be the projection to D composed with the natural map to K, namely
p(g, fdj ) := dj . Then the homomorphisms e : C × H → K and p : G × D → K agree on
C ×D, since e(ci, fdj ) = dj = p(ci, fdj ). This contradicts strong multiplicativity.

In the remainder of this section we recall some proofs from [Wro17b], add a few details
and rephrase the conclusions in terms of universal covers to obtain Theorem 10.

More precisely, we shall prove the following strengthening. Recall that φ : G→ K factors
through H if φ = φ1 ◦ φ2 for some φ1 : G → H and φ2 : H → K. For a homomorphism
φ : G × H → K, we denote by φ∗ : G → KH its currying: φ∗(g) = (h 7→ φ(g, h)). For
φ : (G×D) ∪ (C ×H)→ K we define φ∗ : G→ KD and φ∗ : H → KC the same way.

Theorem 23. Let K be a graph such that π(K, r)/♦ is a free group. Let φ : (G×D) ∪ (C ×
H) → K be a homomorphism, for some odd-length cycles C,D in connected graphs G,H.
Then one of the following holds:

• φ∗ : H → KC factors through τ(U(K)C).

• φ∗ : G→ KD factors through τ(U(K)D).

• φ factors through the ♦-unicyclic cover U(K)/R for some closed walk R in K.

Theorem 23 implies that to show that a graph is strongly multiplicative, it suffices to show
that its unicyclic covers are, and that the subgraph τ(U(K)C) of KC admits a homomorphism
to K, for any odd cycle graph C. This shows Theorem 10.

To prove Theorem 23, let K be a graph such that π(K, r)/♦ is a free group, let G and H be a
connected graphs with odd-length cycles C,D, respectively, and let φ : (G×D)∪(C×H)→ K
be a homomorphism.

Recall that we denote by [W ] the ♦-equivalence class of a walk W in a graph. From
Lemma 9, the equivalence class of a closed walk in a product of graphs is determined by
the classes of it’s projections to G and to H. Because of that, we consider closed walks
that have a trivial projection to one of G or H and later we essentially compose arbitrary
walks from them, up to ♦-equivalence. Following [Wro17b], for a closed walk C ′ in G and an
edge {h0, h1} of H, we write C ′ ⊗ h0h1 for the closed walk in G×H of length 2|C ′| whose
projection to G is C ′C ′ and whose projection to H is (h0, h1)(h1, h0) repeated |C ′| times
(that is, the simplest walk of length 2|C ′| that is equivalent to ε in H). Note that this is a
closed walk in (G×D) ∪ (C ×H) whenever C ′ = C or {h0, h1} is an edge of D.

Fix arbitrary arcs (g0, g1) of C and (h0, h1) of D and let r = φ(g0, h0). One of the following
three cases holds:

• [φ(C ⊗ h0h1)] = [ε],
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• [φ(g0g1 ⊗D)] = [ε],

• [φ(C ⊗ h0h1)] 6= [ε] and [φ(g0g1 ⊗D)] 6= [ε].

In the first case, we show that [φ(C ⊗ h′0h′1)] = [ε] for any arc (h′0, h
′
1) of H. This allows to

conclude that φ∗({h′0, h′1}) is an edge of KC which corresponds to a closed walk that can be
lifted to U(K), and thus an edge of KC contained in the image τ(U(K)C). The second case
is symmetric (swapping the roles of G with H and C with D).

In the third case, we show that there is a closed walk R in K such that for all C ′, [φ(C ′)]
is a power of R. This allows to lift φ to U(K)/R.

We now make this more formal with a sequence of lemmas. First, we show that [C ⊗ h0h1]
does not depend on the choice of h0, h1, up to conjugation.

Lemma 24. For every arc (h, h′) of H, [C ⊗ hh′] = [W (C ⊗ h0h1)W−1] for some walk W .
In particular, [φ(C ⊗ hh′)] = [ε] iff [φ(C ⊗ h0h1)] = [ε].

Proof. Here we view C also as a closed walk in C, starting from the fixed edge (g0, g1). First,
observe that for any two arcs (a, b), (a, c) in H starting from the same vertex a, we have
C ⊗ ab ♦ C ⊗ ac. Indeed, the walks share all vertices with even indices (starting with (g0, a)
at index 0). Thus between any two such vertices, both walks have a sub-walk of length two
with shared endpoints. Together this forms a square, so by definition of ♦, these sub-walks
are equivalent. Thus [C ⊗ ab] = [C ⊗ ac].

Let W be an even walk in H and let (a, b) and (c, d) be its first and last edge, respectively.
Let g0g1 ×W be the walk in C ×H whose projections are (g0, g1) alternating with (g1, g0) in
C and W in H. We prove by induction on the length of W that

[C ⊗ ab] = [(g0g1 ×W )(C ⊗ dc)(g0g1 ×W )−1] (1)

Suppose first that W has length 2. Then b = c and W = (a, b)(b, d). Hence the closed walks
C ⊗ ab and C ⊗ db share all vertices with odd indices. Similarly as before, C ⊗ ab and C ⊗ db,
but with their first and last edge removed, are ♦-equivalent. The first edge of C ⊗ ab is
equivalent to the first three edges of (g0g1 ×W )(C ⊗ dc)(g0g1 ×W )−1 and the same for the
last and last three edges. Together this implies (1).

If W has length greater than 2, we split it into two shorter walks W = W1W2 of even
length: W1 starting with (a, b) and ending with (x, y), and W2 from (y, z) to (c, d). Then:

C ⊗ ab ♦ (g0g1 ×W1)(C ⊗ yx)(g0g1 ×W1)
−1

C ⊗ yx ♦ C ⊗ yz ♦ (g0g1 ×W2)(C ⊗ dc)(g0g1 ×W2)
−1.

From this, (1) follows.
Since H is connected and non-bipartite, there is a walk of even length starting with (h0, h1)

and ending with (h′, h). Thus [C ⊗ h0h1] = [W (C ⊗ hh′)W−1] for some walk W in C ×H.
This implies also [W−1(C ⊗ h0h1)W ] = [W−1W (C ⊗ hh′)W−1W ] = [C ⊗ hh′]. The last
conclusion holds because φ is a homomorphism, so [φ(C ⊗ hh′)] = [ε] implies

[φ(C ⊗ h0h1)] = [φ(W )φ(C ⊗ hh′)φ(W−1)] = [φ(W )φ(W )−1] = [ε].

Therefore, if [φ(C⊗h0h1)] = [ε], then for every arc (h, h′) of H, the closed walk φ(C⊗hh′),
which is the closed walk corresponding to the arc (φ∗(h), φ∗(h′)) of KC , is ♦-equivalent to ε.
By Lemma 13, this means that φ∗ maps each arc to an arc in τ(U(K)C) ⊆ KC .

Corollary 25. Suppose [φ(C ⊗ h0h1)] = [ε]. Then φ∗ : H → KC factors through τ(U(K)C).

For the remaining case, we first observe that closed walks in (G×D)∪(C×H) are composed
of closed walks in G×D and in C ×H.
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Lemma 26. Every closed walk in (G×D) ∪ (C ×H) rooted at (g0, h0) is ♦-equivalent to a
concatenation of closed walks in G×D and in C ×H.

Proof. Take a spanning tree of C ×D and extend it to G ×D and to C ×H. Every edge
e of (G × D) ∪ (C × H) outside of the tree defines a fundamental cycle Ce, going from
(g0, h0) to one endpoint by a shortest path in the tree, through the edge e and then back to
(g0, h0) through the tree. By choice of the tree, fundamental cycles are contained in G×D or
C ×H. Furthermore, every closed walk O rooted (g0, h0) is ♦-equivalent to a concatenation
of fundamental cycles. Indeed, it suffices to take the concatenation of Ce for consecutive edges
e of O, which is the same as O up to reductions (we do not even need to use squares).

Finally, when both [φ(C ⊗ h0h1)] and [φ(g0g1 ⊗D)] wind non-trivially in K, we show that
all of (G×D) ∪ (C ×H) essentially winds around a common cycle in K, allowing to lift φ to
the corresponding unicylic cover.

Corollary 27. Suppose [φ(C ⊗ h0h1)] 6= [ε] and [φ(g0g1 ⊗D)] 6= [ε]. Then φ factors through
the ♦-unicyclic cover U(K)/R, for some odd-length closed walk R in K.

Proof. We first show that there is a closed walk R in K such that for each closed walk O in
(G×D) ∪ (C ×H), [φ(O)] is some power of [R]. Here we shall consider only closed walks in
G,H, products, and K that are rooted at g0, h0, (g0, h0) and r = φ(g0, h0), respectively.

Since [(g0, g1)(g1, g0)] = [ε] trivially commutes with every element of π(C, g0)/♦, similarly
for [(h0, h1)(h1, h0)] = [ε] in π(D,h0)/♦, and since elements of π(C×D,h0)/♦ are determined
by their projections (Lemma 9), it follows that [C⊗h0h1] commutes with [g0g1⊗D]. Therefore,
[φ(C ⊗ h0h1)] commutes with [φ(g0g1 ⊗D)] in π(K, r)/♦ (where r = φ(g0, h0)).

We assumed that π(K, r)/♦ is a free group, hence every element [C ′] 6= [ε] has a primitive
root [R], defined as an element satisfying [C ′] = [R]i with i maximized. Moreover, since
[φ(C ⊗ h0h1)] 6= [ε] and [φ(g0g1 ⊗D)] 6= [ε] are commuting elements in a free group, both are
powers of the same primitive root [R].

Similarly, for every closed walk C ′ in G, [φ(C ′ ⊗ h0h1)] commutes with [φ(g0g1 ⊗D)], and
so is a power of R. Also similarly, for every closed walk D′ in H, [φ(g0g1 ⊗D′)] is a power of
[R] (that is, [R]i for i ∈ Z, possibly negative).

For every closed walk O in G × D, it follows from Lemma 9 that [φ(O)2] = [φ(O|G ⊗
h0h1)] · [φ(g0g1 ⊗O|H)]. Hence [φ(O)2] is a power of R, and thus so is [φ(O)]. Similarly for
every closed walk in C × H. By Lemma 26, we conclude that for every closed walk O in
(G×D) ∪ (C ×H), [φ(O)] is ♦-equivalent to some power of R. This in particular holds for
some closed walk of odd length, hence R must have odd length.

This allows to lift φ to U(K)/R. That is, we define φ̃ : (G × D) ∪ (C × H) → U(K)/R
by mapping each vertex (g, h) to the image in [φ(W )] of any walk W from (g0, h0) to
(g, h). For any two such walks W ,W ′, concatenating WW ′−1 gives a closed walk, hence
[φ(W ′)] = [Riφ(W )], for some i ∈ Z. Thus the image is a well-defined vertex of U(K)/R.

Clearly φ = φ̃ ◦ τ (where τ : (U(K)/R)→ K is the endpoint map).

B. Proof of Lemma 12 and Lemma 14

In this section we show that connected components of KCn in the limit of increasing n can
be characterized by ♦-equivalence, in a sense. In particular we show Lemma 14 about KCn

ε ,
from which Lemma 12 will follow.

Let us first define a simpler notion of a “path” between homomorphisms. Let G,K be
graphs. We think of V (K) as of a set of colours; a K-colouring of G is a homomorphism
from G to K. For graphs G,K, a K-recolouring sequence of length ` is a sequence of
homomorphisms φi : G→ K for i = 0, . . . , ` such that φi+1 differs from φi at only one vertex
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of G. Additionally, if the recoloured vertex v has a loop in G, we require that φi(v) is adjacent
to φi+1(v) in K. We say that two homomorphisms α, β : G→ K are recolourable if there is
a recolouring sequence from α to β. Recolourings have recently been researched a lot, see
e.g. [CHJ11; BC09] for classical colourings and [Wro15; Bre+16; Bre+17] for homomorphisms.
They have also been studied under the name ×-homotopy in [Doc09a].

By definition, a function V (G)→ V (K) is a homomorphism if and only if it is vertex of
KG with a loop (an edge to itself). Recolouring corresponds to paths on looped vertices in
the exponential graph KG. That is, let Pn+1 be the path graph of length n, with vertices
0, . . . , n (the +1 is for consistency with the common convention to put the number of vertices

in the subscript). Let P loopn+1 be the graph obtained by adding a loop at each vertex.

Lemma 28 (folklore, e.g. Lem 6.2. in [BN15]). For α, β : G→ K, the following are equivalent:

(i) α and β are recolourable;

(ii) there is a path on looped vertices between α and β in KG.

(iii) for some m ∈ N, the precolouring of G× P loopm+1 with α on G× {0} and β on G× {1}
can be extended to the whole graph.

We are instead interested with edges of KG, not just loops. Let V (K2) = {0, 1}. A
homomorphism α : G×K2 → K corresponds to an (oriented) edge α∗ : K2 → KG from the
function α(−, 0) to α(−, 1) in V (KG). Two such homomorphisms are recolourable if and
only if the corresponding edges are in same component of KG and reachable via a path of
appropriate parity (the parity only matters if the component is bipartite and we care about
the distinction between an oriented edge and its inverse):

Lemma 29. For α, β : G×K2 → K, the following are equivalent:

(i) α and β are recolourable;

(ii) There is a walk of even length from α(−, 0) to β(−, 0) in KG.

(iii) For some even m, the precolouring of G× Pm+1 with α(−, 0) on G× {0} and β(−, 0)
on G× {m} can be extended to the whole graph.

Proof. (ii) and (iii) are equivalent by definition: a walk of length m in KG corresponds to a
homomorphism φ : Pm+1 → KG and thus to φ∗ : G× Pm+1 → K, given by φ∗(g, i) = φ(i)(g).

Suppose (i) holds and consider a recolouring sequence between α and β. To prove (ii)
and (iii), it suffices to show that α′(−, 0) has a walk of even length to β′(−, 0) for any two
adjacent α′, β′ : G×K2 → K in that sequence. Let (g, i) ∈ V (G×K2) be the only vertex on
which α′ and β′ differ. If i = 1, then α′(−, 0) = β′(−, 0), so the trivial walk works. If i = 0,
then the walk on three vertices α′(−, 0), α′(−, 1) = β′(−, 1), β′(−, 0) works.

Conversely, suppose there is a walk of even length from α(−, 0) to β(−, 0) in KG. Without
loss of generality we can assume that the first edge is from α(−, 0) to α(−, 1) and the last
edge is from β(−, 1) to β(−, 0) (otherwise we can add a backtracking ee−1 at the beginning
and at the end of the walk, without changing its parity). Let the vertices of the walk be
f0, f1, . . . , fm. For 0 ≤ i < m, let φi be the K-colouring of G×K2 with:

φi(−, 0) = fi(−) and φi(−, 1) = fi+1(−) for even i, while

φi(−, 0) = fi+1(−) and φi(−, 1) = fi(−) for odd i.

Then φ0 = α and φm−1 = β. It suffices to show that φi is recolourable to φi+1. Indeed, if i is
even, then φi(−, 1) = φi+1(−, 1), whereas if i is odd, then φi(−, 0) = φi+1(−, 0). So φi and
φi+1 are the same on one half of G×K2. The other half is an independent set, so the colours
on it can be changed from φi to φi+1 in any order.
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Hence recolouring is a handy way of expressing walks in KG. For example, we can
characterize bipartite components of KG by recolouring:

Corollary 30. Let K,G be a graphs, and let {h, h′} be an edge of KG. The component
containing {h, h′} is bipartite if and only if the homomorphism G×K2 → K corresponding
to (h, h′) cannot be recoloured to the one corresponding to (h′, h).

Proof. By the previous lemma, the two homomorphism can be recoloured if and only if there
is a walk of even length between the endpoints h and h′ of the edge, which holds if and only
if the component containing it is non-bipartite.

For KCn the existence of walks is closely related to ♦-equivalence, but ♦-equivalence allows
to lengthen and shorten walks and closed walks. Let us first formalize this for walks with
fixed endpoints. For a walk W of length n in K and an integer m ≥ n of the same parity as
n, we define an m-lengthening of W to be walk of length m obtained from W by introducing
subwalks of the form ee−1 for e ∈ E(K). Note that the starting and ending vertex of an
m-lengthening are the same as those of W (empty walks W also have specified endpoints,
ι(W ) = τ(W ) arbitrary in V (K)) and an m-lengthening is ♦-equivalent to W . For m of
different parity than n or m < n, there are no m-lengthenings of W .

We say that two walks of length m in K are recolourable rel endpoints if the corresponding
homomorphisms Pm+1 → K are recolourable by a sequence that never changes the colour of
the endpoints.

Lemma 31. For m ∈ N, any two m-lengthenings of a single walk are recolourable rel
endpoints.

Proof. It suffices to observe two things. Firstly, a walk obtained by introducing a subwalk
(a, b)(b, a) for some edge {a, b} of K can be recoloured (rel endpoints) to any other walk
obtained by introducing a subwalk (c, d)(d, c) at the same position, because endpoints a
and c have to be equal, so one can simply move the middle vertex from b to d. Secondly, a
walk obtained by introducing a subwalk (a, b)(b, a) before an edge e can be recoloured to a
walk obtained by introducing a subwalk (c, d)(d, c) after the edge e, because the endpoints
of e must be a and c, respectively, so (a, b)(b, a)e = (a, b)(b, a)(a, c) can be recoloured to
(a, c)(c, d)(d, c) = e(c, d)(d, c) by moving the second vertex from b to c and the third vertex
from a to d. Repeating such steps, one can replace any lengthening with any other lengthening
at any other position.

Note that the previous lemma implies that for m ∈ N, if some m-lengthenings of W and of
W ′ are recolourable rel endpoints, then all of them are. Moreover, so are any m′-lengthenings
of them, for m′ ≥ m.

Lemma 32. Two walks W,W ′ are ♦-equivalent if and only if m-lengthenings of W and W ′

are recolourable rel endpoints, for large enough m.

Proof. Suppose that for some m ∈ N, some m-lengthenings P and P ′ of W and W ′ are
recolourable rel endpoints. Clearly a walk is ♦-equivalent to any m-lengthening of it, so it
suffices to show that P and P ′ are ♦-equivalent. But this is easy to see, since any recolouring
step between them only changes one vertex (other than the first and last vertex) and hence
it only replaces a subwalk (a, b)(b, c) with a subwalk (a, d)(d, c) for some a, b, c, d ∈ V (K),
which is ♦-equivalent.

To show the converse we observe three things. Firstly, if {a, b} is an edge of K, then
the walk (a, b)(b, a) is a 2-lengthening of the empty walk at a. Hence by the previous
lemma, m-lengthenings of (a, b)(b, a) are recolourable rel endpoints to m-lengthenings of
the empty walk at a, for m ≥ 2. Second, if a, b, c, d ∈ V (K) form a square in K, then the
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walk (a, b)(b, c)(c, d)(d, a) is recolourable rel endpoints to (a, b)(b, a)(a, d)(d, a), which is a
4-lengthening of the empty walk at a. Hence by the previous lemma, m-lengthenings of
(a, b)(b, c)(c, d)(d, a) are recolourable rel endpoints to m-lengthenings of the empty walk at a,
for m ≥ 4. Finally, suppose m1-lengthenings of W1 and W ′1 are recolourable rel endpoints,
that m2-lengthenings of W2 and W ′2, and that W1 can be concatenated with W2. Then the
respective lengthenings can be concatenated and still recoloured rel endpoints, which means
that (m1 +m2)-lengthenings of W1W2 and W ′1W

′
2 are recolourable.

Together, by the definition of ♦, this implies that the relation between walks defined as
“large enough lengthenings are recolourable rel endpoints” contains the relation ♦.

We now consider the same for closed walks. We say two closed walks of length n are
recolourable if the corresponding homomorphisms from Cn are. That is, the position of the
initial vertex can change, though the walk must remain closed.

Lemma 33. Let C,C ′ be closed walks in a graph K. Then C ♦WC ′W−1 for some walk W
of even length if and only if m-lengthenings of C,C ′ are recolourable for large enough m ∈ N.

Proof. Suppose C ♦ WC ′W−1 for some walk W of even length. Then for large enough
m ∈ N, m-lengthenings of C and WC ′W−1 are recolourable rel endpoints. Hence they are
recolourable as closed walks. It remains to show that m-lengthenings of WC ′W−1 and C ′

are recolourable (for m ≥ |WC ′W−1|). This can be proved by induction on the length of
W . If W is empty this is trivial, so let W = efW ′ for some arcs e, f and a shorter walk W ′.
Then WC ′W−1 = efW ′C ′W ′−1f−1e−1 can be recoloured to f−1fW ′C ′W ′−1f−1f by moving
the initial vertex. This is a |WC ′W−1|-lengthening of W ′C ′W ′−1, hence m-lengthenings
of WC ′W−1 can be recoloured to m-lengthenings of W ′C ′W ′−1 and by induction, to m-
lengthenings of C ′.

For the other direction, suppose some m-lengthenings of C and C ′ are recolourable. It
suffices to show that any two consecutive closed walks C1, C2 in a recolouring sequence
between them satisfy C1 ♦WC2W

−1 for some walk W of even length. If C1, C2 differ in the
placement of a vertex other than the initial vertex, then they are recolourable rel endpoints,
hence C1 ♦ C2. Otherwise, one is obtained from the other by moving the root vertex, that
is, C1 = (a, b)P (c, a) and C2 = (d, b)P (c, d) for some walk P and a, b, c, d ∈ V (K). Then
C1 ♦WC2W

−1 for W = (a, b)(b, d) (because W ♦ (a, c)(c, d)).

We say that two closed walks C,C ′ are ♦-conjugate if C ♦WC ′W−1 for some walk W (of
arbitrary length). We use the above lemma to conclude that ♦-conjugacy characterizes the
connected components of KCn in the limit of increasing n, in a sense.

For two integers m ≥ n ≥ 3 of the same parity, let `mn : Cm → Cn be a homomorphism
mapping 0 to 0, say `mn (i) = i for i < n and `mn (n − 1 + i) = n − 1 − (i mod 2) for
i = 1, . . . ,m − n. The homomorphism `mn : Cm → Cn induces a dual homomorphism
`m†n : KCn → KCm , mapping h ∈ V (KCn) to `mn ◦h ∈ V (KCm). More generally, a closed walk
C of length n, as a homomorphism from Cn, can be composed with `mn to give a closed walk
of length m, which we can also denote as `m†n (C). Note this is an m-lengthening of C. We
drop the subscript n when it is clear from context.

The chain of homomorphisms C3 ← C5 ← C7 ← . . . given by `n+2
n induces the dual chain

KC3 → KC5 → KC7 → . . . given by `n+2†
n . The latter homomorphisms are injective, hence

they make KCn a subgraph of KCn+2 . Each connected component of KCn is mapped into
a component of KCn+2 , but different components of KCn may get mapped into the same
component. The following theorem characterizes which components remain different in the
limit.1

1We could actually define a limit graph KC∞ , as the sum of KCn over odd n, identifying KCn with
`n+2†
n (KCn) ⊆ KCn+2 ; this coincides with the notion of colimit of the diagram KC3 → KC5 → KC7 → . . . ,

in category theory. The theorem then characterizes connected components of KC∞ . See [Doc09b], [Sch09],
and [Mat16] for related limits.
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Theorem 34. Let K be a graph, let n be odd, and let e1, e2 be edges of KCn . The following
are equivalent:

(i) `m† maps e1 and e2 into the same connected component of KCm, for large enough m;

(ii) m-lengthenings of the closed walks of length 2n corresponding to some orientations of
e1 and e2 are recolourable, for large enough m;

(iii) closed walks of length 2n corresponding to some orientations of e1, e2 are ♦-conjugate.

Proof. (i) is equivalent to saying there is a walk between `m†(e1) and `m†(e2) in KCm . By
choosing the orientation of each edge appropriately, we can assume this is a walk of even
length between their initial vertices. By Lemma 29, this is equivalent to saying that the closed
walks of length 2m corresponding to some orientations of `m†(e1) and `m†(e2) are recolourable.
Since these are some m-lengthenings of the closed walks of length 2n corresponding to e1 and
e2, this is equivalent to (ii).

By Lemma 33, (ii) is equivalent to saying that the closed walks C(1), C(2) corresponding
to some orientations of e1, e2, satisfy C(1) ♦ WC(2)W

−1, for some walk W of even length.
However, if this is true for a walk W of odd length instead, then it is true for a walk of
even length as follows. Swapping the orientation of e1 changes the corresponding closed
walk C(1) of length 2n to the closed walk C ′(1) obtained by an n-fold cyclic shift. That is,

C ′(1) ♦ P
−1C(1)P , where P is the first half of the walk C(1), which means P is a walk of odd

length n. Hence C ′(1) ♦ P−1C(1)P ♦ P−1WC(2)W
−1P = W ′C(2)W

′−1, where W ′ = P−1W

is a walk of different parity than W . Therefore (ii) is equivalent to (iii).

We note that we could add another equivalent, topological statement: (iv) closed curves in
the box-complex of K (or equivalently, in Hom(K2,K)) corresponding to these closed walks
are homotopic. We skip the details.

For the conjugacy class of trivial walks Theorem 34 implies the following:

Lemma 35. For a connected graph K and an odd n, the subgraph KCn
ε of KCn consists

of connected components of KCn, including in particular the component containing con-
stant functions (though possibly more). Moreover, for large enough odd m, KCn

ε admits a
homomorphism into the connected component of constants of KCm.

Proof. Consider an edge e1 of KCn . By definition, it is included in KCn
ε if and only if the

corresponding closed walk C of length 2n in K is ♦-equivalent to ε. Let u, v ∈ V (K), let
fu : i 7→ u, fv : i 7→ v be constant functions in V (KCn) and let e2 be the edge between them.
Then the closed walk corresponding to e2 is also ♦-equivalent to an empty walk (though
possibly rooted at a different vertex). Therefore, e1 is in KCn

ε if and only if the closed walks
corresponding to e1 and e2 are ♦-conjugate (the choice of orientation does not matter). By
Theorem 34, this is equivalent to saying that for large enough m, `m† maps e1 and e2 into
the same connected component of KCm . The component containing e2 is the component of
constants. Hence e1 is in KCn

ε if and only if `m† maps it to the component of constants, for
large enough m.

Taking the maximum of the requirements on m over all edges e1 in KCn
ε we conclude that

for m at least as large, KCn
ε is mapped by `m† into the components of constants in KCm .

Moreover, suppose e1 is an edge of KCn
ε . Then `m† maps it to the component of constants,

for large enough m. Let H be the connected component of KCn containing e1. Since `m†

maps the connected subgraph H to a single component of KCm , all of its edges are mapped
into the component of constants. Hence all edges of H are in KCn

ε . Therefore, KCn
ε consists

of connected components of KCn .

Finally, the above lemma implies Lemma 12, which we restate here.
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Lemma 36. The following are equivalent, for any connected graph K:

(i) KCn
ε admits a homomorphism to K, for each odd n.

(ii) the component of constants in KCn admits a homomorphism to K, for each odd n.

(iii) if G is non-bipartite and H is a connected graph with a vertex h such that there exists a
homomorphism φ : G×H → K with φ(−, h) constant, then H admits a homomorphism
to K.

Proof. Clearly (i) implies (ii).
Suppose that (ii) holds. Let φ : G×H → K be a homomorphism with G non-bipartite

and H connected with a vertex h0 such that φ(−, h0) is constant. Without loss of generality
G is an odd cycle, since we can take any odd cycle C in it and restrict φ to C ×H. We hence
have a map φ∗ : H → KCn for some odd n. Since φ(−, h0) is constant, φ∗(h0) is a constant
function in V (KCn). Hence φ∗ maps the connected graph H to the component of constants
in KCn and therefore H admits a homomorphism to K. This proves (iii).

Suppose (iii) holds. Let H = KCn
ε for an odd n. Then there is an odd m such that H

admits a homomorphism into the connected component of constants in KCm . Let us denote
this component as H ′. We have a natural “evaluation” homomorphism φ : Cm ×H ′ → K,
namely φ(i, h) := h(i). Moreover, a constant function h0 ∈ V (H ′) means that φ(−, h0) is
constant. Therefore H ′ admits a homomorphism to K, by assumption, and H admits a
homomorphism into H ′. This proves (i).

C. Some basic covering theory

We refer the reader to Matsushita’s work [Mat17] for a detailed treatment of covering theory
in graphs. Here we only give a few simple proofs to illustrate it.

Unravelling definitions of the universal cover gives us the following two lemmas. First,
consider a walk W̃ in U(K, r). Let its consecutive vertices be equivalence classes [W0], . . . , [Wn]

of some walks in K. There are two ways to interpret τ(W̃ ): formally τ(W̃ ) is its endpoint [Wn].
Alternatively, we can consider the walk going through the vertices τ(W0), τ(W1), . . . , τ(Wn)

in K; we will denote this walk as τ̄(W̃ ) for clarity. However, the definitions coincide, in a

sense, for walks W̃ starting at [ε]:

Lemma 37. Let W̃ be a walk in U(K) starting at the vertex [ε]. Then [τ̄(W̃ )] = τ(W̃ ).

Proof. By induction on the length n of W , we show that τ̄(W̃ ) ♦Wn. When adding another
edge, from [Wn] to [Wn+1], observe that [Wn+1] is adjacent to [Wn], which means Wn+1 is
♦-equivalent to the walk Wn with the edge (τ(Wn), τ(Wn+1)) appended.

Second, we show formally that the subgraph KC
ε of KC given by edges that correspond to

closed walks ♦-equivalent to ε is equal to τ(U(K)C).

Lemma 38. Let (h, h′) be an arc of KCn , for some odd n ∈ N. The closed walk of length 2n
corresponding to (h, h′) in K is ♦-equivalent to ε iff the edge is in τ(U(K)C) ⊆ KC .

Proof. Let the vertices of C be g0, g1, g2, . . . , gn (n even). Let O be the closed walk correspond-
ing to (h, h′), that is, the walk through vertices h(g0), h′(g1), h(g2), . . . , h(gn), h′(g1), . . . , h(g0).

Suppose O is ♦-equivalent to ε. Then consecutive prefixes of O give a walk of the same
length 2n in U(K,h(g0)) that is closed, and which is mapped by τ to O. This closed walk in
U(K) corresponds to an edge of U(K)C . Specifically, one endpoint of this edge is the function
that maps gi to the prefix ending in h(gi), the other endpoint is the function that maps gi to
the prefix ending in h′(gi). The image of that edge through τ is (h, h′).
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In the other direction, suppose that (h, h′) = τ((h̃, h̃′)) for some root r ∈ V (K) and some
arc (h̃, h̃′) of U(K, r)C . Consider the corresponding closed walk Õ of length 2n in U(K, r), that
is, the walk through vertices h̃(g0), h̃′(g1), h̃(g2), . . . , h̃(g0). By prepending h̃(g0)

−1, which is
a walk in K from r′ := τ(h̃(g0)) to r, to each of these, we obtain a closed walk in U(K, r′)
whose first and last vertex is [ε]. On one hand, τ maps this walk to its endpoint [ε]. On
the other hand, τ maps consecutive vertices of this walk to consecutive vertices of the walk
corresponding to (h, h′), which is therefore ♦-equivalent to ε, by Lemma 37.

As an addition, we show a basic fact about lifts, which allows to conclude that the ♦-
fundamental group of U(K) is trivial (though we will not need these statements later in our
proofs). We show it for any ♦-covering map τ : K̃ → K, that is, a surjective homomorphism
between two graphs K̃ and K such that the neighbourhood of every vertex is mapped
bijectively and so is the second neighbourhood (the set of vertices reachable by a walk of
length 2).

Lemma 39. Let τ : K̃ → K be a ♦-covering map. For every walk W from v in K and every
ṽ ∈ V (K̃) such that τ(ṽ) = v, there is a unique walk W̃ in K̃ from ṽ such that τ̄(W̃ ) = W ,
called the lift of W at ṽ. Moreover, ♦-equivalent walks have ♦-equivalent lifts (in particular,
the same endpoints).

Proof. The first statement holds by induction on the length of W : when adding an edge (a, b)

to W with lift W̃ , we can add to W̃ the edge from the endpoint of W̃ to its unique neighbour
in τ−1(b).

To prove that lifts of W and W ′ are ♦-equivalent whenever W and W ′ are, it suffices to
observe that the lift of a concatenation of two walks is a concatenation of their lifts, and that
the lift of a backtracking (a, b)(b, a) or a walk around a square (a, b)(b, c)(c, d)(d, a) is itself a
backtracking or a walk around a square. Indeed, for a lift ã of a, there is a unique vertex c̃ in
its second neighbourhood that is mapped to c by τ ; similarly there are unique b̃ and d̃ in
the first neighbourhood, adjacent to c̃. This implies that the lift of (a, b)(b, c)(c, d)(d, a) at ã
must pass through b̃, c̃, d̃, and return to ã (as opposed to some other vertex in τ−1(a)).

For the ♦-universal cover U(K, r) and a walk W from r, the lift at [ε] is simply given by
the sequence of (equivalence classes of) prefixes of W .

Lemma 39 implies the following two corollaries, which explain why we call U(K) “universal”.

Corollary 40. For any ♦-covering map τ1 : K̃ → K with K̃ connected, there is a ♦-covering
map τ2 : U(K)→ K̃, which moreover satisfies τ = τ2 ◦ τ1.

Proof. τ2 maps [W ] in U(K, r) to the endpoint of the lift of W at r̃ (for some arbitrary
r ∈ V (K) and r̃ ∈ τ−11 (r)).

Corollary 41. For every graph K, every two walks between the same endpoints in U(K) are
♦-equivalent. Hence the ♦-fundamental group of U(K) is trivial.

Proof. Let W̃ , W̃ ′ be two walk between the same endpoints in U(K, r), for some root r ∈ V (K).
Let their common initial vertex be [W0] for some walk W0 from r to r′ in K. We can assume

[W0] = [ε], since otherwise applying the isomorphism αW0
−1 maps W̃ , W̃ ′ to two walks starting

from [ε] in U(K, r′). Since they have a common endpoint τ(W̃ ) = τ(W̃ ′), it follows from

Lemma 37 that τ̄(W̃ ) ♦ τ̄(W̃ ′). Thus by Lemma 39, their lifts W̃ , W̃ ′ are ♦-equivalent.

As Matsushita [Mat17] shows, virtually all of the classical theory of coverings in topology
is mirrored with ♦-coverings. In particular, he proved that ♦-coverings of a graph naturally
and bijectively correspond to subgroups of the ♦-fundamental group, and that they induce
coverings (in the topological sense) of the neighbourhood complex (or box complex) of a
graph.
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[Mat08] J. Matoušek. Using the Borsuk-Ulam theorem: lectures on topological methods in combinatorics
and geometry . Universitext. Springer, 2008.

[Mat13] T. Matsushita. “r-fundamental groups of graphs”. preprint (2013). Withdrawn in favor of the
updated [Mat17], though not all results appear there. arXiv: 1301.7217v2.

[Mat16] T. Matsushita. “Loop space construction of bigraphs and box complexes”. preprint (2016). arXiv:
1610.05924.

[Mat17] T. Matsushita. “Fundamental groups of neighborhood complexes”. J. Math. Sci. Univ. Tokyo 24
(3 2017), pp. 321–353. arXiv: 1210.2803.

[NP78] J. Nešetřil and A. Pultr. “On classes of relations and graphs determined by subobjects and
factorobjects”. Discrete Mathematics 22.3 (1978), pp. 287–300.

[Sch09] C. Schultz. “Graph colorings, spaces of edges and spaces of circuits”. Advances in Mathematics
221.6 (2009), pp. 1733–1756.

[Tar05] C. Tardif. “Multiplicative graphs and semi-lattice endomorphisms in the category of graphs”. J.
Comb. Theory, Ser. B 95.2 (2005), pp. 338–345.

[TW] C. Tardif and M. Wrochna. Graphs that are not strongly multiplicative. in preparation.

[TZ02] C. Tardif and X. Zhu. “On Hedetniemi’s conjecture and the colour template scheme”. Discrete
Math. 253.1-3 (2002), pp. 77–85.

[Wro15] M. Wrochna. “Homomorphism Reconfiguration via Homotopy”. Proc. 32nd International Sym-
posium on Theoretical Aspects of Computer Science, STACS. Vol. 30. LIPIcs. Schloss Dagstuhl -
Leibniz-Zentrum fuer Informatik, 2015, pp. 730–742. arXiv: 1408.2812.

[Wro17a] M. Wrochna. “On inverse powers of graphs and topological implications of Hedetniemi’s conjecture”.
preprint (2017). arXiv: 1712.03196.

31

http://dx.doi.org/10.1016/j.tcs.2009.08.023
http://dx.doi.org/10.1016/j.tcs.2009.08.023
http://dx.doi.org/10.2168/LMCS-8(1:7)2012
http://dx.doi.org/10.2168/LMCS-8(1:7)2012
https://doi.org/10.1002/jgt.21846
https://doi.org/10.1002/jgt.21846
http://dx.doi.org/10.1016/j.tcs.2016.05.015
http://dx.doi.org/10.1016/j.tcs.2016.05.015
http://arxiv.org/abs/1508.05573
http://arxiv.org/abs/1712.00200
http://arxiv.org/abs/1712.00200
http://arxiv.org/abs/1712.00200
http://community.dur.ac.uk/matthew.johnson2/research/papers/cdam-2007-31.pdf
http://dx.doi.org/10.1016/j.ejc.2008.04.009
http://arxiv.org/abs/math/0605275
https://doi.org/10.1016/j.jcta.2008.06.001
http://arxiv.org/abs/0705.2620
http://dx.doi.org/10.1007/BF02579374
http://dx.doi.org/10.1007/BF02579374
https://doi.org/10.1007/s10485-017-9484-0
https://doi.org/10.1016/j.disc.2009.01.004
http://www.combinatorics.org/Volume_17/Abstracts/v17i1r17.html
http://hdl.handle.net/1828/1589
http://hdl.handle.net/1828/1589
http://www.savbb.sk/~nedela/graphcov.pdf
http://www.savbb.sk/~nedela/graphcov.pdf
http://www.savbb.sk/~nedela/graphcov.pdf
http://kam.mff.cuni.cz/~matousek/akt.html
http://kam.mff.cuni.cz/~matousek/akt.html
http://arxiv.org/abs/1301.7217v2
http://arxiv.org/abs/1301.7217v2
http://arxiv.org/abs/1610.05924
http://arxiv.org/abs/1610.05924
http://www.ms.u-tokyo.ac.jp/journal/abstract/jms240302.html
http://arxiv.org/abs/1210.2803
https://doi.org/10.1016/0012-365X(78)90062-6
https://doi.org/10.1016/0012-365X(78)90062-6
https://core.ac.uk/download/pdf/82162066.pdf
http://dx.doi.org/10.1016/j.jctb.2005.06.002
http://dx.doi.org/10.1016/S0012-365X(01)00450-2
http://dx.doi.org/10.4230/LIPIcs.STACS.2015.730
http://arxiv.org/abs/1408.2812
http://arxiv.org/abs/1712.03196
http://arxiv.org/abs/1712.03196


[Wro17b] M. Wrochna. “Square-free graphs are multiplicative”. J. Comb. Theory, Ser. B 122 (2017), pp. 479–
507. arXiv: 1601.04551.

32

https://doi.org/10.1016/j.jctb.2016.07.007
http://arxiv.org/abs/1601.04551

	1 Introduction
	1.1 Multiplicativity and strong multiplicativity
	1.2 Exponential graphs
	1.3 Organization

	2 Walks and covers
	2.1 Reduced walks and the fundamental group
	2.2 Covers (for square-free graphs)
	2.3 Properties that imply strong multiplicativity

	3 Square-free graphs are strongly multiplicative
	4 Taking quotients by squares
	4.1 box-equivalence of walks
	4.2 Covers (in general)
	4.3 Lifts and K^C_eps

	5 Generalizing square-free graphs
	5.1 Square-dismantlable graphs
	5.2 Graphs with each edge in at most one square
	5.3 Extensions and obstacles

	6 Adjoint functors
	A Proof of Theorem 10 and Lemma 11
	B Proof of Lemma 12 and Lemma 14
	C Some basic covering theory

