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Abstract

We consider a Caratheodory differential equation with a state-dependent
convex constraint that changes BV-continuously in time (a perturbed BV-
continuous state-dependent sweeping processes). By setting up an appropri-
ate catching-up algorithm we prove solvability of the initial value problem.
Then, for sweeping processes with T -periodic right-hand-sides, we prove the
existence of at least one T -periodic solution. Finally, we further consider
a T -periodic sweeping process which is close to an autonomous sweeping
process with a constant constraint and prove the existence of a T -periodic
solution specifically located near the boundary switched equilibrium of the
autonomous sweeping process.

Keywords: Sweeping process, perturbation theory, continuation principle,
periodic solution, BV continuous state-dependent convex constraint
2010 MSC: 34A60, 70H12, 37C25

1. Introduction

A variety of applications in elastoplasticity, economy, electrical circuits (see
Adly et al [1] and references therein) lead to a constraint differential equation

− ẋ(t) ∈ NA(t)(x(t)) + f(t, x(t)), x ∈ E, (1)

with a convex moving set t 7→ A(t) of just bounded variation (with respect
to the Hausdorff metric). Here E is a finite-dimensional vector space and
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NA(x) is a so-called normal cone defined for closed convex A ⊂ E as

NA(x) =

{
{ξ ∈ E : 〈ξ, c− x〉 ≤ 0, for any c ∈ A} , if x ∈ A,
∅, if x 6∈ A. (2)

Whereas the case of Lipschitz t 7→ A(t) always leads (Edmond-Thibault [10])
to the existence and uniqueness of an absolutely continuous solution x(t)
for any initial condition (under natural assumptions on f), the case where
t 7→ A(t) is a convex-valued function of bounded variation doesn’t ensure
solvability of (1) in the class of absolutely continuous functions. That is why
an extended concept of the derivative (called Radon-Nikodym concept) is
required in (1) when the map t 7→ A(t) is a function of bounded variation, in
which case equation (1) is usually formulated in terms of differential measure
dx of BV continuous function x and Lebesgue measure dt as

− dx ∈ NA(t)(x) + f(t, x)dt, x ∈ E. (3)

Existence and uniqueness of solutions to (3) and solvability of a periodic
problem has been established by Castaing and Monteiro Marques in [5]. The
problem of existence and uniqueness of solutions in the unperturbed case
(f ≡ 0) was addressed in Moreau [26], Monteiro Marques [22], Valadier [29].
Further state-independent extensions of (3) were considered in Adly et al [1],
Edmond-Thibault [10], Colombo and Monteiro Marques [6].

Motivated by applications to elastoplastic models with hardening and soften-
ing (see e.g. Gilles-Ulisse [12], Kunze [18]), the present paper investigates the
initial-value and periodic problems to the following state-dependent version
of (3):

− dx ∈ NA+a(t)+c(x)(x) + f(t, x)dt, x ∈ E, (4)

where a is a BV-continuous function and c : E 7→ E is a Lipschitz function.

To prove the existence of solutions to (4) we introduce a new catching-up
algorithm which allows to construct a sequence {xn}n∈N of approximations
of the solution x of (4). The existence of T -periodic solutions to (4) is proved
by establishing that

d(I − P n, Q) 6= 0 (5)

for the Poincare maps P n of the n-th approximation of the catching-up
scheme and suitable Q ∈ E. Here d(I − P n, Q) is the topological degree
of the map P n with respect to an open bounded set Q (see Krasnoselskii-
Zabreiko [16]). After we get the existence of a fixed point for P n we pass
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to the limit as n → ∞ on the respective T -periodic solutions of sweeping
process (4) and get the existence of a T -periodic solution to (4) even though
we don’t know whether limn→∞ P

n(x) exists or not.

The paper offers global and local sufficient conditions to ensure (5). The
global sufficient condition is based on construction of such a convex set Q
which contains all possible values of the set A+ a(t) + c(x(t)) for all possible
solutions of (4). In this way, we can show that P n(Q) ⊂ Q for sufficiently
large n ∈ N, which ensures (5).

To design sufficient conditions that ensure the validity of (5) in a desired
region Q (local sufficient conditions), we are no longer allowed to enlarge Q
as much as we want, so we have to seek for alternative deformations of (5)
that stick to the given region Q. We go here by a continuation approach and
replace (4) by a parameter dependent sweeping process

− dx ∈ NA+a(t,λ)+c(x,λ)(x) + f(t, x, λ)dt, x ∈ E, λ ∈ R. (6)

Accordingly, the relation (5) gets replaced by

d(I − P λ,n, Q) 6= 0. (7)

We, therefore, assume that (5) corresponds to (7) with some λ = λ1 and
prove the validity of (7) for λ = λ1 building upon some good properties of
P λ,n for λ = 0 combined with nondegenerate homotopy between P λ1,n and
P 0,n.

As for possible good properties of P 0,n we offer both topological (Theorem 3)
and algebraic (Theorem 16) conditions. The topological condition simply
assumes that (7) holds for λ = 0, that leads to an analogue of standard
continuation principles available for ordinary differential equations, see e.g.
Capietto et al [4] and Kamenskii et al [14].

To obtain easily verifiable algebraic conditions that ensure the validity of (7)
for λ = 0, this paper takes a straightforward route and simply offers sufficient
conditions for asymptotic stability of a point x0 of the target set Q. Such
an approach is based on the fact that the topological degree of a Poincare
map in the neighborhood of an asymptotically stable fixed point equals 1.
However, just assuming that x0 is an asymptotically stable equilibrium of
(6) with λ = 0 is not of interest because it leads to periodic solutions that
don’t interact with the boundary of the constraint of (6) when λ > 0. Such
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periodic solutions will simply be solutions of the differential equation

− dx = f(t, x, λ)dt, x ∈ E, λ ∈ R. (8)

That is why a non-equilibrium concept of an asymptotically stable point x0

is required to design periodic solutions of (6) which are intrinsically sweeping
(i.e. interact with the boundary of the constraint of (6)).

The required concept of asymptotically stable point x0 has been recently
developed in Kamenskii-Makarenkov [13] based on the notion of switched
boundary equilibrium well known in control theory (see e.g. Bolzern-Spinelli
[3]). To introduce the concept of switched boundary equilibrium for sweeping
process (6) at λ = 0, we will assume that, at λ = 0, sweeping process (6)
takes the form

− ẋ ∈ NA(x) + f0(x), x ∈ E, (9)

where A is just a constant convex closed bounded set and f0 is Lipschitz
continuous. Following Kamenskii-Makarenkov [13], x0 is a switched bound-
ary equilibrium of (9), if f0(x0) is normal to the boundary ∂A and if f0(x0)
points inwards A. To prove the validity of (7) for λ = 0 this paper, there-
fore, offers sufficient conditions for asymptotic stability of switched boundary
equilibrium x0 of (9).

The paper is organized as follows. In the next section of the paper we in-
troduce a formal definition of sweeping process (6) following Castaing and
Monteiro Marques [5]. The fundamental result of the paper (Theorem 1) on
solvability of the initial-value problem for (4) (and, therefore, for (6) too)
is formulated in Section 3. In the same section we introduce our concept of
generalized initial condition that we repeatedly use in the paper later and
which allows us to consider solutions of (4) with initial conditions outside
A + a(t) + c(x). We simply say that x(t) is a solution of (4) with initial
condition q ∈ E, if x(0) is the solution of x(0) = proj(q, A + a(0) + c(x(0)))
(which has a unique solution x(0) = V 0(q) according to Lemma 6).

Sections 4 and 5 contain formulations of our results on the existence of T -
periodic solutions to (4). Section 4 offers a theorem (Theorem 2) saying that
any T -periodic state-dependent sweeping process (4) always admits at least
one T -periodic solution, if the right-hand-sides of (4) are T -periodic. Re-
markably, the theorem doesn’t assume uniqueness or continuous dependence
of solutions of (4) on initial conditions.
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Abstract results on continuation of T -periodic solutions to (6) are presented
in Section 5. We assume that for λ = 0 the sweeping process (6) admits
a Poincare map P 0 (over time T ) and formulate (Theorem 3) a standard
continuation principle: if the topological degree d(I − P 0 ◦ V 0, Q) 6= 0 for
some open bounded set Q ⊂ E and if none points of the boundary of Q
are initial conditions of T -periodic solutions of sweeping process (6) for any
λ ∈ [0, λ1] (non-degenerate deformation), then, for any λ ∈ [0, λ1], sweeping
process (6) admits a T -periodic solution x. A result on the existence of λ1 > 0
such that the non-degenerate deformation assumption of Theorem 3 holds is
also presented (Theorem 4) in Section 5.

Section 6 contains proofs of Theorems 1-4. The proof of the existence of
solutions is based on introducing (section 6.2) a new implicit catching-up
scheme (16)-(19), which in turn relies on the following two ideas: (i) Castaing
and Monteiro Marques change of the variables [5, Theorem 4.1] that converts
(section 6.1) the perturbed sweeping process (6) with differential measure dx
into a non-perturbed sweeping process (14) for the derivative du

|du| with respect

to the variation measure |du| of du; (ii) Kunze and Monteiro Marques lemma
([18, Lemma 7]) to resolve (Lemma 6) the implicit catching-up scheme (16)-
(19) with respect to the implicit variable. Furthermore, our Lemma 6 extends
[18, Lemma 7] by proving continuous dependence of scheme (16)-(19) on
initial condition, that gave us continuity of Poincare maps P λ,n (section 6.3).
The convergence of the scheme (16)-(19) is established in section 6.4 where we
prove (Lemma 8) convergence of the approximations {un}n∈N of solution u of
(14) and then prove (Lemma 9) convergence of the respective approximations
{xn}n∈N of solution x of sweeping process (6). In other words, Lemma 9
states that the change of the variables of Castaing and Monteiro Marques
[5, Theorem 4.1] is continuous with respect to time-discretization. Finally,
a result by Monteiro Marques [22, p. 15-16] (which is also Proposition 6 in
Valadier [29]) is used to prove (Theorem 10 of section 6.5) that the limit of
catching-up scheme (16)-(19) is a solution of (6).

Section 8 is devoted to establishing conditions for the validity of (7) at λ = 0
in a neighborhood Q of a switched boundary equilibrium x0. Specifically, as
mentioned earlier, we assume that, for λ = 0 sweeping process (6) takes the
form (9) and discover conditions for asymptotic stability of x0 ∈ ∂A. In par-
ticular, in section 8 we extend the two-dimensional approach of Makarenkov
and Niwanthi Wadippuli [21] and derive a differential equation of sliding mo-
tion along ∂A, for which x0 is a regular equilibrium whose stability can be
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investigated (Theorem 15) over the eigenvalues of the respective linearization.
Assuming that the real parts of these eigenvalues are negative we conclude
that d(I − P 0 ◦ V0, Q) = 1 and establish (Theorem 16) the existence of T -
periodic solutions near x0 for all BV-continuous state-dependent sweeping
processes (6) that approaches (9) when λ→ 0.

Conclusions and Acknowledgments sections conclude the paper.

2. Definition of solution

In what follows, B([0, T ]) is the family of Borel subsets of [0, T ]. A Borel
vector measure on [0, T ] is a map µ : B([0, T ])→ E such that µ (∪∞n=1Bn) =
Σ∞n=1µ(Bn) for any sequence {Bn}∞n=1 of mutually disjoint elements of B([0, T ]),
see Recupero [27, §2.4] or Dinculeanu [9, Definition 1, §III.14.4, p. 297].

According to Dinculeanu [9, Theorem 1, §III.17.2, p. 358] (see also Recupero
[27]), any BV-continuous function x : [0, T ] → E admits a unique vector
measure of bounded variation dx : B([0, T ])→ E (called Stieltjes measure in
[9]) such that for every 0 < t1 < t2 < T we have

dx((t1, t2)) = x(t−2 )− x(t+1 ), dx([t1, t2]) = x(t+2 )− x(t−1 ),
dx([t1, t2)) = x(t−2 )− x(t−1 ), dx((t1, t2]) = x(t+2 )− x(t+1 ),

where
x(t−) = lim

τ→t−
x(τ), x(t+) = lim

τ→t+
x(τ), 0 < t < T.

A vector Borel measure dµ is called continuous with respect to a scalar Borel
measure dν (or simply dν-continuous), if limν(D)→0 µ(D) = 0, see Diestel-Uhl
[8, p. 11]. If a vector measure dµ is dν-continuous then, according to Radon-
Nikodym Theorem [8, p. 59] there is a dν-integrable function g : [0, T ] 7→ E
such that

dµ(D) =

∫
D

g dν, for all D ∈ B([0, T ]).

In this case, the function g is called Radon-Nikodym derivative of dµ with

respect to dν (or density) and is denoted by
dµ

dν
. Furthermore, according to

Moreau-Valadier [25, Proposition 1] (see also Valadier [29, Theorem 3]), the

Radon-Nikodym derivative
dµ

dν
can be computed as

dµ

dν
(t) = lim

ε→0, ε>0

dµ([t, t+ ε])

dν([t, t+ ε])
, dν − a.e. on [0, T ].
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We will use the following definition of the solution of (4) (Castaing and
Monteiro Marques [5, §1]).

Definition 1. A BV continuous function x is called a solution of (4), if
there exists a finite measure dν for which both differential measure dx and
Lebesgue measure dt are dν-continuous, and such that

−dx
dν

(t) ∈ NA+a(t)+c(x(t))(x(t)) + f(t, x(t))
dt

dν
(t), dν − a.e. on [0, T ].

3. Existence of solutions

It is customary (see [19, Theorem 6]) to assume that the initial condition q
of sweeping process (4) satisfies

q ∈ A+ a(0) + c(q). (10)

However, it will be convenient for our analysis to define solutions of (4) for
any initial condition q ∈ E, that we will term a generalized initial condition.
We take advantage of the fact, that for contracting map c, the equation

v = proj(q, A+ a(0) + c(v))

always has a solution v = V (q) (see Lemma 6) and V ∈ C0(E,E).

The core of this paper is the following Theorem 1 on the existence of solutions
to (4). As itself, the theorem won’t loss anything by dropping the general-
ized initial condition concept. However, considering the generalized initial
conditions will be convenient for applications of Theorem 1 to the problem
of the occurrence of periodic solutions from a boundary equilibrium, that we
consider in this paper later (Theorem 16).

Theorem 1. Assume that A ⊂ E is a nonempty closed convex bounded set,
a : [0, T ] → E is BV-continuous on [0, T ], x 7→ c(x) is globally Lipschitz
with Lipschitz constant 0 < L2 < 1, and (t, x) 7→ f(t, x) is Caratheodory in
(t, x) with respect to Lebesgue measure and globally Lipschitz in x. Then, for
any generalized initial condition q ∈ E, the sweeping process (4) admits a
solution, defined on [0, T ], with the initial condition x(0) = V (q). In particu-
lar, sweeping process (4) admits a solution on [0, T ], for any initial condition
x(0) = q, where q satisfies (10).
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4. Global existence of periodic solutions

In this section we offer a result saying that, under the conditions of Theo-
rem 1, sweeping process (4) always has a periodic solution, if the right-hand-
sides are T -periodic.

Theorem 2. Assume that conditions of theorem 1 hold and let L2 ∈ (0, 1)
be the Lipschitz constant of c as introduced in theorem 1. Denoting by ξ ∈ E
the unique solution of c(ξ) = ξ, consider the set

Ω =
⋃

t∈[0,T ]

Ωt, Ωt =
⋃

b∈A(t)

{
x : ‖x− ξ‖ < ‖b‖

1− L

}
.

Then sweeping process (4) admits a solution t 7→ x(t) such that

x(T ) = x(0) ∈ Ω. (11)

In particular, t 7→ x(t) is a T -periodic solution of (4), if both t 7→ a(t) and
t 7→ f(t, x) are T -periodic.

Remark 1. Throughout the paper we prefer to work with functions defined
on [0, T ] only. When saying t 7→ x(t) is a T -periodic solution of (4), we mean
that t 7→ x(t) becomes a T -periodic solution after all functions are extended
to R by T -periodicity.

5. Continuation of periodic solutions

This section considers a λ-dependent sweeping process (6) for measures dx
and dt, and discovers how the existence of periodic solutions for λ > 0 can
be concluded from an appropriate knowledge about (6) at λ = 0.

We will assume that BV-continuity of a of Theorem 1 holds uniformly with
respect to λ, i.e.

var(a(·, λ), [s, t]) ≤ var(ā, [s, t]), λ ∈ [0, 1],
where ā : [0, T ]→ R is a BV continuous function.

(12)

The map V λ for (6) now depends on the parameter λ and is defined as the
unique solution (according to Lemma 6) of the equation

v = proj(q, A+ a(0, λ) + c(v, λ)).
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We will call sweeping process (6) T -periodic, if

a(t+ T, λ) ≡ a(t, λ), f(t+ T, x, λ) ≡ f(t, x, λ).

In what follows, d(I− P̄ , Q) is the topological degree of the vector field I− P̄
on an open bounded set Q ⊂ E, see e.g. Krasnoselskii-Zabreiko [16].

Theorem 3. Assume that T -periodic sweeping process (6) possesses the fol-
lowing regularity:

I) The set A ⊂ E is nonempty, convex, closed, and bounded. The function
a satisfies (12). The function x 7→ c(x, λ) is globally Lipschitz with
Lipschitz constant 0 < L2 < 1. The function (t, x) 7→ f(t, x, λ) is
Caratheodory in (t, x) with respect to Lebesgue measure and globally
Lipschitz in x, and both the Lipschitz constants are independent of λ ∈
[0, 1]. Furthermore, a, c, and f are continuous in λ ∈ [0, 1] uniformly
with respect to t ∈ [0, T ] and x ∈ E.

Assume, that the existence of a T -periodic solution for λ = 0 is given in the
following extended way:

II) There exists an open bounded Q ⊂ E such that, when λ = 0, the
solution of (6) is unique for any initial condition x(0) ∈ V 0(Q), none
of the elements of V 0(∂Q) are initial conditions of T -periodic solutions
of (6) with λ = 0, and for the Poincare map P 0 of (6) with λ = 0 one
has

d(I − P 0 ◦ V 0, Q) 6= 0.

Finally, assume the following homotopy through λ ∈ [0, λ1]:

III) There exists λ1 ∈ (0, 1] such that sweeping process (6) doesn’t have
periodic solutions x with initial condition x(0) ∈ V λ(∂Q), λ ∈ [0, λ1].

Then, for any λ ∈ [0, λ1], sweeping process (6) admits a T -periodic solution
x with the initial condition x(0) ∈ V λ(Q).

Note, for λ > 0, we don’t know whether or not the solutions of sweeping pro-
cess (6) are uniquely defined by the initial condition or depend continuously
on λ. That is why the statement of the theorem is not a direct consequence
of II) as it usually happens in topological degree based existence results. In
particular, we cannot establish any type of continuity of solutions as λ→ 0.
That is why the next theorem is not a direct consequence of Theorem 3.
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Theorem 4. Assume that sweeping process (6) is T -periodic. Assume that
conditions I) and II) of Theorem 3 hold. Then, there exists λ1 > 0 such
that condition III) of Theorem 3 holds, and, therefore, for any λ ∈ [0, λ1],
sweeping process (6) admits a T -periodic solution x with the initial condition
x(0) ∈ V λ(Q).

6. The catching-up algorithm and proofs of the abstract existence
results

6.1. An equivalent non-perturbed formulation of the initial perturbed sweep-
ing process

Recall, that for a BV-continuous function u : [0, T ] → E, the variation
measure |du| (also called modulus measure) is defined, for any D ∈ B([0, T ]),
as (see Diestel-Uhl [8, Definition 4, p. 2], Recupero [27, §2.4])

|du|(D) =

= sup

{
∞∑
n=1

‖u(Dn)‖ : D =
∞⋃
n=1

Dn, Dn ∈ B([0, T ]), Di ∩Dj = ∅ if i 6= j

}
.

For a BV-continuous function u : [0, T ] → R, the differential measure du
is always |du|-continuous (it follows e.g. from Diestel-Uhl [8, Theorem 1,

p. 10]), i.e. a |du|-integrable density
du

|du|
is well defined. Moreover, according

to Castaing and Monteiro Marques [5, Theorem 4.1], if x is a solution of the
perturbed sweeping process (6), then the BV continuous function u defined
by

u(t) = x(t) +

∫ t

0

f(τ, x(τ))dτ (13)

is a solution to the non-perturbed sweeping process

− du

|du|
(t) ∈ NA+a(t,λ)+c(x(t),λ)+

∫ t
0 f(τ,x(τ),λ)dτ (u(t)), |du|−a.e. on [0, T ]. (14)

Lemma 5. Assume that (t, x, λ) 7→ f(t, x, λ) is Caratheodory in (t, x) with
respect to Lebesgue measure and is globally Lipschitz in x with Lipschitz con-
stant independent of t ∈ [0, T ] and λ ∈ [0, 1]. Then, for any BV continuous
u : [0, T ] → E, the equation (13) admits a unique BV continuous solution
x : [0, T ]→ E.
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Lemma 5 is a direct consequence of Lemma 9 that we prove below.

Combining [5, Theorem 4.1] and Lemma 5, we can formulate the following
equivalent definition of the solution of (6).

Definition 2. A BV continuous function x is called a solution of perturbed
sweeping process (6), if the function u given by (13) is a solution of the
non-perturbed sweeping process (14).

6.2. The catching-up algorithm

For each fixed n ∈ N, we partition [0, T ] into smaller intervals by the points
{t0, t1, ..., tn} ⊂ [0, T ] defined by

t0 = 0, tn = T, ti+1 − ti =
T

n
, i ∈ 1, n.

In what follows, we fix some initial condition

x(0) = u(0) = q,

where q satisfies
q ∈ A+ a(0, λ) + c(q, λ), (15)

and use the ideas of Definition 2 in order to construct pieceiwise-linear func-
tions un and xn (linear on each [ti, ti+1]) that serve as approximations of
the solutions u and x of Definition 2. The construction will be implemented
iteratively through the intervals [ti, ti+1] starting from i = 0, and moving
towards i = n− 1.

Denoting

un(0) = q, xn(0) = q, uni = un(ti), x
n
i = xn(ti), i ∈ 0, n,

11



we apply the implicit iterative scheme

uni+1 = proj

uni , A+ a(ti+1, λ) + c

uni+1 −
ti∫

0

f(τ, xn(τ), λ)dτ, λ


+

ti∫
0

f(τ, xn(τ), λ)dτ

 , (16)

xni+1 = uni+1 −
ti∫

0

f(τ, xn(τ), λ)dτ, (17)

un(t) = uni +
t− ti
ti+1 − ti

(uni+1 − uni ), t ∈ [ti, ti+1], (18)

xn(t) = xni +
t− ti
ti+1 − ti

(xni+1 − xni ), t ∈ [ti, ti+1], (19)

successively from i = 0 to i = n−1. Next lemma uses the idea of the implicit
scheme of Kunze and Monteiro Marques ([19, Lemma 7]) and it proves that
for each i ∈ 0, n− 1 we can extend the definition of un and xn from [0, ti] to
[0, ti+1] according to (16)-(19).

Lemma 6. Consider a set-valued function

C(s1, s2, u, ξ) = A+ ã(s1, ξ) + c̃(s2, u, ξ), s1, s2 ∈ [0, T ], u ∈ E, ξ ∈ W,

where A ⊂ E is a nonempty closed convex bounded set, ã : R × W → E,
c̃ : R×E×W → E, and W is a finite dimensional Euclidean space. Assume
that

var(ã(·, ξ), [s, t]) ≤ var(ā, [s, t]), ξ ∈ W,
where ā : [0, T ]→ R is a BV continuous function,

and (s, ξ)→ ã(s, ξ) is continuous in ξ ∈ W uniformly in s ∈ [0, T ]. Assume
that (s, u, ξ) 7→ c̃(s, u, ξ) is continuous in ξ ∈ W uniformly in (s, u) ∈ [0, T ]×
E and satisfies the Lipschitz condition

‖c̃(s, u, ξ)− c̃(t, v, ξ)‖ ≤ L1|s− t|+ L2‖u− v‖,
for any s, t ∈ [0, T ], u, v ∈ E, ξ ∈ W,

with L1 > 0 and L2 ∈ (0, 1). Then, for any τ1, τ2, s1, s2 ∈ [0, T ] and any
u ∈ E there exists an unique v = v(τ1, τ2, s1, s2, u, ξ) such that

v ∈ C(τ1, τ2, v, ξ) and v = proj(u,C(τ1, τ2, v, ξ)). (20)
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Moreover, v ∈ C0([0, T ]× [0, T ]× [0, T ]× [0, T ]×E×W,E). If, in addition,

u ∈ C(s1, s2, u, ξ),

then

‖v − u‖ ≤ var(ā, [s1, τ1]) + L1|τ2 − s2|
1− L2

. (21)

The following key estimate is required for the proof of Lemma 6.

Lemma 7. Let C be a convex set of E. Then, for any vectors u, c ∈ E,

‖proj(u,C)− proj(u,C + c)‖ ≤ ‖c‖.

Proof. From the definition of projections v1 = proj(u,C) and v2 = proj(u,C+
c) we have (see e.g. Kunze and Monteiro Marques [19, §2])

u− v1 ∈ NC(v1) and u− v2 ∈ NC+c(v2). (22)

Since v2 − c ∈ C and v1 + c ∈ C + c, we conclude from (22) that

〈u− v1, v2 − c− v1〉 6 0 and 〈u− v2, v1 + c− v2〉 6 0,

or, rearranging the terms,

〈v1 − u, v1 − v2〉 6 〈u− v1, c〉 and 〈u− v2, v1 − v2〉 6 〈v2 − u, c〉 .

Finally, we add both inequalities together and get

〈v1 − v2, v1 − v2〉 6 〈v2 − v1, c〉 6 ‖v1 − v2‖ · ‖c‖,

which implies the statement. �

Proof of Lemma 6. Step 1. The existence of v(τ1, τ2, s1, s2, u, ξ). Define
F ∈ C0(E,E) as F (v) = proj(u,C(τ1, τ2, v, ξ)). Using Lemma 7, we have

‖F (v1)− F (v2)‖ =

= ‖proj(u,A+ ã(τ1, ξ) + c̃(τ2, v1, ξ))− proj(u,A+ ã(τ1, ξ) + c̃(τ2, v2, ξ))‖ ≤
≤ ‖c̃(τ2, v1, ξ)− c̃(τ2, v2, ξ)‖ ≤ L2‖v1 − v2‖, (23)

so the existence of v = v(τ1, τ2, s1, s2, u, ξ) with the required property (20)
follows by applying the contraction mapping theorem (see e.g. Rudin [28,
Theorem 9.23]).
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Step 2. Continuity of v(τ1, τ2, s1, s2, u, ξ). To prove the continuity of v,
let v = v(τ1, τ2, s1, s2, u, ξ) and v̄ = v(τ̄1, τ̄2, s̄1, s̄2, ū, ξ̄) where s1, s2, s̄1, s̄2 ∈
[0, T ], τ1, τ2, τ̄1, τ̄2 ∈ [0, T ], ξ, ξ̄ ∈ W and u, ū ∈ E.

First observe that

‖v̄ − v‖ =

= ‖proj(ū, A+ ã(τ̄1, ξ̄) + c̃(τ̄2, v̄, ξ̄))− proj(u,A+ ã(τ1, ξ) + c̃(τ2, v, ξ))‖
≤ ‖proj(ū, A+ ã(τ̄1, ξ̄) + c̃(τ̄2, v̄, ξ̄))− proj(u,A+ ã(τ̄1, ξ̄) + c̃(τ̄2, v̄, ξ̄))‖
+ ‖proj(u,A+ ã(τ̄1, ξ̄) + c̃(τ̄2, v̄, ξ̄))− proj(u,A+ ã(τ1, ξ) + c̃(τ2, v, ξ))‖.

Since for any nonempty, closed, convex set C ⊂ E and any vectors ū, u ∈ E,
we have (see e.g. Mordukhovich-Nam [24, Proposition 1.79])

‖proj(ū, C)− proj(u,C)‖ ≤ ‖ū− u‖, (24)

then, using also Lemma 7, we conclude that

‖v̄ − v‖ ≤ ‖ū− u‖+
∥∥ã(τ̄1, ξ̄) + c̃(τ̄2, v̄, ξ̄)− ã(τ1, ξ)− c̃(τ2, v, ξ)

∥∥ ≤
≤ ‖ū− u‖+

∥∥ã(τ̄1, ξ̄)− ã(τ̄1, ξ)
∥∥+ var(ā, [τ1, τ 1]) +

+‖c̃(τ̄2, v, ξ̄)− c̃(τ2, v, ξ)‖+ L1|τ̄2 − τ2|+ L2‖v̄ − v‖, (25)

so that the required continuity of v(τ1, τ2, s1, s2, u, ξ) follows from 0 ≤ L2 < 1.

Step 3. Proof of the estimate (21). Assuming that u ∈ C(s1, s2, u, ξ), we
have follow the lines of (25) to get

‖v − u‖ = ‖proj(u,C(τ1, τ2, v, ξ))− u‖ = min
v̄∈C(τ1,τ2,v,ξ)

‖u− v̄‖.

But C(s1, s2, u, ξ) = A+ã(s1, ξ)+c̃(s2, u, ξ) and C(τ1, τ2, v, ξ) = A+ã(τ1, ξ)+
c̃(τ2, v, ξ). Therefore,

min
v̄∈C(τ1,τ2,v,ξ)

‖u− v̄‖ ≤ ‖ã(s1, ξ) + c̃(s2, u, ξ)− ã(τ1, ξ)− c̃(τ2, v, ξ)‖ ≤

≤ var(ā, [s1, τ1]) + L1|τ2 − s2|+ L2‖u− v‖, (26)

which implies (21).

The proof of the lemma is complete. �

Remark 2. On the validity of Lemma 6 when A + c(t, ξ) is replaced by a
more a more general term A(t, ξ).
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One can observe that estimate (23) holds also in the case where A + ã(t, ξ)
takes a more general form A(t, ξ). Furthermore, if dH(A1, A2) is the Hausdorff
distance between nonempty closed sets A1, A2 ⊂ E and A(t, ξ) satisfies

dH(A(s), A(t)) ≤ var(ā, [s, t]), (27)

then (26) holds as well since

min
v̄∈C(τ1,τ2,v,ξ)

‖u− v̄‖ ≤ dH(A(s1, ξ) +

+c̃(s2, u, ξ), A(τ1, ξ) + c̃(τ2, v, ξ)).

To summarize, the existence of v(τ1, τ2, s1, s2, u, ξ) (Step 1) and the estimate
(21) (Step 3) still hold, if A+ ã(t, ξ) is replaced by A(t, ξ) satisfying (27).

At the same time, the continuity of the function  

h h 

u 

= C                = D 

r 

Figure 1: Illustration of the
incorrectness of formula (28).
Here h = dH(C,D), and
r = ‖proj(u,C)−proj(u,D)‖.

v(τ1, τ2, s1, s2, u, ξ) can no longer be established
when A+ã(t, ξ) is replaced by A(t, ξ). Indeed, the
core of estimate (25) is Lemma 7 which doesn’t
allow a generalization when C+c is replaced by an
arbitrary set D. One might be tempted to believe
that the conclusion of Lemma 7 can be replaced
by

‖proj(u,C)− proj(u,D)‖ ≤ dH(C,D), (28)

when C+c is replaced by just D, but formula (28)
appears to be wrong as our Fig. 1 illustrates.

On the other hand Monteiro Marques [23, Propo-
sition 4.7, p. 26] implies that

‖proj(u,C)− proj(u,D)‖ ≤
≤
√

2(dist(u,C) + dist(u,D)) · (29)

·
√
dH(C,D),

which could potentially help to obtain other ver-
sions of Lemma 6, that we don’t pursue in this
paper.
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Corollary 1. Assume that condition I) of Theorem 3 holds. Then, for any
(q, λ) satisfying (15) the implicit scheme (16)-(19) is solvable iteratively from
i = 0 to i = n−1 and the respective iterations xni = xni (q, λ) and uni = uni (q, λ)
are continuous in (q, λ) on E × [0, 1]. Moreover,

‖uni+1(q, λ)− uni (q, λ)‖ ≤ var(ā, [ti, ti+1]) + L1T/n

1− L2

, i ∈ 0, n− 1,

where L1 > 0 and L2 ∈ (0, 1).

Proof. Let ξ = ((ξ1, ξ2, · · · , ξn+1), ξn+2) ∈ En+1 × R be defined as

ξi = xni−1, i ∈ 1, n+ 1 , ξn+2 = λ.

Therefore, the rule (19) defines a function Ψ : En+1×R→ C0([0, T ], E) that
relates ξ ∈ En+1 × R to a piecewise linear function xn(t) defined on [0, T ].
The statement of the Corollary 1 now follows by applying Lemma 6 with

c̃(s, u, ξ) =

u− s∫
0

f(τ,Ψ(ξ)(τ), ξn+2)dτ, ξn+2

+

s∫
0

f(τ,Ψ(ξ)(τ), ξn+2)dτ,

ã(s, ξ) = a(s, ξn+2).

The proof of the corollary is complete. �

6.3. The Poincare map associated to the catching-up algorithm

Even though we cannot ensure the existence of a Poincare map for sweeping
process (6), we can associate the following Poincare map

P λ,n(q) = xn(T )

to the approximations xn of the catching-up algorithm (16)-(19). Corollary 1
allows to formulate the following property of the map P λ,n.

Corollary 2. Assume that condition I) of Theorem 3 holds. Consider an
open bounded set Q ⊂ E. Then, for each fixed λ ∈ [0, 1] and n ∈ N, the
Poincare map q 7→ P λ,n(q) is continuous on Q.
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6.4. Convergence of the catching-up algorithm

Let (un(t, q, λ), xn(t, q, λ)) be the solution (un(t), xn(t)) of the catching-up
algorithm (16)-(19) with the parameter λ ∈ [0, 1] and the initial condition
un(0) = xn(0) = q.

Lemma 8. Assume that condition I) of Theorem 3 holds. Consider a se-
quence (λn, qn)→ (λ0, q0) as n→∞ of [0, 1]×E satisfying (15) for each n ∈
N. Then, there exists a subsequence {nk}k∈N such that {unk

(t, qnk
, λnk

)}k∈N
converges as k →∞ uniformly in t ∈ [0, T ].

Proof. Step 1. Boundedness of {un(t, qn, λn)}n∈N. Let uni , i ∈ 0, n, be the
approximations given by (16)-(19) with q = qn and λ = λn. By Corollary 1,

‖un(t, qn, λn)‖ ≤ ‖qn‖+
1

(1− L2)
(var(ā, [0, T ]) + L1T ) ,

so the sequence {un(t, qn, λn)}n∈N is bounded uniformly on [0, T ].

Step 2. Equicontinuity of {un(t, qn, λn)}n∈N. Fix ε > 0. Since var(ā, [s, t])→
0 as |s − t| → 0 (see e.g. Lojasiewicz [20, Theorem 1.3.4, p. 16]), we can
choose δ1 > 0 such that

var(ā, [s, t]) + L1(t− s)
1− L2

<
ε

3
, for all 0 ≤ s ≤ t ≤ T with t− s < δ1. (30)

Fix some 0 ≤ s ≤ t ≤ T satisfying t − s < δ1 and denote by is, it ∈ 0, n− 1
such indexes that

s ∈ [tis , tis+1], t ∈ [tit , tit+1].

Then we can estimate ‖un(t)− un(s)‖ as follows:

‖un(t)− un(s)‖ ≤
≤ ‖un(s)− un(tis+1)‖+ ‖un(tis+1)− un(tit)‖+ ‖un(tit)− un(t)‖ ≤
≤ var(un, [tis , tis+1]) + var(un, [tis+1, tit ]) + var(un, [tit , tit+1]).

The second term is smaller than ε/3 by (30) right away. Assuming that
n ≥ T/δ1, the property (30) ensures that first and third terms are each
smaller than ε/3 as well. So we proved that

‖un(t)− un(s)‖ < ε, for all 0 ≤ s ≤ t ≤ T with t− s < δ1, and n ≥ T/δ1.
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Since there is only a finite number of n ∈ N with n < T/δ1, we can find
δ2 > 0 such that

‖un(t)− un(s)‖ < ε, for all 0 ≤ s ≤ t ≤ T with t− s < δ2, and n < T/δ1.

Letting δ = min{δ1, δ2}, we finally obtain

‖un(t)− un(s)‖ < ε, for all 0 ≤ s ≤ t ≤ T with t− s < δ, and n ∈ N.

The conclusion of the Lemma now follows by applying the Arzela-Ascoli
theorem (see e.g. Rudin [28, Theorem 7.25]). �

Remark 3. Establishing the existence of a converging subsequence
{xnk

(t, qnk
, λnk

)}k∈N needs more work compared to what we did in the proof
of Lemma 8 because the direct corollary of (17)

xni+1 − xni = uni+1 − uni +

∫ ti

ti−1

f(τ, xn(τ), λ)dτ

doesn’t imply uniform boundedness of xn(t, qn, λn), n ∈ N, directly.

To prove the convergence of {xnk
(t, qnk

, λnk
)}k∈N we will now extend the

discrete map (18) to such an operator Fn : C([0, T ], E)→ C([0, T ], E) whose
fixed point is exactly t 7→ xn(t, qn, λn). The convergence of xnk

will then
follow from the continuity of Fn in n at n =∞.
Let us define Pn : C([0, T ], E)→ En+1, l− : En+1 → En+1 and Qn : En+1 →
C([0, T ], En+1) as

Pn(x) =

(
x(0), x

(
T

n

)
, ..., x

(
(n− 1)

T

n

)
, x(T )

)
, x ∈ C([0, T ], E),

[l−(y)]1 = 0 , [l−(y)]i = yi−1 , i ∈ 2, n+ 1 , y ∈ En+1 ,

Qn(y)(t) =
t− ti−1

1/n
yi+1 +

ti − t
1/n

yi , y ∈ En+1 , t ∈ [ti−1, ti), i ∈ 1, n,

Qn(y)(tn) = yn+1 , y ∈ En+1, since tn = T.
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For a fixed λ ∈ [0, 1] and a continuous function u : [0, T ]→ E, we introduce
a continuous extension of (18) as

(Fnx)(t) = (QnPnu)(t)− (Qnl
−PnJ) (t), t ∈ [0, T ],

where J(t) =
t∫

0

f(τ, x(τ), λ)dτ.
(31)

Then, for x ∈ C([0, T ], E) satisfying x = Fnx, one has

x(0) = (QnPnu)(0)−
(
Qnl

−PnJ
)

(0) = [Pnu]1 − [l−PnJ ]1 = u(0)− 0,

x(t1) = [Pnu]2 − [l−PnJ ]2 = u(t1)− [PnJ ]1 = u(t1)− J(0) = u(t1),

x(t2) = u(t2)− J(t1),

. . .

x(tn) = u(tn)− J(tn−1).

Therefore, if un and xn are given by (16)-(19), then, letting u = un in (31),
the fixed point x of Fn verifies x(ti) = xn(ti), i ∈ 0, n. And, since the function
t 7→ (Fnx)(t) is linear on [ti, ti+1], i ∈ 0, n− 1, we conclude xn = x. In other
words, if u in (31) is given by u = un, then xn is the unique fixed point of
Fn.

Lemma 9. Assume that the conditions of Lemma 5 hold. Then, there exists
α > 0 and L ∈ (0, 1) such that

‖Fn(x1)− Fn(x2)‖∗ ≤ L‖x1 − x2‖∗, n ∈ N,

for any x1, x2, u ∈ C([0, T ], E), λ ∈ [0, 1], and

‖x‖∗ = max
t∈[0,T ]

e−αt‖x(t)‖.

Moreover, for each x, u ∈ C([0, T ], E), and λ ∈ [0, 1], one has

lim
n→∞

‖Fn(x)− F (x)‖ = 0, where F (x)(t) = u(t)−
∫ t

0

f(τ, x(τ), λ)dτ,

where ‖ · ‖ is the max-norm on [0, T ] and F is a contraction in the norm
‖ · ‖∗.
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Proof. Step 1. Using the definition of Qn, l−, and Pn, we have

(Qnl
−PnJ)(ti−1) = [l−P nJ ]i = [PnJ ]i−1 = J(ti−2), i ∈ 2, n+ 1.

So that
(Fnx)(ti) = u(ti)− J(ti−1).

Fix i ∈ 1, n− 1 and choose any t ∈ [ti, ti+1]. Then,

‖Fn(x1)(t)− Fn(x2)(t)‖ ≤
≤ max {‖Fn(x1)(ti)− Fn(x2)(ti)‖, ‖Fn(x1)(ti+1)− Fn(x2)(ti+1)‖} =

= max

{∥∥∥∥∫ ti−1

0

f(τ, x1(τ), λ)dτ −
∫ ti−1

0

f(τ, x2(τ), λ)dτ

∥∥∥∥ ,∥∥∥∥∫ ti

0

f(τ, x1(τ), λ)dτ −
∫ ti

0

f(τ, x2(τ), λ)dτ

∥∥∥∥} ≤
≤ L̄

∫ ti

0

‖x1(τ)− x2(τ)‖dτ ≤ L̄

∫ ti

0

eατ‖x1 − x2‖∗dτ,

where L̄ > 0 is the global Lipschitz constant of x 7→ f(t, x, λ) and α > 0 is
an arbitrary constant. Therefore,

e−αt‖Fn(x1)(t)− Fn(x2)(t)‖ ≤ L̄

α

(
eα(ti−t) − e−αt

)
‖x1 − x2‖∗ ≤

L̄

α
‖x1 − x2‖∗,

which holds for any t ∈ [0, T ]. The case t ∈ [0, t1] can be considered along
the same lines. This proves the contraction part of the lemma.

Step 2. To prove the convergence part, fix i ∈ 1, n− 1 again and consider
t ∈ [ti, ti+1]. Since (QnPnu)(ti) = u(ti), we have

‖(QnPnu)(t)− u(t)‖ ≤ ‖(QnPnu)(t)− (QnPnu)(ti)‖+ ‖u(t)− u(ti)‖ ≤
≤ ‖u(ti+1)− u(ti)‖+ ‖u(t)− u(ti)‖,

so that the convergence of (QnPnu)(t) to u(t) as n → ∞ follows from con-
tinuity of u. The convergence of (Qnl

−PnJ)(t) follows same lines. Indeed,
since (Qnl

−PnJ)(ti+1) = J(ti), one has

‖(Qnl
−PnJ)(t)− J(t)‖ ≤
≤ ‖(Qnl

−PnJ)(t)− (Qnl
−PnJ)(ti+1)‖+ ‖J(t)− J(ti)‖ ≤

≤ ‖J(ti−1)− J(ti)‖+ ‖J(t)− J(ti)‖
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and the convergence of (Qnl
−PnJ)(t) to J(t) as n → ∞ follows from conti-

nuity of J(t).

The proof of the lemma is complete. �

Corollary 3. Assume that condition I) of Theorem 3 holds. Let {nk}k∈N
be the subsequence given by Lemma 8 (which ensures the convergence of
{unk

(t, qnk
, λnk

)}k∈N). Consider the limit

u(t) = lim
k→∞

unk
(t, qnk

, λnk
).

Let x(t) be the solution of the respective equation (13) (which exists according
to Lemma 5). Then {xnk

(t, qnk
, λnk

)}k∈N converges uniformly in t ∈ [0, T ],
and

x(t) = lim
k→∞

xnk
(t, qnk

, λnk
). (32)

Proof. The conclusion follows from the inequality

‖x− xn‖∗ = ‖F (x)− Fn(xn)‖∗ ≤ ‖F (x)− Fn(x)‖∗ + ‖Fn(x)− Fn(xn)‖∗ ≤
≤ ‖F (x)− Fn(x)‖∗ + L‖x− xn‖∗,

where L ∈ (0, 1) is given by Lemma 9. �

6.5. Verifying that the limit of the catching-up algorithm is indeed a solution

Theorem 10. Let the conditions of Corollary 3 hold and let u(t) and x(t)
be as given by this corollary. Then, u(t) is a solution of sweeping process
(14) with the parameters x(t), λ = lim

k→∞
λnk

, and the initial condition u(0) =

lim
k→∞

qnk
. Accordingly, by Definition 2, x(t) is a solution of perturbed sweeping

process (6).

Proof. Let φ(t), t ∈ [0, T ], be an arbitrary continuous selector of the moving
set of (14), i.e.

φ(t) ∈ A+ a(t, λ) + c(x(t), λ) +

∫ t

0

f(τ, x(τ), λ)dτ, t ∈ [0, T ].

According to Monteiro Marques [22, p. 15-16] (see also Valadier [29, Propo-
sition 6]) it is sufficient to prove that∫ t

s

〈φ(τ), du(τ)〉 ≥ 1

2

(
‖u(t)‖2 − ‖u(s)‖2

)
, 0 ≤ s ≤ t ≤ T, (33)
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which we now establish using the ideas of Kunze and Monteiro Marques [19].

Without loss of generality we will assume that {nk}k∈N = N, and replace nk,
k ∈ N, by n, n ∈ N in the formulation of the theorem. Fix t > 0 and select
i ∈ 0, n− 1 such that t ∈ [ti, ti+1]. Introduce ĉn(t) as

ĉn(t) = proj

(
φ(t), A+ a(ti+1, λn) + c(xni+1, λn) +

∫ ti

0

f(τ, xn(τ), λn)dτ

)
.

Then, by (16) and by convexity of A, we have (see e.g. Kunze and Monteiro
Marques [19, formula (4)])

〈un(ti+1)− un(ti), un(ti+1)− ĉn(t)〉 ≤ 0, t ∈ [ti, ti+1],

from where

〈un(ti+1)− un(ti), un(t)− ĉn(t)〉 ≤
≤ 〈un(ti+1)− un(ti), un(t)− un(ti+1)〉 ≤ ‖un(ti+1)− un(t)‖2,

or

〈un(ti+1)− un(ti), ĉn(t)〉 ≥ −‖un(ti+1)− un(ti)‖2 + 〈un(ti+1)− un(ti), un(t)〉 ,

for any t ∈ [ti, ti+1]. Using the linearity of un on [ti, ti+1], we conclude

〈ĉn(t), un(t̄i+1)− un(t̄i)〉 ≥
≥ 〈un(t), un(t̄i+1)− un(t̄i)〉 − 〈un(t̄i+1)− un(t̄i)), (un(ti+1)− un(ti))〉 ,

for any ti ≤ t̄i ≤ t ≤ t̄i+1 ≤ ti+1. Therefore, denoting τj,k = t̄i+
(
j + 1

2

) t̄i+1−t̄i
k

for j ∈ {0, 1, · · · , k − 1}, one has (same approach is used e.g. in part (ii) of
the proof of Monteiro Marques [23, Theorem 2.1, p. 12, second formula from
below])∫ t̄i+1

t̄i

〈ĉn(τ), dun(dτ)〉 =

= lim
k→∞

k−1∑
j=0

〈
ĉn (τj,k) , un

(
t̄i + (j + 1)

t̄i+1 − t̄i
k

)
− un

(
t̄i + j

t̄i+1 − t̄i
k

)〉
≥

≥ lim
k→∞

k−1∑
j=0

〈
un (τj,k) , un

(
t̄i + (j + 1)

t̄i+1 − t̄i
k

)
− un

(
t̄i + j

t̄i+1 − t̄i
k

)〉
+Rn,
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where the reminder Rn is given by

Rn = − lim
k→∞

k−1∑
j=0

〈
un

(
t̄i + (j + 1)

t̄i+1 − t̄i
k

)
−

− un
(
t̄i + j

t̄i+1 − t̄i
k

)
, un(ti+1)− un(ti)

〉
=

= −〈un(t̄i+1)− un(t̄i), un(ti+1)− un(ti)〉 .

Therefore,∫ t̄i+1

t̄i

〈ĉn(τ), dun(dτ)〉 =

= lim
k→∞

k−1∑
j=0

〈
un(τj,k), u

′
n(τj,k)

t̄i+1 − t̄i
k

〉
+Rn =

=
1

2
lim
k→∞

k−1∑
j=0

(
d

dτ
‖un(τ)‖2

)∣∣∣∣
τ=τj,k

· t̄i+1 − t̄i
k

+Rn =

=
1

2

∫ t̄i+1

t̄i

d

dτ
‖un(τ)‖2dτ +Rn =

1

2

(
‖un(t̄i+1)‖2 − ‖un(t̄i)‖2

)
+Rn.

This result can now be used to estimate the required integral (33) as follows∫ t

s

〈ĉn(τ), dun(dτ)〉 ≥ 1

2

(
‖un(t)‖2 − ‖un(s)‖2

)
+R, (34)

where
|R| ≤ var(un, [s, t]) · max

i∈0,n−1
‖un(ti+1)− un(ti)‖.

But according to Corollary 1,

var(un, [s, t]) ≤
var(ā, [s, t])

1− L2

+
L1|t− s|
1− L2

.

Therefore, the desired statement (33) follows from (34) by passing to the
limit as n→∞ (the passage to the limit is valid e.g. by Monteiro Marques
[23, Theorem 2.1(ii)-(iii)] combined with formula (26) of p. 7 of the same
book).

The proof of the theorem is complete. �
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6.6. Proof of Theorem 1 (sweeping process without a parameter)

Theorem 1 is a direct consequence of Theorem 10. One just view sweeping
process (4) as sweeping process (6) with λ = 0.

Remark 4. Using Remark 2, Theorem 1 can be directly extended to sweep-
ing processes of the form

− dx ∈ NA(t,λ)+c(x,λ)(x) + f(t, x, λ)dt, x ∈ E, λ ∈ R, (35)

where A is a set-valued function with nonempty closed convex bounded values
that satisfies the property

dH(A(s, λ), A(t, λ)) ≤ var(ā, [s, t]), λ ∈ [0, 1],
where ā : [0, T ]→ R is a BV continuous function.

(36)

6.7. Proofs of Theorems 3 and 4 (sweeping process with a parameter)

Proof of Theorem 3. Step 1. First we prove that there exists N > 0 such
that d(I −P λ,n ◦V λ,n, Q) is defined for n ≥ N and λ ∈ [0, λ1]. Assuming the
contrary, we get a sequence nk → ∞, λk → λ0 ∈ [0, λ1], and a converging
sequence {qk}k∈N ⊂ ∂Q such that

P λk,nk ◦ V λk,nk(qk) = qk, k ∈ N. (37)

Applying Lemma 8, Corollary 3, and Theorem 10 we conclude that q0 =
limk→∞ qk ∈ ∂Q is the initial condition of the T -periodic solution (32) of
sweeping process (6) with λ = λ0, which contradicts conditions III) of The-
orem 3.

The conclusion of Step 1, in particular, implies that

d(I − P λ,n ◦ V λ,n, Q) = d(I − P 0,n ◦ V 0,n, Q), n ≥ N, λ ∈ [0, λ1].

Step 2. Here we use assumption II (uniqueness) of Theorem 3 to conclude
that

P 0,n ◦ V 0,n(q)→ P 0 ◦ V 0(q), as n→∞,

uniformly with respect to q ∈ Q. Thus, we can diminish N > 0 in such a
way that d(I − P 0,n ◦ V 0,n, Q) = d(I − P 0 ◦ V 0, Q), n ≥ N, which gives

d(I − P λ,n ◦ V λ,n, Q) 6= 0, n ≥ N, λ ∈ [0, λ1].
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Therefore, for each λ ∈ [0, λ1] there exists qn ∈ Q such that the approxi-
mations {xn(·, qn, λ)}n≥N are T -periodic, so this sequence has a convergent
subsequence which converges to a T -periodic solution of (6) with initial con-
dition q = limnk→∞ qnk

as n→∞ according to Corollary 3.

The proof of the theorem is complete. �

The proof of Theorem 4 follows the lines of the proof of Theorem 3. The
only difference is in the beginning of Step 1, which now proves the existence
of both N > 0 and λ1 ∈ (0, 1] such that d(I − P λ,n ◦ V λ,n, Q) is defined for
n ≥ N and λ ∈ [0, λ1]. Assuming the contrary, we get a sequence nk → ∞,
λk → 0 ∈ [0, 1], and a converging sequence {qk}k∈N ⊂ ∂Q such that (37)
holds, that leads to the existence of a T -periodic solution to sweeping process
(6) with λ = 0, contradicting condition II) of Theorem 3. The rest of the
proof of Theorem 4 follows the proof of Theorem 3 just literally.

7. Proof of the theorem on the global existence of periodic solu-
tions

To prove Theorem 2 we will use the following well-known result (see e.g.
Krasnoselskii-Zabreiko [16, Theorem 6.2]):

Theorem 11. Let P̄ : E → E be a continuous map and let Q ⊂ E be an
open bounded convex set. If P̄ (Q) ⊂ Q and if P̄ doesn’t have fixed points on
∂Q, then

d(I − P̄ , Q) = 1.

Proof of Theorem 2. Let Ω1 be the 1-neighborhood of Ω. Since Ω is convex,
then Ω1 is convex as well. We will view sweeping process (4) as sweeping
process (6) with λ = 0. So we consider the map

P 0,n(x) = P 0,n(V (x)),

where P 0,n is as introduced in Section 6.3 and V is as introduced in Section 3.
We claim that

P
0,n

(Ω1) ⊂ Ω, for all n ∈ N. (38)

We have V (x) ∈ Ω by the definition of the map V. Then, according to the
catching-up scheme (16)-(19), we have that

xni+1 ∈ A+ a(ti+1, 0) + c(xni+1), i.e. xni+1 ∈ Ωti+1
, i ∈ 0, n− 1,
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and so xn(T ) ∈ ΩT , which implies (38).

Using the continuity of P 0,n (Corollary 2) and V (Lemma 6) along with
Theorem 11, we get the existence of qn ∈ Ω such that P 0,n(qn) = qn, which
implies

P 0,n(qn) = qn, n ∈ N,

because V (qn) ∈ Ω. In other words, we have xn(T, qn, 0) = xn(0, qn, 0) for
all n ∈ N. Now, Theorem 10 applied with λn = 0, implies the existence of
a convergent subsequence {xnk

(t, qnk
, 0)} whose limit x(t) is solution of (4)

with the required T -periodicity property (11). The proof is complete. �

8. Existence of periodic solutions in the neighborhood of a bound-
ary equilibrium (the theorem and its proof)

This section uses the following extension of Theorem 11 (see e.g.
Krasnoselskii-Zabreiko [16, Theorem 31.1]):

Theorem 12. Let P̄ : E → E be a continuous map and let Q ⊂ E be an
open bounded set. If (P̄ )m maps Q strictly into itself for all m ∈ N sufficiently
large, then

d(I − P̄ , Q) = 1.

The main assumption of this section is that sweeping processes (6) reduces
to

− ẋ ∈ NA(x) + f0(x), x ∈ E, (39)

when λ = 0 and that (39) posses a switched equilibrium on the boundary ∂A
(as was earlier introduced in Kamenskii-Makarenkov [13] in 2d). To introduce
the definition of a switched boundary equilibrium x0 ∈ ∂A, we assume that
in some neighborhood Q ⊂ Rn of x0 the boundary ∂A is smooth and can be
described as

∂A ∩Q = {x ∈ Q : H(x) = 0}, where H ∈ C1(Rn,R).

Definition 3. A point x0 ∈ ∂A is a switched boundary equilibrium of sweep-
ing process (39), if

H(x) > 0, for all x ∈ Q\A,

and
H ′(x0) = αf(x0) for some α < 0.
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As the definition says, x0 is not an equilibrium of f , however the next two
lemmas imply that the solution of (39) with the initial condition at x0 don’t
leave x0.

If x0 is a switched equilibrium, then Q can be considered so small that

〈f(x), H ′(x)〉 < 0, for all x ∈ ∂A ∩Q. (40)

The next lemma claims that ∂A ∩Q is a sliding region for sweeping process
(39).

Lemma 13. Let x0 ∈ ∂A be a switched equilibrium of (39) and let Q ⊂ E
be such a neighborhood of x0 that (40) holds. Consider a solution x of (39)
with an initial condition x0 ∈ ∂A ∩ Q. Let t1 > 0 be such that x(t) ∈ Q for
all t ∈ [0, t1]. Then x(t) ∈ ∂A for all t ∈ [0, t1].

Proof. Let us assume, by contradiction, that there exists tescape ∈ [0, t1]
where x(t) escapes from ∂A, i.e.

tescape = max{t0 ≥ 0 : x(t) ∈ Q,H(x(t)) = 0, t ∈ [0, t0]} < t1.

By the definition of tescape, for any δ > 0 there exist tδ ∈ [tescape, tescape + δ]
such that H(x(t)) < 0 for each t ∈ (tescape, tδ]. Since, the solution x(t)
satisfies ẋ(t) = −f0(x(t)) on (tescape, tδ], by the Mean-Value Theorem

H(x(tδ))−H(x(tescape) = −H ′(x(t∗δ))f0(x(t∗δ))(tδ − tescape),

for some t∗δ ∈ (tescape, tδ). This yields

H ′(x(tescape))f0(x(tescape)) ≥ 0,

as δ → 0, contradicting (40).

The proof of the lemma is complete. �

As it happens in the theory of Filippov systems (see [11]), the dynamics
of (39) in the sliding region is described by a smooth differential equation.
Indeed, let us introduce the differential equation

−ẋ = f̄(x),

where f̄(x) = f0(x)− πH′(x)(f0(x)) and πL(ξ) =
1

‖L‖2
〈ξ, L〉L. (41)

Next lemma says that (41) is the equation of sliding motion for sweeping
process (39) in the neighborhood of switched equilibrium x0 ∈ ∂A0.
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Lemma 14. Let the conditions of Lemma 13 hold and let x(t) be the sliding
solution x(t), t ∈ [0, t1], of sweeping process (39) as introduced in Lemma 13.
Then x(t) is a solution of (41) on [0, t1].

Proof. Fix t ∈ [0, t1] such that ẋ(t) exists. Then, from (39),

−ẋ(t) = αH ′(x(t)) + f0(x(t)), with some α > 0,

or

αH ′(x(t)) = −πH′(x(t))(f0(x(t))) +
[
−f0(x(t)) + πH′(x(t))(f0(x(t)))

]
− ẋ(t).

(42)
From the definition of πL(ξ) we have〈

−f0(x(t)) + πH′(x(t))(f0(x(t))), H ′(x(t))
〉

= 0.

On the other hand, from Lemma 13,

〈ẋ(t), H ′(x(t))〉 = 0.

Therefore, taking the scalar product of (42) with H ′(x(t)), we get

α = − 1

‖H ′(x(t))‖2
〈f0(x(t)), H ′(x(t))〉 ,

which completes the proof. �

Lemma 14 implies that the boundary ∂A is an invariant manifold for the
differential equation (41). The definition (41) reduces the dimension of the
image of f0 by 1. Therefore, the image of the map f̄ acts to a space of
dimension dimE−1, which implies that one eigenvalue of the Jacobian f̄ ′(x0)
is always zero.

We now offer an asymptotic stability result which can be of independent
interest in applications of perturbed sweeping processes.

Theorem 15. Let x0 ∈ ∂A be a switched equilibrium of (39). If real parts
of dimE − 1 eigenvalues of the Jacobian f̄ ′(x0) are negative, then x0 is a
uniformly asymptotically stable point of sweeping process (39).
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Proof. Step 1. Convergence to ∂A. Let Br(x0) be a ball of radius r centered
at x0. Let us show that there exists r > 0 such that for any ξ ∈ Br(x0) ∩ A,
the solution t 7→ X(t, ξ) of

ẋ = −f0(x) (43)

with the initial condition X(0, ξ) = ξ reaches ∂A at time some time τ(ξ) > 0.
The proof will be through the Implicit Function Theorem applied to

F (t, x) = H(X(t, x)).

We have F (0, x0) = 0 and Ft(0, x0) = −H ′(x0)f0(x0) 6= 0 by the definition of
switched equilibrium. Therefore, Implicit Function Theorem (see e.g. Rudin
[28, Theorem 9.28]) ensures the existence of ξ → τ(ξ) defined and continuous
on a sufficiently small ball Br(x0) and such that τ(x0) = 0.

It remains to show that τ(ξ) > 0 for all ξ ∈ Br(x0) ∩ A. Since, according
to the definition of switched equilibrium, H ′(x0)T is a normal to A pointing
outwards to A, it is sufficient to prove that τ(ξ) > 0 for ξ = x0 − λH ′(x0)T

with all λ > 0 sufficiently small. So we introduce a scalar function

G(λ) = τ(x0 − λH ′(x0)T )

and want to prove that G′(0) > 0. Using the formula for the derivative of the
implicit function (see [28, Theorem 9.28])

τ ′(x0) = −(H ′(x0)f0(x0))−1H ′(x0)

and so

G′(0) = −(H ′(x0)f0(x0))−1H ′(x0)(−H ′(x0)T ) = H ′(x0)f0(x0)‖H ′(x0)‖2,

which is indeed positive according to Definition 3.

Finally, let us fix ξ ∈ Br(x0) ∩ A and let x(t) be the solution of (39)
with the initial condition x(0) = ξ. Since the conclusion of the Implicit
Function Theorem comes with uniqueness, we have that X(t, ξ) 6∈ ∂A,
t ∈ [0, τ(ξ)). Therefore, X(t, ξ) = x(t), for any t ∈ [0, τ(ξ)), which implies
that limt→τ(ξ) X(t, ξ) = limt→τ(ξ) x(t) and so x(τ(ξ)) ∈ ∂A.
Step 2. Convergence along ∂A. Lemmas 13 and 14 combined with the
negativeness of real parts of dimE− 1 eigenvalues of f̄ ′(x0) imply that there
exists an neighborhood x0 ∈ Q ⊂ E such that any solution of (39) with the
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initial condition x(0) ∈ Q ∩ ∂A converges to x0 along ∂A as t→∞ and the
convergence is uniform with respect to the initial condition.

Making now r > 0 in Step 1 so small that ∪ξ∈Br(x0)X(τ(ξ), ξ) ∈ Q (which is
possible by continuity of ξ → τ(ξ)), we combine Step 1 and Step 2 to conclude
that any solution of (39) with x(0) ∈ Br(x0) approaches x0 as t→∞.
The proof of the theorem is complete. �

We are now in the position to combine theorems 4, 11, and 15 when the
following condition holds for (6) at λ = 0 :

a(t, 0) ≡ 0, c(x, 0) ≡ 0, f(t, x, 0) ≡ f0(x) with f0 ∈ C1(E,E). (44)

Theorem 16. Assume that condition I) of Theorem 3 holds. Assume, that
for λ = 0 sweeping process (6) is smooth autonomous, i.e. satisfies (44).
If real parts of n − 1 eigenvalues of f̄ ′(x0) are negative for some switched
equilibrium x0 ∈ ∂A, then there exists λ1 > 0 such that for all λ ∈ (0, λ1]
sweeping process (6) admits a periodic solution xλ(t)→ x0 as λ→ 0.

Proof. Let P̄ (x) = P 0(V 0(x)). By Theorem 15, there exists an open
bounded set x0 ∈ Q ⊂ E such that (P̄ )m maps Q strictly into itself for
all m ∈ N sufficiently large. Therefore, Theorem 12 ensures that condition
II) of Theorem 3 holds, so Theorem 4 applies. �

Similar to Theorem 16 results have been obtained for ordinary differential
equations by Berstein-Halanai [2] and Cronin [7].

9. Conclusions

By extending the implicit catching-up scheme of Kunze and Monteiro Mar-
ques [19] to perturbed sweeping processes, we proved solvability of BV-
continuous state-dependent sweeping processes with Lipschitz dependence
on the state. We further used topological degree arguments to establish the
existence of periodic solutions to sweeping processes of this type. The analy-
sis is carried out for the simplest possible moving set C(t) = A+ a(t) + c(x)
throughout the entire paper, that allowed us to focus on the development
of core mathematical ideas rather than on its possible generalizations. We
explain in Remarks 2 and 4 how the existence result (Theorem 1) imme-
diately extends to the moving set of the form C(t) = A(t) + c(x). At the
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same time, Remark 2 shows that our method of proof of continuity of ap-
proximations xn(t) on the initial condition fails for moving sets of the form
C(t) = A(t)+c(x). Since continuous dependence of xn(t) on the initial condi-
tion is the main ingredient in our proof of the existence of periodic solutions,
the respective main theorems (Theorem 2 and Theorem 16) do not readily
extend even to the moving set of the form C(t) = A(t) + c(x). We don’t
know whether or not an alternative approach (e.g. formula (29) quoted from
[23, Proposition 4.7, p. 26]) can deal with any more general state-dependent
moving constraints.

The existence of a T -periodic solutions to a sweeping process with T -periodic
right-hand-sides and convex moving set would be an immediate result when
uniqueness and continuous dependence of solutions on initial conditions
holds. The difficulty we overcame when proving the existence of periodic
solutions comes from the fact that uniqueness and continuous dependence
on initial conditions of solutions of BV-continuous state-dependent sweeping
processes is still an open question even when the dependence on the state
is Lipschitz continuous (for state-independent sweeping processes uniqueness
and continuous dependence is established e.g in Castaing and Monteiro Mar-
ques [5] and Adly et al [1]).

The second part of the paper concerns sweeping processes with a parameter
λ, for which we developed a topological degree based continuation principle.
As an application of the continuation principle, we proved the occurrence of
periodic solutions at a specific location being a neighborhood of a switched
boundary equilibrium. Specifically, we assumed that for λ = 0, the sweeping
process is autonomous and admits an asymptotically stable switched bound-
ary equilibrium x0. We then proved the occurrence of T -periodic solutions
from x0 when the parameter λ increases and the sweeping process becomes
nonautonomous (and T -periodic). The condition for asymptotic stability of
x0 can be replaced by assuming that the topological index of x0 is different
from 0. Such a condition can be also expressed in terms of the eigenval-
ues of the linearization f̄(x0) of sliding differential equation (41), see e.g.
Krasnoselskii-Zabreiko [16, Theorem 6.1] and [16, Theorem 7.4] (which will
be required to account for the vector field outside of the boundary of the
constraint).
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