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Strang splitting method for semilinear parabolic problems
with inhomogeneous boundary conditions: a correction based
on the flow of the nonlinearity

Guillaume Bertoli! and Gilles Vilmart!

July 1, 2020

Abstract

The Strang splitting method, formally of order two, can suffer from order reduction
when applied to semilinear parabolic problems with inhomogeneous boundary condi-
tions. The recent work [L. Einkemmer and A. Ostermann. Overcoming order reduc-
tion in diffusion-reaction splitting. Part 1. Dirichlet boundary conditions. SIAM J. Sci.
Comput., 37, 2015. Part 2: Oblique boundary conditions, SIAM J. Sci. Comput., 38,
2016] introduces a modification of the method to avoid the reduction of order based on
the nonlinearity. In this paper we introduce a new correction constructed directly from
the flow of the nonlinearity and which requires no evaluation of the source term or its
derivatives. The goal is twofold. One, this new modification requires only one evalua-
tion of the diffusion flow and one evaluation of the source term flow at each step of the
algorithm and it reduces the computational effort to construct the correction. Second,
numerical experiments suggest it is well suited in the case where the nonlinearity is
stiff. We provide a convergence analysis of the method for a smooth nonlinearity and
perform numerical experiments to illustrate the performances of the new approach.

Key words. Strang splitting, diffusion-reaction equation, nonhomogeneous boundary
conditions, order reduction, stiff nonlinearity
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1 Introduction
In this paper, we consider a parabolic differential equation of the form
Ow = Du+ f(u) in Q, Bu=1b on 09, u(0) = uo, (1.1)

where D is a linear diffusion operator and f is a nonlinearity. A natural method for
approximating (1.1) are splitting methods. The idea is to divide the main equation (1.1)
into two auxiliary subproblems (1.4) and (1.5) so one can use specific numerical methods for
both subproblems to enhance the global efficiency of the computation of (1.1). Let N € N
and let 7 = % be the time step. Then, one step of the classical Strang splitting is either

tn+1 = ¢F 0 ¢ 0 P (un) (1.2)
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or alternatively
Uns1 = ¢5 097 0 9L (un), (1.3)

where gb{ (up) is the flow after time ¢ of
ou = f(u), u(0) = uo, (1.4)
and ¢ (ug) is the flow after time ¢ of
Owu = Du in €, Bu=b on 09, u(0) = up. (1.5)

The Strang splitting, when applied to ODE with a sufficiently smooth solution, is a method
of order two. However, when the Strang splitting is applied to solve the problem (1.1), a
reduction of order can be observed in the case of non homogeneous boundary conditions
as shown in [2, 3]. The reason is that Bu is not left invariant through the flow qﬁ{ and
therefore leaves the domain of D, which creates a discontinuity at ¢ = 0 in the flow ¢{.
In this case the Strang splitting has in general a fractional order of convergence between
one and two [3, section 4.3]. In [2, 3], a modification of the Strang splitting is given to
recover the order two. The main idea in [3] is to find a function ¢, such that Bu is now left
invariant by gb{ ~? the exact flow of

Opu = f(u) = qn. (1.6)
One step of the modified splitting in [3] is then

Uny1 = 671 0 6T 0 ¢ (uy), (17)

where ¢ 79" is the exact flow of
Ou=Du+g¢q, inQ, Bu=b on 0. (1.8)
Numerically, one can choose any smooth function g, such that
Bq, = Bf(uy) + O(1) on 09. (1.9)

Several options to construct ¢, are presented in [1]. One challenge is then to find a correction
¢n that is both cheap to compute and minimizes the constant of error.

In this paper, we give a new modification of the classical Strang splitting that removes
the order reduction and requires only one evaluation of the diffusion flow and one evaluation
of the source term flow at each step of the algorithm and allows a cheaper and easier to
implement construction of ¢,. As illustrated in the experiments, this new construction
performs better for the case of a stiff reaction. The idea is to leave Bu unpreserved at the
boundary through the flow qﬁi and then apply a correction g, afterwards that brings back
the solution to the domain of D. This new splitting is then

Sr(un) = (65 0 6™ 0 9P 0 62 0 6L ) (un)

and the correction g, is constructed such that Bg, = %(Bgf)f /Q(Un) — Buy,) on 09Q. The

T

correction g, is now constructed from the output of the flow qﬁi /2 (up,) and not directly from



qn

the nonlinearity f. Note that the computation of ¢;*" and ¢, requires no evaluation of f,

which is particularly useful when f is costly. More iniportantly, in many situations, the flow
d)i /2 (up) is smoother than the nonlinearity f itself, which can avoid the possible instability
due to the eventual stiffness of the reaction.

In section 2, we give the appropriate framework for the convergence analysis of this
modified splitting. In section 3, we describe the new modification we consider in this
paper. In section 4, we prove that the method is of global order two under the hypotheses
made in section 2. In section 5, we present some numerical experiments to illustrate the
performance of the new approach.

2 Analytical framework

In this section, we describe the appropriate analytical framework that we consider in this
paper. We choose the framework described in [8, Chapter 3]. The notation is similar to
that used in [8]. Let Q C R? be a bounded connected open set with a C? boundary 9.
We consider the following semilinear parabolic problem on Q x [0,T], T' > 0.

O = Du+ f(u) in Q, Bu=1b on 09, u(0) = up.
The differential operator D is defined by
D= Z aij(l‘)aij + Z az(x)(?l + a(m)[,
ij=1 i=1
where the matrix (a;;(z)) € R¥? is assumed symmetric and there exists A > 0 such that

n

Vo e, VEER", Y ay(2)&g > Mg

,j=1

and a;j, a;, a are assumed continuous, a; j, a;, a € C(£2,R) . Let B be the linear operator
n
B=Y Bi(x)d; + a(z)],
i=1

where we assume the uniform non tangentiality condition

n

> Bila)vi(x)

i=1

inf

> 0,
€N

where v(z) is the exterior normal unit vector at z € 92. We assume that the functions 3;
and « are continuously differentiable, 3;,a € C1(952,R) and b is continuously differentiable,
b € CL([0,T]), W%P(9Q)). We follow next the construction made in [3] to take benefit of
homogeneous boundary conditions. Let z € C1([0,T], W?P(f2)) satisfying Bz = b on 0.
We define @ = u — z and (1.1) becomes

ou=Du+ f(a+2z)+ Dz— 0z inQ, Biu=0 on 09, w(0) = ug — 2(0). (2.1)
We define the linear operator A as

Av=Dv Yve D(A) ={uecW?>P(Q) : Bu=0in 0Q}.



Under those conditions —A is a sectorial operator and therefore A is the generator of an
analytic semigroups e (see [8], Chapter 3). In particular, the operator A satisfies the
parabolic smoothing property that we use intensively throughout this paper,

C
[(—A)%e!| < o az0 t>0 (2.2)
We denote

.
p1(TA) = / e(T_S)AldS. (2.3)
0 T
We observe that 7Ap;(T7A) = O(1) is a bounded operator. We recall the following theorem,
a direct consequence of [5, Theorem 8.1'], valid for 1 < p < oo (see also [4, Theorem 1 and
2] in English for the case p = 2), which states that there exists a > 0 such that D((—A)%)
becomes free of the boundary conditions.

Theorem 2.1. Let the differential operator A be define as in section 2. Then, there exists
a > 0 such that
WhP(Q) € D((—A)%).

We ask f to satisfy the following. Let U C W2P(Q) be a neighborhood of the exact
solution u. Then we require the nonlinearity f to be twice continuously differentiable in U
with values in W2P(Q), f € C?(U,W?P(Q)). We refer to the discussion in [3, Section 4]
for possibly relaxing the hypotheses made on f. We assume that the solution u of (1.1) is
twice continuously differentiable, u € C?([0, T], W?P?(£2)). The exact solution of (1.1) can
be expressed using the variation of constant formula,

Wltni1) = 2u(7) + €A (ult) — 2(0)) (2.4)

+ /T eTDA(f(u(ty, + 5)) + Dz, (s) — Byzn(s))ds. (2.5)
0

3 Description of the method

In this paper, we describe a new modification for the Strang splitting that we call the five
parts modified Strang splitting. The idea of this new modification is to compose the flow
of the nonlinearity w,, = d)g (up) with a projection (;S%q” (wn) = Wy — 5qn, the exact flow of

Ou = —qn, u(0) = wy, (3.1)

where ¢, is independent of time, in the spirit of projection methods used in the context of
geometric numerical integration (see [6, Chapter IV.4]). The splitting algorithm that we
propose and analyze in this paper is given by

ns1 = Su(tn) = 9% 0 2" 0 67T 0 920" 0 G (), (3.2)

where (257? t i the flow of (1.8) and (gn)nefo,....n} is a sequence of correctors satisfying one
of the two following conditions on the boundary 952,

Baw = (B () = Blum), (33)



or alternatively

Ban = 2(BY/ () — bu) (3.4

(see Remark 3.2 below). In the interior of §2, we require g, to be in W2P(Q). A possibility,
to construct g, in §2, is to choose ¢, to be harmonic if this is possible or to use a smoothing
iterative algorithm. For more details on how to construct the correction ¢, on the interior
of the domain, see [1]. We also assume (gn)nefo,.., v} uniformly bounded, that is there
exists a constant C' independent of n, 7 and NN, such that ||g||rr) < C. We observe that

%(Bqﬁf /2 (un) — Buy,) is a finite difference approximation of atgbf /2 (un) = f(un), and hence

-
this new condition is close to (1.9).

Remark 3.1. In contrast to the correction of [3], the correction g, for the five parts modified
Strang splitting (3.2) is constructed directly from the flow of the nonlinearity gb{ and not
from the nonlinearity f itself. The modified splitting of [3] has a good behavior when the
nonlinearity f is not stiff and cheap to compute as analyzed and illustrated numerically
in [3]. However, in the case of a stiff nonlinearity f, the modification for the splitting in [3]
can lead to instability in contrast to (3.2) as shown in the experiments (see section ).
Furthermore, if the nonlinearity f is very costly to compute, the correction in [3] requires
an additional cost that can be substantial. In comparison, the construction of the correction
qn for (3.2) requires no evaluation of f or its derivatives. We also observe that, in the
extreme case where the diffusion D is zero, the five parts modified Strang splitting (3.2)
becomes exact analogously to the classical Strang splitting methods (1.2) and (1.3). This
later property does not hold for the modified splitting in [3]. (Note that the flows ¢% and

2
qbq]f*q do not commute in general).

Remark 3.2. When implementing the classical Strang splitting, it is often computationally
advantageous to compose the flows gi)é that appear in the splitting, that is (;SJ; o qSJ; = gbi
2 2 2

The numerical approximation u, of u(t,) is then
un = ¢% 0 67 0 (6] 0 67)" " 0 6L (uo),

which makes the classical Strang splitting have the same cost as the Lie Trotter splitting
with only one evaluation of qb; per time step. If we use the correction (3.3), we need then
to compute Buyg and this idea does not apply since the algorithm requires Buy. However,
if we use the correction (3.4) instead, we can implement the five parts modified Strang
splitting (3.2) as explained above for the classical Strang splitting. Note that this is an
advantageous implementation that cannot be used with the method presented in [3].

4 Convergence analysis

We prove in this section that, using the framework and assumptions described in section 2,
the five parts modified Strang splitting method (3.2) is of global order of convergence two
and thus avoids order reduction phenomena.

Theorem 4.1. Under the assumption of section 2 the five parts modified Strang split-
ting (3.2) satisfies the bound



for all T small enough, and where the constant C depends on T but is independent on T and
n.

We start by showing the following proposition, which states that the five parts splitting
is at least first order convergent.

Proposition 4.2. Under the assumptions of section 2 the five parts modified Strang split-
ting (3.2) satisfies
lun —u(ty)|| <CT 0<nr <T,

for all T small enough, and where the constant C depends on T but is independent on T and
n.

We need this result to justify the condition (3.3) and (3.4) for the construction of gy,
that is we need to show that ¢, satisfies

f(u(tn +8)) — qn = ¢n + O(7),

with ¢, € D(A) and A¢, = O(1).

The proof of Theorem 4.1 relies on Theorem 2.1 (from [5]). The proof of Theorem 2.1
uses sophisticated tools from interpolation theory. Since all the arguments in our proofs
do not require any knowledges of interpolation theory, we decide to present first the proof
without using Theorem 2.1 and obtain Proposition 4.3 below. We then explain how we use
Theorem 2.1.

Proposition 4.3. Under the assumptions of section 2 the five parts modified Strang split-
ting (3.2) satisfies

lun — ulta)]| < Cr2(1 +|log ) 0<nr<T,

for all T small enough, and where the constant C depends on T but is independent on T and
n.

For all the convergence analysis, for a function ¢ in LP(2), we shall use the following
notation for £k =0,1,...:

¢ =0(F) if ||¢|lpw) < CT", (4.1)

where C' is independent of 7 and where 7 is assumed small enough.

4.1 Quadrature error analysis

The main idea of the convergence analysis is to approximate the integrals of the form
fOT e(T_S)Aw(s)ds with quadrature formulas, using the Peano integral representation of the
error. This idea is not new in the literature and is used, for example, in [7, 3, 2]. Indeed
one cannot apply quadrature formulas naively to such integrals since, for a smooth function
S @Z(s), the integrand e(T*S)AzzJ\(s) is not smooth enough in general with respect to s.
We recall that to state that the (local) error of a kth order quadrature formula is O(7++1),
the integrand needs to be k times continuously differentiable with respect to s but this
assumption does not hold in the proofs in general. Hence, we shall prove refined estimates
for the order k = 2,3 (see Lemmas 4.4, 4.5, and 4.6). We show in Lemma 4.4 below, with



the help of the parabolic smoothing property, that if 121\ is close to the domain of A, that is
if

b(s) = do+O(r), ¢ D(A), Apy=0(1), (4.2)

is satisfied, then first and second order quadrature formulas regain partially their accuracy.
In [3], the authors prove this statement is true for the left rectangle quadrature formula and
the midpoint rule. Since we need such results for various quadrature formulas, we prove
instead it is true for a general quadrature formula since it adds no difficulties to the proof.
The first of the two lemmas that follow deals with quadrature formulas of order one. The
second lemma deals with quadrature formulas of order two.

Lemma 4.4. Let s — 12(3) be a continuously differentiable function with values in LP(Q),
1 < p < oo, and let p(s) = T3 44(s ) Let Q(¢) = 7> 0 bip(Tex) be a quadrature
formula that approaches the integral fo s)ds such that >";" | b = 1.

Then the quadrature error E satzsﬁes

E = /0 Y(s)ds — T; b (rcr) = O(T).

If additionally ¥ (s) = ¢o + O(7) with ¢o € D(A) and Ay = O(1), then
E =0(7?).

Proof. Since v is uniformly bounded on [0, 7], the first result follows. Let us assume that
the condition (4.2) is satisfied.
Let us compute the first derivative of 1,

V(5) = =A™ (s) + eI ().

Let Q;(¢)) = 7¢(0) be the left rectangle quadrature formula. We prove that every first
order quadrature formula @) satisfies

Qu(y) — Q(y) = O(7?). (4.3)

First, we observe that HTAgpl (TA)lZ(O)H = O(7). Indeed

[r A1 )5(0)| < 7 o) [ Agoll + I Agr(rA) O] < O

We extend #(c7) around 0,
¥(0) = 7 44(0) = D(0) + TAp1 (TA)(0) = P(er) + O(7) = ¥(eT) + O(7),

which proves (4.3) since

—TZbk@b (tex) = T0(0) — 79(0 Zbk-f—o = O(1?).
Therefore, we only need to show that
| wsas - @uiw) = o). (1.4)

7



We write the quadrature error as follows using the Peano kernel representation of the error
for a first order quadrature formula,

T 1 m ci
=72 — $)Y!(r8)ds — 72 ; "(T5)ds
/0 P(s)ds — Q) =7 /0 (1= s)¢'(rs)d ;:1 bz/o U (7s)ds,

which gives for @,

1

| eis—aw = [ 1=

0 0

We need to bound the integral fol(l — 8)1(1s)ds. We first bound ¢'(s). For that, we need
to bound || — Ae™(1=9) 44 (75)||. We get

TC
7(1—3s)

i)

194 |- Ago] + ||~ 4714 jo(r))| < € +

Therefore

[/ = = Act-21Gr8) + 0G| < €1+ )

We can now compute the error of the quadrature formula @; and show (4.4). This follows
from the inequality

1
< 72/ (1 $)0(1+ %)ds o)
0

— S

1
2 — )/ (1s)ds
TA(I Y (rs)d

Which gives us, with (4.3), the desired result for any first order quadrature formula,

l[ﬂ@w—mwzov%

which concludes the proof of Lemma 4.4. O

Lemma 4.5. Let QQ and vy be as in Lemma 4.4. We assume that 121\ is twice continuously
differentiable and that Q is a second order quadrature formula (Y")", cxby = %) Then

E = AO(T?) + O(?). (4.5)
If, in addition, {(s) = ¢o + O(7) with ¢ € D(A) and Ago = O(1), then
E = AO(T®) + O(73). (4.6)

Using the notation (4.1), we remark that the term AO(7%), where k = 2 in (4.5) and
k = 3in (4.6), is a function of the form A¢, where ||¢| 1»(q) < CT". In particular ¢ € LP(Q2)
is not in the domain of A in general, and hence A¢ ¢ LP(f2) in general and A¢ € W =2P(Q).

Proof. The second derivative of 1 is

w//(s) _ AQG(TﬁS)A’(Z(S) o 2Ae(‘rfs)A{b\/(S) + e(Tfs)AIZ//(S).



If @ is a second order quadrature formula we write the quadrature error as follows using
the Peano kernel representation of the error for a second order quadrature formula:

/OTws)ds—Q(w)—T?’/ol(l_;y ! 326/ c; — s)P"(7s)ds.

It remains to estimate
Pi(1s) = AeT(l_S)A@Z(Ts) — 267(1_8)147:[1\,(7'5)

and R
Py(7s) = ™14y (5).
We first bound ||Ae™1=9)44)(75)||. We get

1
T(1—13s)

-4 < a1 o] <

Then

|Pi(rs)]| = | Ae™094G(rs) — 207094 ()| < € (1 + — =L (4.7)

Vi) <c

This gives the following estimation for the integrals [, L (A-s)? Pi(7s)ds:

2
1 2 1 2
(1—s) / (1—s) 1 C
< <=
‘/0 5 Pi(rs)ds|| < C ; 5 (1+T(1_8))d8_ g
1 AV 1 _<\2
‘/ (1-5) Py(1s)ds §/ (1—s) Cds < C.
0 2 0 2
We show that || > f c; — s)Pi(Ts)ds|| < C

/ ¢i — 8)Py(7s) Z /l ; — S)||[P1(7s)|ds

1
Z cz—i—C’Zb/ ¢ — ) (1_S)ds.

and

1Pa(7s) ]| =

e 1401 (5| <

eT(l—s)A H ’

If ¢; = 1, we have

If ¢; # 1, then




Therefore
m

Z b; /Oq (¢i — s)Pi(7s)ds

i=1

C
<=
-

For the integral of P», we obtain

/ (ci — s)Py(7s)d

which gives the desired bound for the error,

m

Z / .~ )| Pa(rs)|lds < C,

/0 " h(s)ds — Q) = AO(?) + O(+2).

If condition (4.2) is satisfied we can obtain a better bound for [|Ae™=5)4¢(rs)| and
thus also for ||Pi(7s)]|,

~ 1
147044 (rs) || < [T [ Ago]| + || — AT O] < € + OT ———— T(1—s)
We obtain the following estimation for Pj(7s),

1
1—s

|PL(rs)|| = [[Ae™94(7s) — 26714 (7s)|| < (1 + ); (4.8)

which gives us the estimation || 7" b; [;"(¢; — s)Pi(7s)ds| < C. Finally, we have the
desired error bound

/0 " p(s)ds — TQu((rs)) = AO() + O,

which concludes the proof of Lemma 4.5. O

Using Theorem 2.1, we can improve Lemma 4.5 as follows.

Lemma 4.6. Under the hypotheses of Lemma 4.5, there exists a > 0 such that
| wto)ds = 1) = (—a) 0 + 0.
0

If additionally condition (4.2) is satisfied, then
| ts)s = rQuwtrs)) = (~a) -0 + 0.

Proof. We use Theorem 2.1, which states that for sufficiently small a > 0, WHP(Q) is
included in the domain of (—A)“, which does not involve any condition on the boundary.
One then obtains

1
7(1—)

(= 4) FeeT =4 (7s) || < [ AT (=A) Y (rs)|| < C

10



and
12(=A)*e™ 1A (rs)|| < [[2e™ A [[(—=A)*, ¢/ (75)]| < C

which gives

PGl = A2 8rs) =2 e )] < € (15 s )

instead of (4.7). Similarly, if condition (4.2) is satisfied, one obtains

[Pi(rs)]| = [(~A)* e 0= (rs) — 2(—~A)*e 1= (rs) | < (1 1o )

instead of (4.8), and this concludes the proof. O

4.2 Order one error estimate for the five parts Strang splitting

In this section, we prove that the five parts modified splitting (3.2) is of global order one
because this is needed in the proof of the global order of the method. We start to give
two estimations for the local error. To perform our convergence analysis, we need an exact
formula for (3.2). We expand each flow that appears in the Strang splitting,

o = 0L u(t) = uttn) + [ S0H i)
B = 67 (1) / F(8f (u(ta)) — ands,
on = §+q"<wn>: () / "9 g+ Das) = Ohzals)ds,
=) == [ s,
o

Un41 = ¢£ (Un) = vn + ) f(‘bg(@n)) — qnds.

We obtain the following exact formula for the numerical flow:
" T/2
Sr(u(tn)) = 2n(7) + €™ | u(tn) + /0 (f(¢£(u(tn))) - Qn) ds — z,(0)

T T/2
+ / e(Tis)A(Qn + Dzn(s) - atzn(s))ds + / (f(¢£ ({)n)) - Qn> ds. (49)
0 0
We define the local error at time ¢4, dp+1, as follows:

Ont1 = Srultn) — u(tni1)-

Using the formula (2.4) of the exact solution and formula (4.9) of the numerical solution
we obtain

1 T
st =5 [ 0] () — auds

11



4 /T e(T—s)A(qn — flu(ty + 9)))ds + ;/OT f(¢£/2(1~1n)) — qnds. (4.10)

0

Since all the integrands are uniformly bounded on [0, 7], we obtain the following result,
which states that the five parts modified Strang splitting (3.2) is locally of first order.

Lemma 4.7. Under the assumption of section 2, the five parts modified Strang split-
ting (3.2) satisfies the following local error estimate:

(anrl = 0(7')
We prove the next local error estimate we use in the theorem for the global error.

Lemma 4.8. Under the assumption of section 2, the five parts modified Strang split-
ting (3.2) satisfies the following local error estimate,

Sni1 = AO(T%) + O(7?).

Proof. In formula (4.10) of the local error, we use the trapezoidal quadrature formula to

approximate the integrals. By Lemma 4.5, the quadrature error made to approximate
Iy T4 (g, — f(u(ty, + 5)))ds is equal to AO(72) + O(72). We get

b1 = AL (f(ultn)) = an + F(8] p(u(t))) — an)

(eTA(Qn — f(u(tn))) + qn — f(u(tn + T))))
F(@0) = @+ F(9]5(00) = 4a) + AO(r?) + O(2).

Since gb{p(u(tn)) = u(tn) + O(1), f(u(ty + 7)) = f(u(ty,)) + O(7) and v, = u(t,) + O(7),
and expending e™ = Id + 7 Ap;(TA), we obtain

i1 = 5 (F(ultn) = 4u) + (g = Flu(ta)) + 5
2 2
+ 5 A (TA) (F(ultn)) = ga) + 5 Apr(rA) (@ — Fu(ta) + AO(7?) + O()

= AO(7%) + O(r?),

(f(u(tn)) - Qn)

which concludes the proof. O

Using Theorem 2.1 and Lemma 4.6, we can improve Lemma 4.8 as follows.

Lemma 4.9. Under the assumption of section 2, the five parts modified Strang split-
ting (3.2) satisfies the following. There exists a > 0 such that

Snr1 = (—A)T2O0(1%) + O(72).

Proof. Using Lemma 4.6, we can obtain that the quadrature error made to approximate
N =4 (g, — f(u(tn+5)))ds is equal to (—A)'=*O(72)+0O(7%). We then use Theorem 2.1
to bound %A@l(TA) (f(u(tn)) —aqn) + gAgol(TA)(qn — f(u(t,)). We obtain

lA@1 (T A) (f (u(tn)) = an) || < 1(=A) "2 (T AI(=A)* (f (w(tn)) = an)ll

This gives us the desired result. (]

12



Using the previous results for the local error, we can now prove the following order
estimation for the global error.

Proposition 4.10. Under the assumptions of section 2, the five parts modified Strang
splitting (3.2) satisfies

lup, —u(ty)|| < CT(1+|logT|) 0<nr<T.
The constant C depends on T but is independent on T and n.
Proof. The global error is defined as e,, = u, — u(ty).
ent+1 = Srty — U(tpy1) = Srupn — Srulty) + Sru(ty) — u(tns1) = Srun — Sru(ty) + Opt1-
Using the exact formula (4.9) for S;u,, and S;u(ty,), we obtain for e,1,
enil = e e, + E(un,u(ty)) + 6nt1,

with

B u(t)) = e [* (0] () = (o] (u(ta)))ds
4 [ #6f o6 0 621 0 67 0 6L (un)ds
0

- [P o gz o s ooz oot it )ds (@)

2

Let us bound E(u(t,),u,). We use the Lipschitz continuity of f and ¢l. For the first
integral in (4.11), we have

T

[ et - sttt s

< CTllen]|-

For the second integral that appears in (4.11), we observe that
¢l (u) — @2 (v) = u — 8¢, — v + 8¢, = u — 0.

We obtain

Writing the exact formula for gb?“’" oMo gb{, we have
2 2

/O " (@] 0 3™ 0 6P 0 677 0 6L () — F(9] 0 677 0 6P 0 677 0 6 (u(tn))ds

< O [[6P71 0 627 0 6L () — 6271 0 627 0 6L (u(ta) |
P 2 2 2

Cr 6297 0 679 0 6% (un) — 6P+ 0 627" 0 6L (u(tn)|

=Cr

T/2
&7t — u(ty)) + 7 /O F(& (un)) — F(& (ultn))))ds

13



< CTllen]|-

Therefore
| E(un, u(tn))| < Crllen]].

The global error e, satisfies the following recursive formula:

n—1 n—1
en = enTAeO + Z e(nfkfl)‘rAé-]ngl + Z e(nfkfl)TAE(uk’ u(tk))
k=0 k=0

This gives us, thanks to to previous estimation for || E(u, u(t;))|| and ||0x|| and since ||eg|| =
0,

n—1 n—1
llenll < e lleoll + > Nle™ #0850 all + > e DA E (ug, u(ts)) |
k=0 k=0

n—2 n—1
<D e FITAAOE) + O+ 110all + C7 ) llexl-
k=0 k=0

Since, by Lemma 4.7, ||0,]| = O(7) and using the parabolic smoothing property, we get

llen|l < CT2T§ L +nC7? + CT + C’Tnil llex]|
= — (n—k—-1r1 — )

We rearrange the second sum and observe that nC7% = C'7, which gives
n—1 n—1 1
<C Cr*y —+0r
lenll < TkZO lexll + C ; o+ Or

The second sum can be bounded as,

n—1

CTQZ S < CT/M ldac < CT/T ld:lc < Ct(1+ |log(1)]).
pt kT — s T S A
Using the discrete Gronwall’s lemma we obtain the desired result:
leall < CT(1+ [log(r)])e" VT < C7(1 + [log(7)])e“" = C7(1 + |log(7)]),
which concludes the proof. O
Using Theorem 2.1 and Proposition 4.10 we are now in position to prove Proposition 4.2,
which provides a first order estimation for the global error.

Proof of Proposition 4.2. We use Lemma 4.6 to remove the term log(7) in the global error
estimate. Indeed, we obtain,

n—1 n—1

1

leall < CT>° llexll +C7>> = T
k=0 k=1

We then estimate

) n—1 1 nr 1 T 1
— (67 (0%
Cr ; = < CT/T xl_adzr < C’T/T e de = C1(T* —7*) < Cr,
which concludes the proof. O
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Remark 4.11. In Lemma 4.12, to show that a function g, satisfying the boundary condi-
tion (3.3) or (3.4) satisfies the condition (4.2), we need to use Proposition 4.2, which we
prove using Theorem 2.1. To prove ||u, — u(t,)|| < CT2(1 + |log7|) without using Theo-
rem 2.1, we need a weaker condition that q, must satisfy, for ezample, f(u(t, +$)) — g =
On + O(7(1 + |log(7)])) with ¢, € D(A) and A¢yn, = O(1), instead of (4.2). We can then
prove, with the help of the bound, ||u, —u(t,)|| < C7(1+ |logT|), that a function satisfy-
ing (3.3) satisfies this new condition. We decide not to follow this approach as we think it
simplifies our arguments to only have condition (4.2) throughout the paper.

4.3 Analysis of the corrector function

We show that the conditions (3.3) and (3.4) for g, are properly chosen, that is ¢(s) =
qn — f(u(ty, + s)) satisfies the hypothesis (4.2) when one of those conditions is satisfied.
For that purpose, we use Proposition 4.2, which states that wu(t,) — u, = O(7). We stress
that no condition on ¢, is required in the proof of Proposition 4.2. We first consider the
boundary condition (3.3) for g,.

Lemma 4.12. Let g, be chosen such that (3.3) is satisfied,

[\

Bq, = *(Bqﬁi/z(un) — B(up)).

-
Let (s) = qn — f(u(tn +5)). Then 1(s) = ¢ + O(7) with ¢, € D(A) and Ag,, = O(1).

Proof. We observe that

2 2
f(un) = 7¢jl” (un) - —Up + O(T)
T 32 T

We obtain, with Proposition 4.2, that

Flultn +5)) = flun) + O() = 26L () = Zun + O(r).

3

We define ¢,, as follows,

2 2

bn = qn — (?b{ (un) — Un> .

T2 T

Since B(g, — (%qﬁé (un) — 2up)) = 0, ¢y, is in D(A). Furthermore, a simple calculation yields
2
[Adn|l < C.

Therefore Ag,, = O(1). O

We now consider the boundary condition (3.4) for the corrector functions.

Lemma 4.13. Let g, be chosen such that (3.4) is satisfied,
2 pat
Bg, = ;(Bd).,-/g(un) - bn)

Let 0(s) = gn — f(u(tn +5)). Then 1(s) = ¢n + O(T), with ¢, € D(A) and Ag, = O(1).

15



Proof. The proof is conducted by induction. Since Bug = by, we know by Lemma 4.12 that
the result is true for n = 0.

We assume that the statement is true for n = 0,...,k — 1. Let us show that it is true
for n = k. We write the exact formula for gbé (ug) in function of vx_; and gy:

T

¢ 2

(ur) = vp—1 —

[SIE R

-
-
dir+ [ F(6d 0 = o)),

0
We then apply the midpoint quadrature formula to the integral and obtain an error of size
O(72) since f is twice continuously differentiable:

(Vhot — —qe1)) — =1 + O(72).

¢2 (ug) = vk—1+7f(¢ 5 5

SRR

We observe that qﬁé (Vk—1 — §qr—1) = ug. Since by Proposition 4.2, u, = f(u(ty)) + O(7)
2
and since f(u(tx)) = f(u(tg—1)) + O(7), we obtain

OF (ur) = v + 5 Fu(te)) + 5 (ulte1) = Sai-1 + O().

Since Buy_1 = by, and since by hypothesis f(u(tx—1)) — gx—1 = ¢r—1 + O(7) with ¢p_1 €
D(A) and A¢r_1 = O(1), we obtain

Bai=2(Bugr — bi) + BI(u(te)) + Bf u(ts 1) — Bar + BO(r) = Bf (u(tx)) + BO(7).

We can therefore decompose qx as qx = i + ri, where Bgr = Bf(u(ty)) and ry, = O(7)
and choose ¢ = @ — f(u(tx)). Then B¢y = 0 and a simple calculation yields ||A¢g| < C.
This concludes the proof. O

4.4 Order two error estimate for the five parts modified Strang splitting

The following lemma is an estimation of the local error for the modified Stang splitting,
which states that the five parts modified Strang splitting (3.2) is locally a method of second
order.

Lemma 4.14. Under the assumption of section 2, the five parts modified Strang split-
ting (3.2) satisfies
Sni1 = O(T).

Proof. In the exact formula of d,41 (4.10), we use the left rectangle quadrature formula
for the first and third integral and a right quadrature formula for the second integral. By
Lemma 4.4, the quadrature error is O(72). We get

Gt = AT (f(ultn)) = @) +7(an = Flultn + 7)) + Z(F(a) = 42) + O(r2).

Expending €™ and u(t,) around 7, that is, €™ Z(f(u(tn)) — @n) = T(f(u(tns+1)) — qn) +
O(1?), we obtain the following result:

T

Opt1 = §(f(17n) — f(ultns1)) + O().
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We use the exact formula for ¢, and u(,+1) and the Lipschitz continuity of f:

-
H(Sn—&-l” < 05

e 2 f (25f u - ds + e( s)A qn — u + s S
/ ( ( S( <tn))) qn) / T ( n f( (tn )))d H
+ 0(7'2).

Since the integrands are uniformly bounded on [0, 7], we get 8,11 = O(72), which concludes
the proof. O

The following lemma gives the second local error estimates that we need in the proof
for the global convergence of the method.

Lemma 4.15. Under the assumption of section 2, the five parts modified Strang split-
ting (3.2) satisfies

Sni1 = AO(T?) + O(73).
Proof. We start as in the proof of Lemma 4.8, by using trapezoidal quadrature formulas to
approximate the integrals in formula (4.10) of the local error. By Lemma 4.5, the quadrature

error made to approximate [ ™94 (q,, — fu(t, + 5)))ds is equal to AO(73) + O(13). We
get

b1 = L (F(ultn)) = @u + F(8] )y (ut))) = an)

+ g (eTA(qn — fu(tn))) + qn — f(u(tn + 7_))))

+ 7 (F0) = an + F(6L (50)) = 4a) + AO() + O(+)

By Lemma 4.14, we have the following equality:

F(@! 13(50)) = F(Se(u(tn))) = f(ultn +7)) + O(). (4.12)
We obtain
i1 = €A 20 o (ultn))) = ga) = 37 (F (lta)) — 4a)
+ 2 (f () = an) = S (fultn +7)) = aa) + AO(r%) + O(7?).

We observe that Ze™(f(u(tn)) — ¢n) + 5(f(u(tn + 7)) — ¢s) is the trapezoidal quadrature
formula for fOT e(T*S)A(f(u(tn+s))) ¢n)ds and that €747 (f(¢T/2( w(tn)))—=qn)+5(f(0n)—an)
is the trapezoidal quadrature formula for fT o7 S)A(f(gé{T 52 © ¢s/2" ¢D+q" ¢s/2
0 y(ulta))) — ga)ds. Since ¢ 0 678 0 DT 0 61 0 67 (ult) = u(ta) + O(7),
the second integrand satisfies the hypotheses of Lemma 4.5, by Lemmas 4.12 and 4.13.
Applying Lemma 4.5, we therefore have a quadrature error of the form AO(73) + O(73),

1 T —S —An —4n
b1 = 5 / TIF (B 063" 0 g7 061 0 6L (ultn))) — an)ds
0 3 2 2 2
1

-3 /0 ST F(utn + 5))) — qn)ds + AO(F) + O(F).
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Applying the midpoint quadrature method to both integrals, we obtain

bt = TR (S (S5 (ulta) = ) = T3 (S (ultn + 1)) = 4a) + AO() + O().

A~

Using Lemma 4.14, the Lipschitz continuity of f, and the boundedness of e24 we have the
desired result,

bni1 = AO(T) + O(13),

which concludes the proof. O

We now improve Lemma 4.15 as follows using Lemma 4.6 instead of Lemma 4.5 for the
quadrature error.

Lemma 4.16. Under the assumption of section 2, the five parts modified Strang split-
ting (3.2) satisfies the following. There exists a > 0 such that

Oni1 = (A0 + O(3).

Using the previous results for the local error, we can prove Proposition 4.3. It is the
main global error estimate that we obtain without using Theorem 2.1.

Proof of Proposition 4.3. The proof is similar to the proof of the Proposition 4.10, except
for the bounds of the local errors 4y, since if (3.3) is satisfied, 6 = AO(73) + O(73) and
8, = O(7%). Hence

llen]| < CT2(1 + [log(7))e™ VT < C72(1 4 [log(r))e”" = C*(1 + |log(7))),
which concludes the proof. O

Proof of Theorem 4.1. We follow the proof of Proposition 4.2, using Lemma 4.16 to remove
the log(7) term in the global error estimate of Proposition 4.3. O

5 Numerical experiments

In this section we perform several numerical experiments in dimension d = 1,2 to illustrate
the performance of the five parts modified Strang splitting (3.2) when applied to diffusion
problems with various nonlinearities. The norm we use to compute the numerical error is

1wl oo 0,17, 22(2)) = sup [[u(®) |l z2(q),
te[0,7)

where we use the trapezoidal rule to approximate the L?(2) norm. Considering the domain
(0, 1)d equipped with an uniform spatial grid with size Ax, we use the usual second order
finite difference approximation of the Laplacian. We compute the diffusion flows in time
exactly using the Matlab package described in [9] for approaching matrix exponentials and
the ¢1 matrix function (2.3).

18



In the numerical experiments that follow, we denote the classical Strang splitting (1.2)
by Strang, the modified Strang splitting (1.7) constructed in [2, 3] by StrangMS3, the five
parts modified Strang splitting (3.2) with correction (1.2) by StrangM5a and the five parts
modified Strang splitting (3.2) with correction (1.3) by StrangM5b. In Table 1, we recall
the number of evaluations of the diffusion flows (1.5, 1.8) and the number of evaluations
of the source term flows (1.4, 1.6) required at each step of the algorithm for the four
considered numerical methods. We also collect the total number of flows after n steps,
where we consider that the correction steps (3.1) are negligible. We recall that for Strang
and StrangM¥bb, only one evaluation of the diffusion flow and one evaluation of the source
term flow is needed after the first step, due to the semigroup property of the exact flows
(see Remark 3.2).

Splitting methods Diffusion flows | Source term flows | Total number of
for one step for one step flows for n steps
Classical Strang (1.2) 1 1 2n+1
StrangM3 (1.7) 2 1 3n
StrangMba (3.2, 3.3) 1 2 3n
StrangMb5b (3.2, 3.4) 1 1 2n+1

Table 1: Number of evaluations of the diffusion flows (1.5, 1.8) and of the source term
flows (1.4, 1.6) needed by the considered splitting methods.

A quadratic nonlinearity (see Figure 1) First, we apply the splitting methods Strang (1.2),
StrangM3 (1.7), StrangM5a (3.2, 3.3) and StrangM5b (3.2, 3.4) to a problem given in [3,
Example 5.2]. We then change the nonlinearity to see how the splitting methods behave.
The non linearities we consider are f(u) = u? and f(u) = 5u®. The case f(u) = u? is
the one presented in [3, Example 5.2]. We perform the experiment with mixed boundary
conditions, u(0) = 1, d,u(l) = 1. We choose a smooth initial condition that satisfies the

prescribed boundary conditions. We obtain the following equation with m =1 and m = 5.

Opu(x,t) = ppu(x,t) + mu(z,t)?,
u(0,t) =1, Opu(l,t) =1,
2 2 1
=14—-—-= —7r). 1
u(z,0) + i cos(27rm) (5.1)
The correction we use for StrangMS3, given in [3] for m = 1, is g, = m + 2mau,(1). We
use 500 spatial points to discretize the interior of 2. We compute the solution at final time
T = 0.1. The chosen time steps are 7 = 0.02-27% &k = 0,...,6. The reference solution
is computed with the classical fourth order explicit Runge-Kutta method and a very small
time step 7 = 0.02 - 27 ~ 1079, In the splitting algorithms, we use the analytic formulas
for computing the flows ¢ (u,) and ¢L 9" (uy,).
2
We observe in Figure 1 that the splittings StrangM$3, StrangMba and StrangM5b are
all of order two compared to the classical splitting Strang. The methods StrangM5a and
StrangM5b have a slightly worse constant of error compared to the splitting StrangM8 of [3]

for f(u) = u?. Recall that StrangM3 costs two diffusion flows per time step while Strang,
StrangMba and StrangM5b cost only one. For f(u) = 5u?, StrangMba and StrangM5b be-
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Figure 1: Comparison between the splitting methods Strang (1.2), StrangM3 (1.7),
StrangMba (3.2, 3.3) and StrangMbb (3.2, 3.4) when applied to problem (5.1) for m =1
and m = 5 on [0,1] with inhomogeneous mized boundary conditions. The convergence
curves of StrangMba and StrangM5b overlap. Reference slopes one and two are given in
dotted lines.

come a lot more accurate.

A meteorology model with an integral source term (see Figure 2) We apply the
splitting methods  Strang (1.2), StrangM3 (1.7), StrangMba (3.2,3.3) and
StrangM¥5b (3.2, 3.4) to a problem presented in [10, Equation 3.1], where we replace the
left Dirichlet boundary condition u(0,t) = 2(2 — v/t) by u(0,t) = 2(2 — t) to have a time
continuously differentiable boundary condition. The considered differential equation is the
following

= — 1u s T S
(1) = Opai(z, 1) /O (50
w(0,0) =22 1), Opu(l,t) =0,
u(z,0) = 2(cos(mx) + 1), (5.2)

for @ = [0,1]. We choose 500 points to discretize the interior of [0,1]. We then apply
the splitting methods with different time steps 7 = 2-1072.27% k = 0,...,6. The
reference solution is computed with the classical fourth order explicit Runge-Kutta method
and a very small time step 7 = 0.02 - 271 ~ 1076, To solve the integral, we use the
trapezoidal quadrature formula with the 502 nodes given by the space discretization. To
solve yu = f(u) and dwu = f(u) — ¢, we apply five steps of the classical order four
explicit Runge-Kutta method with a time step {;. Note that we compute dyu = f(u) and
Owu = f(u) — g, with more precision than is needed in practice to emphasize on the error
of the splitting itself. Instead, one can simply use one step of a second order Runge-Kutta
method. We compute the solution at final time 7" = 0.1.

We observe in the left picture of Figure 2 that the modified splitting StrangM3 given
in [3] has a slightly better constant of error than StrangM5a and StrangMb5b. In the right
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Figure 2: Comparison between the splitting methods Strang (1.2), StrangM3 (1.7),
StrangMba (3.2, 8.3) and StrangM5b (3.2, 3.4) when applied to the integro-differential
equation (5.2) with time dependent boundary conditions. Reference slope ones and two are
drawn in dotted line. On the right picture, we compare the error with the number of eval-
uations of the diffusion flows (1.5, 1.8) and the number of evaluations of the source term
flows (1.4, 1.6) computed during the time integration.

picture of Figure 2 however, we recover that the splitting StrangM¥5b requires less evaluations
of the flows to obtain a given precision (see Table 1 and Remark 3.2). Since both flows
have similar computational costs, the splitting StrangM5b is slightly more accurate for the
same computational cost. Moreover the construction of the correction g, for the splitting
StrangM5b requires less computational cost and is easier to implement than the correction
qn of StrangM3 given by (1.9). Indeed, one needs then to evaluate f on the boundary at
each step of the algorithm.

Case of a stiff nonlinearity (see Figure 3) In the next experiments, we compare
Strang (1.2), StrangM3 (1.7), StrangMba (3.2, 3.3) and StrangM¥5b (3.2, 3.4) when applied
to a stiff problem in a two dimensional domain € = [0, 1] x [0, 1]. We choose the nonlinearity
f(u) = (1 — M sin(mx) sin(my))u? where M = 1 in the nonstiff case and M = 100 in the
stiff case. We impose Dirichlet boundary conditions on the left boundary and Neumann
boundary conditions on the bottom, top and right boundaries. The boundary conditions
are chosen to be consistent with the initial condition ug = # We obtain the following
problem

Owu(z,y,t) = Oppu(x,y,t) + Oyyu(z,y,t) + (1 — M sin(nz) sin(my))u(zx, y, t)2,

14¢Y 1
w0y, ) = —-5, Ouullyt) = 5, Ouu(w0,0) = —5, duule,1t) =,

e’ +eY
u(@,y,0) = —5—, (5.3)

where z,y € , t € [0,T] and with M =1 or M = 100. The correction functions g, are
constructed with a multigrid iterative smoothing algorithm, analogously to [3, Algorithm
1]. We recall that the method StrangM3 in [3] was proposed for nonstiff nonlinearities.
Indeed note that g, is of size O(M) and becomes large for the stiff case M = 100. For
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Nonstiff case M = 1. Stiff case M = 100.
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Figure 3: Comparison between the splitting methods Strang (1.2), StrangM3 (1.7),

StrangMba (3.2, 3.3) and StrangMb5b (3.2, 3.4) when applied to equation (5) with M =1
and M = 100, on [0,1]? with inhomogeneous mized boundary conditions. Reference slopes
one and two are given in dotted lines.

instance in dimension one, on the domain [0, 1] with f(u) = (1—M sin(rx))u? and boundary
conditions u(0,t) = 1, d,u(1,t) = 1, one obtains g, = 1 + (Mmu,(1)? + 2u,(1))z. We use
a mesh with size Ax = ﬁls to discretize the interior of 2. We compute the solution at final
time 7' = 0.1. The chosen time steps are 7 = 0.1-27%, k=0, ..., 8. The reference solution
is computed with the classical fourth order explicit Runge-Kutta method and a really small
time step 7 = 0.1 - 2714 ~ 107%. In the splitting algorithms, we use the analytic formulas
of ¢F (un) and ¢7 7" (un) .

We observe in the top pictures of Figure 3 that StrangMba and StrangM5b are slightly more
accurate than the modified Strang splitting StrangM3 for M = 1 and drastically more
accurate for the stiff case M = 100. Indeed, as explained above, in this later stiff case,
the accuracy of the splitting StrangM3 deteriorates due to the large correction involved.
Moreover, in the bottom pictures of Figure 3, we observe that for the same number of
evaluations of the diffusion flows, StrangM5b is more accurate than all the other methods
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also for M = 1. Indeed, here, the diffusion flows dominates the total cost and we recall
that StrangM5b only requires one evaluation of the diffusion flow and one evaluation of the
source term flow at each step (see Table 1 and Remark 3.2), analogously to the classical
Strang splitting Strang.
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