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Efficient approximation of flow problems with
multiple scales in time

S. Frei* T. Richter!

In this article we address flow problems that carry a multiscale character in time. In
particular we consider the Navier-Stokes flow in a channel on a fast scale that influences
the movement of the boundary which undergoes a deformation on a slow scale in time. We
derive an averaging scheme that is of first order with respect to the ratio of time-scales
€. In order to cope with the problem of unknown initial data for the fast scale problem,
we assume near-periodicity in time. Moreover, we construct a second-order accurate time
discretisation scheme and derive a complete error analysis for a corresponding simplified
ODE system. The resulting multiscale scheme does not ask for the continuous simulation of
the fast scale variable and shows powerful speed-ups up to 1:10 000 compared to a resolved
simulation. Finally, we present some numerical examples for the full Navier-Stokes system
to illustrate the convergence and performance of the approach.

1 Introduction

We are interested in the numerical approximation and long-term simulation of flow problems that carry
a multiscale character in time. Such problems appear for example in the formation of atherosclerotic
plaque in arteries, where flow dynamics acting on a scale of milliseconds to seconds have an effect on
plaque growth in the vessel, which typically takes place within a range of several months. Another
application is the investigation of chemical flows in pipelines, where long-time effects of weathering,
accelerated by the transported substances, cause material alteration.

These examples have in common, that it is computationally infeasible to resolve the fast scale over
the whole time interval of interest. In the case of atherosclerotic plaque growth, a suitable time-step
of 2—10 s would require nearly 10° steps to cover the period of interest, which is at least 6 months.

Inspired by the temporal dynamics of atherosclerotic plaque growth, we will consider the flow in
a channel whose boundary is deformed over a long time scale. This deformation is controlled by the
concentration variable wu(t) that is governed by a simple reaction equation and that depends on the
fluid-forces

v(0) = vy, divv=0, pOv+(v-V)v)—dive(v,p)="f in Q(u(t))

u(0) = 0, u' = eR(u,v). (1)
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Figure 1: Configuration of the test case. We study flow in a channel with a boundary I' that depends
on a concentration variable u. This u follows a simple reaction law with a right-hand side depending
on the wall shear stress on I' 4.

Here, p is the density of the fluid, o = pv(Vv + Vv!) — pI the Cauchy stress with the kinematic
viscosity v and R(v,u) > 0 a reaction term describing the influence of the fluid forces (namely the wall
shear stress) on the boundary growth. The growth term R(-,-) it modeled such that |R(-,-)| = O(1):

-1 - L -
R(u,v) = (1+u)" (1+|owss(V)[?) ", owss(v)=o0;" / pv (I — it ) (Vv + Vvl)iido, (2)
r
where 77 denotes the outward facing unit normal vector at the boundary I'. The parameter og > 0 will
be tuned to give |owgs(v)| = O(1), see Section |5, The domain 2 = Q(u(t)) depends explicitly on the
concentration u(t). We show a sketch of the configuration in Figure I, The flow problem is driven by
a periodic oscillating inflow profile of period 1s

v =vP on Ty, with vP(t) = vP(t + 1s).

This period describes the fast scale of the problem. By ¢ <« 1 we denote a small parameter that
controls the time scale of the (slow) growth of the concentration, i.e. |[u/| = O(e) and T = O(e™!)
is the expected long term horizon. While the problem itself is strongly simplified compared to the
detailed non-linear mechano-chemical FSI model of plaque-growth [8, 50, [17], we choose the parameters
in such a way that the temporal dynamics are very similar.

The structure of this article is as follows: In Section [2]we introduce a simple model problem consisting
of two coupled ODESs, that are related to , and for which we will be able to conduct a complete error
analysis. Moreover, we discuss some of the available approaches in literature and outline the multiscale
algorithm developed in this article. In Section [3| we derive the effective long term equations and give
an error analysis on the continuous level. In Section [4] we describe the temporal discretisation of the
multiscale scheme and show optimal order convergence in all discretisation parameters: mesh size h,
time step size k for the fast problem and time step size K for the slowly evolving variable. In Section
we apply the multiscale scheme to the complex problem introduced in Section [2, which is based on
the Navier-Stokes equations. We show numerically optimal-order convergence in agreement to the
theoretical findings for the simplified system. We conclude with a short summary and a discussion of
some open problems.

2 Time scales

In this section we start by analyzing the temporal multiscale character of the plaque formation problem.
We simplify the coupled problem and introduce a model problem coupling two ODEs. Then, we present




various approaches for the numerical treatment of temporal multiscale problems that are discussed in
literature. Finally we sketch the idea of the multiscale scheme that is considered in this work, which
fits into the framework of the heterogeneous multiscale method.

2.1 A model problem

To start with, we introduce a simple model problem, a system of two ODEs that shows the same
coupling and temporal multiscale characteristics as the full plaque growth system

u(0) = uo, u'(t) = eR(u(t), v(t)) (3a)
v(0) = vo, V() + Mu(®)v(t) = £(1), (3b)

where f(t) = f(t+ 1) is periodic and R(-,-) is given by
R(u,v) = (1+ u)_l (1+ 02)_1. (4)
For the reaction term it holds |R(u,v)| < 1. The parameter A(u) > A9 > 0 depends on the concen-
tration u. We will assume that the relation u — A(u) is differentiable and that the derivative di‘iglu)

remains bounded.

In Section we will argue that this system can indeed be considered as a simplification of the full
plaque growth system by neglecting the nonlinearity and by diagonalizing the resulting Stokes equation
with respect to an orthonormal eigenfunction basis. Moreover, if we introduce 7 = et, v (7) = v(t),
ur(7) = u(t) as well as f-(7) := f(t) we can scale this system to

v7(0) = vg, ur(0) = ug, V.4 e Nur)v, =€ 1 fr, ul = R(ur,vy), (5)

which reveals the typical character of ODE systems with multiple scales in time as discussed in [14} [].
In the language of the heterogeneous multiscale method (HMM), see also [15], such a problem is called
a type B problem and it is characterized by the acting of fast and slow scales throughout the whole
(long) time span [0,7] in contrast to problems with localised singular behavior. Since |R| = O(1)
it holds |u’| = O(1) and u, describes the slow variable while |v}| = O(e™!) indicates the fast and
oscillatory variable.

2.2 Numerical approaches for temporal multiscale problems

While multiscale problems in space are extensively studied in literature, see e.g. [10, 38], less works are
found on problems with multiscale character in time. Some literature exists that uses a homogenisation
approach based on asymptotic expansions in time for viscoelastic, viscoplastic or elasto-viscoplastic
solids [22] [52], (3 24]. Under suitable assumptions, the short-scale part of the multiscale algorithm
becomes stationary for this class of equations, such that difficulties to define initial values on the short
scale are avoided.

Multirate time stepping methods [20] split the system into slow and large components and use differ-
ent time step sizes according to the dominant scales. All scales are still resolved on the complete time
interval. Since the fast scale of problems which requires a small time step is the computationally
intensive Navier-Stokes equations and since the scales are vastly separated, such multirate methods
are not appropriate for the problem under investigation.

In the context of continuum damage mechanics, processes with high frequent oscillatory impact can
be approached by block cycle jumping techniques [33], where a large number of cycles is skipped and
replaced by linear approximation of the damage effect. An overview of different techniques is given




in the first two introductionary sections of [7]. These approaches do not resolve the complete system
on full temporal interval but reside on local solutions. This gives rise to the problem of finding initial
values.

If the time scales are close enough that the short-scale dynamics can be resolved within one time step
of the long-scale discretisation, the Variational Multiscale Method |28, 6] or approaches that construct
long-scale basis functions from the short-scale information [39, 2] are applicable. Similar algorithms
are also used to construct parallel-in time integrators, for example the parareal method [35]. In this
work, we are interested in problems with a stronger scale separation, where the resolution of the short
scale within a long-scale interval is very costly up to computationally unfeasible.

Only very few numerical works can be found concerning flow problems with multiple scales in
time. An exception are the works of Masud & Khurram [36] [31], where the Variational Multiscale
Method is applied, assuming again that the time scales are sufficiently close. On the other hand,
several theoretical works exist that show convergence towards averaged equations for specific flow
configurations in the situation that the ratio of time scales € = %ﬁfg tends to zero, see e.g. [29, O, [34],
however without considering practical numerical algorithms or discretisation.

A common numerical approach is to replace the fast problem by an averaged one using a fixed-in-time
inflow profile [50} 8]. Tt is however widely accepted and also confirmed in numerical studies [17] that
such a simple averaging does not necessarily reproduce the correct dynamics. In [I7] we presented a
first multiscale scheme for the approximation of such a problem, however with a focus on the modelling
of a full closure of the channel and without any analysis on the robustness and accuracy. Similar
algorithms can be found in Sanders et al [44] and by Crouch & Oskay [11] in different applications. In
this work, we will derive an improved algorithm in a mathematically rigorous way, including a detailed
error analysis for both modelling and discretisation errors. To our knowledge this is the first time that
the interplay between modelling errors of the temporal multiscale scheme and temporal discretisation
errors on both scales is analysed.

One of the most prominent class of techniques is the heterogeneous multiscale method (HMM) [15,
14l [T, [16] that aims at an efficient decoupling of macro-scale and micro-scale, where the latter one
enters the macro-scale problem in terms of temporal averages. Typically, the procedure is as follows:
one determines the fast and the slow variables of the coupled problem. For the slow variables an
integrator with a long time step AT = T, 11 — T}, and good stability properties is used. At each of
these macro time steps, the fast scale problem is initialized based on the current slow variable and
solved on the interval I} := [T),,T,, + n]. Finally, the fast variable output on I;! is averaged to yield
the effective operator for the slow scale problem.

The efficiency of the resulting HMM scheme depends on the choice of 1 which indicates the scale to
allow for equilibration and adjustment of the micro model. Too large values will reduce the efficiency,
too small values will limit the accuracy. The underlying problem is the lack of initial values at the
new macro step for the fast scale, which in our case or (3), is the oscillatory velocity v(t) and v(t),
respectively. The realisation presented in this article is based on time-periodic solutions to the micro
problem. Instead of solving the microscale problem on an interval I;] at macro step 7}, we aim at a
localised solution of the fluid problem that satisfies a periodicity condition in time. This approach
allows us to conduct a complete error analysis of the resulting scheme when applied to the simplified
model problem ({3).

2.3 Outline of the multiscale scheme

We conclude this section by briefly describing the multiscale algorithm that is considered in this article.
The derivation given here is based on problem . We start by defining the slow variable as average




of the concentration w(t)

This gives rise to the averaged equation for the long term dynamics

t+1
() = /t eR(u(s), v(s)) ds (7)

A time integration formula with a macro time-step is used to approximate this equation. Two approx-
imation steps are performed to reach an effective equation. First, the reaction term in is evaluated
in U(t) instead of u(s) and second, the fast component v(s) will be replaced by the localised solution
of the time-periodic problem obtained for a fixed value of U(t):

U;](t) + )\(U(t))UU(t) = fin [0, 1] with vU(t)(l) = Vy(t) (O) (8)

These approximations will be discussed and analysed in the following section. Assuming that ([7]),
approximated in these two steps, is integrated with the forward Euler method, a macro time step is

given by
Tn

U = Un1 + (Tp — To_1) / R(Un_1,00. ,(5)) ds. )
Tn-1

2.3.1 Motivation for the locally periodic approximations

Due to the nonlinearity of the reaction term R(-,-), the micro-scale variations in v(s) can not simply
be averaged. Instead the velocities v(s) need to be computed on the fast scale in each macro step
Tn_1 — Ty, in order to obtain a good approximation of the integral on the right-hand side of . A
computation of v(s) over the complete interval [T},_1,T,] is however unfeasible for small e. For this
reason, the imposition of accurate initial values v(T,,) for the fast-scale problem is not straight-forward.
Neither the short-scale velocity v(T},—1) from the previous macro-time step nor an averaged quantity
V(T,) can guarantee a sufficiently good approximation for v(7},). In practice, a relaxation time 7 is
frequently introduced (see for example [16] [I]), in order to improve the initial values by means of a
few forward iterations.

As an alternative, we propose to introduce the time-periodic fast-scale problem . This has the
advantage that in principle only one period of the fast-scale problem needs to be resolved per macro-
step. We can show theoretically (Lemma 8) that the approximation error introduced by the periodic
problem is of order e. Efficient approximations of these time-periodic problems will be discussed in

Section .3

2.3.2 Abstract multiscale scheme

We conclude this section by formulating the abstract multiscale scheme that can be applied to both
problems, the plaque growth system and the simplified model problem.

Algorithm 1 (Abstract Multiscale Scheme). Let 0 =Ty < Ty < --- < Ty =T be a partition of the
macro interval with uniform step size K =T, —T,,_1. Further, let Uy := ug be the initial value of the
slow variable. Iterate forn =1,2,...

1. Solve the time-periodic problem or for vy, .




2. Fvaluate the reaction term
1
Root = [ RUwrvu, () ds
0

3. Forward the slow variable with an (explicit) one-step scheme

Un = ]:(K, Unfl; Rnfl)

The structure of the time integrator F depends on the system of equations and the time-stepping
method. For simplicity, we have formulated the algorithm for an explicit time integrator in the slow
variable. The use of an implicit time stepping scheme would require an iterated evaluation of the
periodic problem for updated values of U,. In the case of r-step schemes periodic solutions vy,
would be required for k =1,...,r.

Remark 2. We note that the proposed algorithm does not compute an average of the fast variable v.
An approzimation to v is only computed on the short periodic interval of the fast-scale as vy, _, (Step
1). The slow variable u, on the other hand, is only computed on the slow scale as average U (Step 3).

The typical behaviour of the slow and fast variables is illustrated in Figure [2[ (top). On the bottom
of Figure 2] the multiscale algorithm is visualised, including the transfer of quantities between the slow
and the fast scale. For ease of presentation a large € has been chosen for the purpose of visualisation.

To conclude this section we anticipate the main result of the analysis given below. For the com-
bination of the second order Adams-Bashforth rule for the discretisation of the slow problem and
the Crank-Nicolson scheme for the fast problem we will show optimal convergence of the resulting
multiscale scheme:

|Un —u(T)| = O(e) + O(2K?) + O(k?) + O(tolp).

By K we denote the step size of the macro solver, k is the step size of the micro solver and by tolp
we denote the tolerance of the periodicity constraint: max,, vy, (1) — vy, (0)| < tolp.

3 Derivation and analysis of the effective equations

In this section we derive the temporal multiscale scheme that has been outlined in the previous section.
We will discuss the coupled Navier-Stokes problem on the evolving domain ©(u), problem and the
reduced ODE system side by side. Whenever results apply to the ODE system only, we will clearly
mention this. We start by collecting some preliminary assumptions on the underlying problems.

3.1 Preliminaries

Assumption 3 (Reaction term). Let Upqz < 00 be a mazimum concentration. Let 0 < u < Upqe and
v € X (X =R for the model problem, X = H*(Q) for the plaque growth problem). The reaction term
18 bounded

[R(u, v)| < Cagy, (10)

and Lipschitz continuous in both arguments
[R(u1,v) = R(ug, v)| < Cagplur —ua|,  [R(u,v1) = R(u, va)| < Cagplv1 — va| x, (11)

where the constant C does not depend on €.
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Layout of the multiscale problem. The fast variable v(¢) (top) and the “slow” variable u(t) (bottom)
couple on the complete long time interval I = [0,7]. The “slow” variable is also oscillating, but the
oscillations are small, of size O(¢e). The fast variable is locally nearly periodic.

vy (1) vy (1) vy, (1) vy (1)
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Figure 2: Construction of the multiscale scheme: 0. The slow variable U(t) is discretised with a
time-stepping scheme with macro step size K > 1. 1. In each step the current slow state U,_; is
transferred to the fast problem (top) and a periodic solution vy, , is computed on [T},—1,T,—1 + 1]
as approximation for v(t). 2. The averaged reaction term R,_1 = R(vy, ,) is computed from vy,
and transferred to the slow problem (bottom). 3. The slow variable U, is updated by the macro step
Th_1—T,.

Assumption (3| is easily verified for the simplified reaction term . A proof for Navier-Stokes case
will be given in Section [5.2

Remark 4 (Generic constants). Throughout this manuscript we use generic constants C. These
constants may depend on the domain ), the maximum concentration Umq., the right hand side f
and the Dirichlet data. They do, however, not depend on the solution, the scale parameter € or the




discretisation parameters that will be introduced in the remainder of this article.
We further assume that the isolated micro problems allow for a unique periodic solution:

Assumption 5 (Periodic solution). Let u € R with 0 < u < Upq,. We assume that there exist unique
periodic solutions v,, € C([0,1]) to

Opvy + AMuw)vy, = f in [0,1], vy (1) = v,(0), (12)

as well as solutions v, € H?(Q(u), p, € H (Q(u)) to the incompressible Navier-Stokes equations

Vevy=0, p0vy+ (vy V)vy)—dive(vy,p,) =1 in [0,1] x Q(u) (13a)
vy =vP on [0,1] x 0Q(u) (13b)
vy (1) = vy (0) in Q(u) (13c)

Both solutions are uniformly bounded in time

sup ()] < C, sup (Ival®)llmee) + Ipu(®) (o)) < C. (14)
te[0,7) te[0,7

For the ODE problem , the existence of a unique periodic solutions follows from the evolution
of w(t) = v(t+ 1) — v(t) which fulfills w’ + A(u)w = 0 and thus vanishes, see [42]. For a discussion on
the Navier-Stokes equations we refer to Section

3.2 Derivation of an effective equation

We introduce the averaged concentration

Usmg and (| . respectively, and inserting :i:R( ) we have

t+1 t+1 t+1
U'(t) = /t eR(u(s),v(s))ds :/t eR(U( ) ds— /t t),v(s)) — R(u(s),v(s))) ds.

Lemma 6 (Averaging error). Let u € C1([0,T]), v € C([0,T]; X) and let Assumption[d be satisfied.
Then, it holds

ma| [ " BU©).v() - Rlu().v(s) ds| < e
with a constant C' > 0 that depends on Assumption[3.
Proof. By Lipschitz continuity of R(-,-) in the first argument it holds
[R(U(t),v(s)) = R(u(s), v(s))| < Clu(s) = U(#)]. (15)

We estimate

t+1 t+1 | pt+1 t+1 | pt+1
/ ]u(s)—U(t)\ds:/ / (u(s) — u(r)) dr ds—/ / / ) dzdr| ds < Ce, (16)
t t t
where we used , such that a combination of and shows the assertion. O




We can thus approximate the averaged evolution equation for U by
t+1
U'(t) = / eR(U(t),v(s))ds + Q2. (17)
¢

The benefit of introducing the periodic solution lies in a localisation of the fast scale influences. Given
an approximation U, at time T, the micro scale influence (v, ,py, ) can be determined independent
of the last approximation (v, ,,pu,_,). We approximate the averaged equation by inserting the
periodic solution vy (s) for a fixed value U (t)

t+1 t+1
U'(t) = / eR(U(t), vy (s)) ds + / e(RU(t),v(s)) — R(U(t), vy (s))) ds + De?. (18)
t t
We will show that the second remainder

t+1
max ’ /t e(R(U(t), v(s)) — R(U(t), VU(t)(S))) ds (19)

is also of order @¥e?. The analysis is presented for the ODE system in the following section
(Lemma |§| and . Extensions to the full system are discussed in Section |5 Having shown that
the average U (t) satisfies the equation

U'(t) = /t " eR(U(t), v (s)) ds + e (20)

we define the effective equation for the approximation of U(t) by neglecting the remainder of order
O(€?), i.e. by the equation

t+1
U'(t) = /t eR(U(t)ij(t)(s)) ds, U(0) = up. (21)

In Lemma we will estimate the error resulting from skipping the remainder O(€?) in . We
further note that the initial values U(0) = up and the averaged initial fol u(s)ds do not necessarily
coincide. Instead, deals with an offset of order O(e):

/01 u(t)dt = /Olu(O) —1—/081/(3) dsdt = up + Qe. (22)

3.3 Analysis of the averaging error for the model problem

In this section, we outline the ideas for showing convergence of the multiscale scheme, Algorithm
As mentioned above the analysis for the Navier-Stokes/ODE system is beyond the scope of this work.
Instead we consider problem . One reason is the lack of unique periodic solutions (v (s), pu()(s))
for larger Reynolds numbers. Second, the following analysis is based on the linearity of the model
problem. In addition to Assumptions [3] and [5| we assume:

Assumption 7. We assume that the map u— A(u) is differentiable with a bounded derivative

‘ d\(u)

< .
du ) >~ CAIE u € [Ovuma:c] (23)




Algorithm |1| applied to the model problem calls for the solution of the following averaged slow
problem

t+1
U'(t) = / eR(U(t), vy (s)) ds,  U(0) = uo, (24)
¢
and the corresponding time-periodic micro problems
v (t) + AO)vu(t) = f(t),  vu(l) =vu(0), (25)

for each fixed parameter 0 < U < Umaz.-

Lemma 8 (Periodic solutions). Let 0 < u < upqz be fized and let Assumption@ hold. For the solution
to the periodic problem (@ it holds

lvu(t)] < Crga- (26)
Further, for 0 < u,n < tmaz let v,(t),vy(t) be two such periodic solutions. It holds
|vu (t) — vy ()] < Crigp|Mu) — A(n)], (27)

where C' depends on f and Ao > 0.

Proof. (i) To show we skip the index u for better readability. The general solution to the ODE
is given by

u(t) = 7” / f(s)e* ds (28)
which we estimate by
_ 1
()] < e Jvol + Sl 1z (0,1)- (29)
Since v(t) is periodic, v(1) = v(0), we obtain by
1 R 1
o0 = 1o [ FN s = O] < S oy (30)
Inserting into we get for all ¢ € [0, 1]
1+e M
lu(t)] < 7Hf||L°° (0,1) = )\HfHLOO ([0,1])> (31)

which gives since A > Ag.
(11) Let w(t) := vy (t) — vy(t). It holds

W (8) + Aww(t) = () = Aw)vy(t),  w(1) = w(0) = v,(0) — v,(0).

Note that the right-hand side of this ODE is time-periodic. Hence, we use twice and obtain the
estimate

()] < A1) — Auw)| max oy (£)] <

) e Xaae M ~ Al o

O]

The following essential lemma sets the foundation for replacing the dynamic fast component v(t) by
localised periodic in time solutions. For a given slow function u(t) we will compare the corresponding
dynamic fast scale v(t) with the family of periodic solutions v, )(s).

10



Lemma 9. Let u € C([0,T]) be given with
w(0) =0, 0<u'(t)<Cage te[0,T]. (32)
Then, let v(t) be the dynamic solution to , i.e.
v(0) =wvo, po(t) + A(u(t))v(t) = f(t) fort €[0,T] (33)
and let vy (s) be the family of time-periodic solutions to
Ou(t)(0) = gy (1) Bsvy(ey () + A(u(t)) vy (s) = f(s) for s € [0,1] and for all t € [0,T]. (34)

Finally, let vo = v,(0)(0), i.e. the initial values to and at time t = 0 agree. Let \(-) satisfy
Assumption @ Then it holds

[v(t) = vy (D)] < Cre.
with a constant C' > 0 that depends on f, \g and on Assumptions[3 and[7

Proof. For vy, (t) it holds by the chain rule

D ot = vl () + 280 (1)
d; WY dqu(t) ’

such that v,)(t) is governed by

d’Uu(t)
du(t)

atvu(t) (t) + (t)u/(t) + A(u(t))vu(t) (t) =0, Uy (0) (O) = V0.

Thus, it holds for the difference w(t) := v(t) — vy (t)

drw(t) + A(u(t))w(t) = —‘Zﬁ(;t)) (O (), w(0) =0
with the solution L g .
w(t) = —/0 dzlz(;)) (s)u'(s) exp ( - / Au(r)) dr) ds. (35)

To estimate the derivative =% we consider two such time-periodic solutions v, and v, for fixed
du(s) u(t) n(t)

0 < u,n < Upmqz. We estimate their distance by (27) in Lemma

|Vy — vy 4

Alu) — A(n) ’
< = 0o —_—. 36
o S M| = (36)
This bound is uniform in u,n and ¢, such that differentiability of A(u), (23)) gives
dvu() [Vu(ey = vn| _ 4Cam
This allows to estimate by
4C 7C A7
[w(t)] = [v(t) — vy (t)] < TﬂfHLoo([o,u)E-
O

11



In the previous lemma we investigated the coupling from a fixed slow variable u(t) to the fast
components v(t) and v, (t). This last lemma will study the different evolutions of the slow variable
u(t) governed by (3a)), and of the averaged variable U(t) that is determined by equation with
periodic micro influences .

Lemma 10. Let (u(t),v(t)) and (U(t),vy)(t)) be defined by (.) @) and (.) (.), respectively,
with the initial values u(0) = U(0) = 0 and v(0) = vy (o) (0). For 0 <t <T = Qe ' it holds

U(t) = u(t)] < Ce,
with a constant C > 0 that depends on the constants from Lemmal[8, [ and[I0, as well as Assumption[3,
Proof. We introduce

t+1
w(t) =U(t) — /t u(s) ds,
which is governed by
t+1 1
w'(t) = /t " e(R(U(t),vU(t)(s)) - R(u(s),v(s))) ds, w(0)=1U(0) _/0 u(s) ds =: wy.

The initial error is small, |wg| = D¢, compare . We insert =R (U(t), v(s))

w'(t) = /t ’ e<R(U(t),vU(t)(s)) - R(U(t),v(s))) + e(R(U(t),v(s)) - R(u(s),v(s))) ds.  (37)

Lipschitz continuity of R(:,-), Assumption [3| gives

t+1 t+1
WO < Coe [ lols) (o) ds+ Cae [ 10(6) = uls) s (3%)
t t

t+1

The second term is estimated by inserting =+ [, (r) dr and by using |u'| < Cggpe

[T we-wenas< [T oo~ [T umarass [T 7 w6 - uo)a

t+1 tH1 | ptl
:/ lw(t |ds—|—/ / / x)dxdr
¢

To estimate the first term in we introduce Fv,(4)(s) and use Lemma Lemma |§|, Assumption
(differentiability of A\(u)) and finally

ds

ds <|w(t)] + Cague (39)

t+1 t+1
| v —vlas< | (|vU<t><s>—vu<s><s>|+rvu@(s)—v<s>|) ds

t+1
< C’L@)C’Am/ —u(s)|ds + Crge < CrmCam(|w(t)] + Cague) + Crge  (40)

With C = C(Cagy, Cagp, Camy Cr8n, Crisp, Crm) we combine (37)-(40) to find the relation
—C e+ |wt)) e <w'(t) < C(e+|w(t)])e

An estimate for |w(t)| follows by the a bound of the solution to the corresponding ODE with initial
value w(0) = wop, where |wg| < Cgpe
|w(t)] < Cee®, (41)
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which satisfies |w(t)| = Q¢ for t < T = @e~!. Finally,

t+1
[U(t) —u(t)| < |w(t)|+ /t u(s) —u(t)ds| < Ce.

4 Time discretisation

In this section we introduce second-order time-stepping schemes to approximate the coupled problem.
As in the previous section, where we derived the multiscale algorithm, we start with the full plaque
growth problem, equation . Then, the error analysis for estimating the discretisation error is based
on the simplified model equations .

The discretisation is based on the second-order Adams-Bashforth scheme for the slow scale and
a Crank-Nicolson scheme for the fast scale. Both choices are exemplarily and can in principle be
substituted by any suitable time-stepping scheme. We choose an explicit scheme for the slow scale
in order to avoid that several fast-scale problems have to be solved in each time step, see Remark
below.

4.1 Second-order multiscale schemes

First, we split the time interval I = [0, 7] into sub-intervals of equal size
O=Ty<h<---<Tn, K=T,-T,_1, (42)
We define approximations U,, := U(T,,) based on the second-order Adams-Bashforth multistep method

Up1—U, 3 [! 1 /!
(AB) Zntl " Fn 2 / €R(Uy, vy, ) ds — = / eR(Up_1, vy, ) ds. (43)
0 0

K 2 2
In order to compute the required starting value U; for the Adams-Bashforth scheme, we put one
forward Euler step at the beginning of the iteration, which is sufficient to obtain second-order conver-
gence.
These schemes are formally explicit, they depend however on the averaged fast scale influences
R(Uy,vy,.) To compute these terms, we introduce a (for simplicity again uniform) temporal subdi-
vision of the fast periodic interval Ip = [0, 1] of step size k

O=to<tr1i <---<ty=1, k=t —tm_1. (44)

Given a fixed value 0 < U < Upmqq, we introduce the notation vy, = vi.,(t,m) and we approximate
the periodic solution on the fast scale with the Crank-Nicolson time-stepping scheme

V vym =0 pk! (VUum — Vum-1) + g((vU,m—l V)VUm—1+ (VUum - V)Vum)

- %div(a'(vU,m_l) +o(vum)) = %(f(tm,l) +f(tm)) m=1,....M

such that |vjj; — v{| < tolp. (45)

Based on the approximations made in the previous section, we introduce the following multiscale
method:
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Algorithm 11 (Explicit temporal multiscale method). Given subdivisions ({49) and of I =10,T)
and Ip = [0,1]. Let Uy = 0. Iterate forn=1,...,N

1. For U := U,—1 solve the periodic problem to obtain (Vu, _, m,pPu,_1m) form=1,2,... M.

2. Compute the averaged feedback
k M

Rn—l = M Z R(Un—laVUn_1,m)- (46)

m=1

3. Step forward U,—1 — U, with the Adams-Bashforth method

3K K
Un = Up—-1 + TGRn—l - EGRH—Qa (47)

or, in the first step, with the forward Euler method
U1 = Uo + KGR(). (48)

Remark 12. In practice we ensure in Step 1 that the solution is periodic up to a certain threshold
v — vl < tolp. The boz-rule used to compute the averaged wall shear stress in Step 2 of the
algorithm is therefore equivalent to the second order trapezoidal rule (up to the small error O(k tolp) ).

The main computational cost comes from the approximation of the periodic solutions (Vym, Pum)
for a fixed value of U. The efficient computation of these periodic problems is discussed below.

Remark 13 (Implicit multiscale schemes). We are considering the rather simple interaction of the
Navier-Stokes equations with a scalar ODE. For more detailed models, for example a boundary PDE to
model the spatially diverse accumulation of u(z,t) along the boundary T'(u) or even a full PDE/PDE
model considering dynamical fluid-structure interactions and a detailed modelling of the bio-chemical
processes causing plaque growth as introduced by Yang, Neuss-Radu et al. [49,[50], stiffness issues may
call for implicit discretisations of the equation for w. To realise an implicit multiscale method, e.g.
based on the Crank-Nicolson scheme for both temporal scales an outer iteration must be introduced.
We refer to [37] for a first application of the multiscale scheme to a PDE/PDE coupled flow problem.

4.2 Error analysis for the model problem

We consider the system of equations —, its multiscale approximation — and the discrete
problem -. Concerning the short-scale problem, we make the following assumption.

Assumption 14 (Approximation of the periodic problem). Let tolp > 0 be the tolerance for reaching
periodicity. We assume that there exists a constant C' > 0 such that the Crank-Nicolson discretisa-

tion to the flow problem satisfies the bound

HVU,M — VU70H 4+ max HVU(tm) — VU,m” < Ck2 + tolp
m=1,....M

=1,..,

where the constant C in particular does not depend on € and U.

Remark 15 (Approximation of the periodic problem). Considering ODEs, the error estimate for
the trapezoidal scheme is standard and can be found in many textbooks. Applied to the Navier-Stokes
equations optimal order estimates under realistic regularity assumptions are given in [26]. Similar
estimates that also include second-order in time estimates for the pressure (which might be required

for a stress-based feedback) are given in [{5]. For algorithms to control the periodicity error, we refer
to Section [{.3 below.
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Lemma 16 (Regularity of the solution). Let U(t) be the solution to for vy € C(0,T) and 0 <
U < upmax. Moreover, let the map U — A(U) be twice differentiable with bounded second derivatives.
It holds
UecC¥I), max|U"| =0, max|U"”|=0¢e
(0,7 [0,T]
Proof. Let us first note, that U’ is bounded due to the continuity of the right-hand side R(U(t), V() (s))
of . Next, we consider the (total) temporal derivative of the right-hand side. The chain rule gives

1 1
dt/o R(U(t), vy (s)) ds = R(U(t), vy (1)) — R(U (), vy () (0)) +/0 diR(U(t), vy 1) (s)) ds.

The first part vanishes due to the periodicity of vy (). For the second part we have with

RGOS 1 1 L 2up 1) (8)doy (s ()
4RO w0 = 1507 |, w0 (1t o))

As in the proof of Lemma [9] we show

= O(e).

In combination with the bound |U’(t)| < ce, we obtain

U ()| = ‘dt/ol eR(U (1), vy (5)) ds’ <cé.

A similar argumentation yields for the third derivative

U"(t)] = |2 / CR(U). v (s)) ds| - | / BR(U), v () ds| < O,

where we have used that

dv d?v
2 _ U@ U) rr2 _ 2
v = 2 U" + — U = O(E),
given that A(U) is twice differentiable in U. O

Lemma 17 (Local approximation error of the effective equation). Let U € C3(I) be the solution
to -, Uk € RN*L the approzimation given by Algorithm . For T, = O(e7 1), the error
E, :=U(T,) — Upy is bounded by

|E,| < C(eK? + k* + tolp)
with a constant C' > 0 that does not depend on €, K, k and tolp.

Proof. Combination of Taylor expansions around T;, and T}, of the continuous solution U gives

3K (!

UTh+1) =U(T,) + <, eR(U(Tn), vu(r,)(s)) ds
_ K leR(U(Tn_l),vU(T )(s)) ds—l—(’)(K3) max U ()],
2 Jo nt €(Th—1,Tn+1)
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where ¢ € [T),-1,7T,]. In combination with , we obtain the error representation

1
Eny1=En+ 35/0 E(R(U(Tn)yvU(Tn)(S)) - R(UanUn;k(S))> ds

K ! 3 "
- 2/0 6<R(U(Tn—1),vU(Tnfl)(S)) - R(Un—lvanﬂ,k(S))) ds +O(K?) _ max  [U"(€)

With the Lipschitz continuity of R(-), Assumption 3| we estimate

/01 ‘R(U(Tn), vur,) (5) — R(Un,vu,:(s)) ‘ ds < C </01 lvur) (8) = vu,(s)| ds + |U(Ty) — Uny) .

For the first part, we use the estimate of Lemma |8 and Assumption

/01 lvu(z,) (8) = vu,k(s)] ds < /01 lvu(r,) — vu, | ds + /01 v, — v,k ds
< CrgpCama ([U(Tr) = Un| + K2[|vw, [l eapo,1p) + tolp)
In combination with Lemma [T6] this yields
|Ent1] < |En| + CeK (|Ep| 4 |En1] + k* + tolp + €2K?) .

with C = C(Crgp, Cama, Cg). Summing over n =1,..., N — 1 and using Ey = 0, we obtain

N-1
|En| < |Ey| + CeTy (K + tolp + €K?) + C > eK|Ey|.

n=1
The term |Ej| depends on the forward Euler method, that is used to compute Uk 1
|E1| < CK?U"|o < CE2K2,
where we have used Lemma (16| and |Ep| = 0. Finally, a discrete Gronwall inequality yields

|En| < CeTny <k2 + K%+ tolp) exp (eTN>.

The postulated result follows for T = Qe L.
O

Finally, we can estimate the error between the multiscale algorithm and the solution wu(t) to the
original coupled problem.

Theorem 18 (A priori estimate for the multiscale algorithm). Let I = [0,T] with T = Qe~' and let
u € C(I) and Uk be the solutions to the original problem and the discrete effective equations ,
respectively. It holds

|u(Ty) — Uy| = C<k2 + K2 4 tolp + e>,
where C' > 0 does not depend on €, K,k and tolp.
Proof. We introduce +U (T),) and estimate
u(Tn) = Un| < [u(Tn) = U(Tw)| + |U(Tn) — Unl.

The two terms on the right hand side are estimated with Lemma [I0] and Lemma O
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4.3 Approximation of the periodic flow problem

The temporal multiscale schemes are based on periodic solutions vy, (s) for s € [0,1], where the
variable U,, = U(t,) is fixed such that no feedback between fluid problem and reaction equation takes
place within this short interval. A numerical difficulty lies in the determination of the correct initial
value vy, o that yields periodicity vy, (0) = vy, (1). Let us consider again the full Navier-Stokes
problem

V-vy, =0, pOwvy, + (vu, V)vy,) —dive(vy,,pu,) =f, vy,(1) =vy,(0) in QU,). (49)

We assume that such a periodic solution of the Navier-Stokes equations exists. Some results are
given by Kyed and Galdi [I8, 19, [32] that require, however, severe restrictions on the problem data.
Depending on the transient dynamics, the decay of the nonstationary solution to this periodic solution
can be very slow. It depends basically on exp(—vAg), where v is the viscosity and Ayg > 0 the smallest
eigenvalue of the Stokes operator, which depends on the inverse of the domain size. Several acceleration
techniques that are based on shooting methods [21] 53], Newton schemes [46, B0] or gradient-based
optimisation techniques [23, 43] have been proposed to quickly identify the initial value vy, o. We
apply a simple acceleration scheme that is based on decomposing the periodic solution into its average
and the fluctuations, see [42]. Here, we shortly recapitulate the algorithm that has been introduced
in [42].

Algorithm 19 (Averaging scheme for the identification of periodic solutions). Given the initial value

V&z os usually vgn) 0 = VU,_1,0 and let tolp > 0 be a given tolerance. Iterate forl=1,2,...

1. Solve one cycle of for (Vg) ,pg)) with the initial vgi(o) = V((JZEL,O

n n

2. Compute the error in periodicity
l l l
erry) = v (1) = v (0)]

3. Stop, if errg;l.) < tolp.

4. Compute the velocity average over the cycle
1
\787{ ::/ vgzl(s) ds
0

5. Compute the stationary update problem for (v_vgi, q[(]li)

v-wl =0, p((¢0 v 4@ . v)e?) —divew?,q) =v (1) = v (0) (50)

n

6. Update the initial

l l _ (1
Vio = Vi (1) + W)

n

and go to step 1.

The basic idea of introducing the averaged update problem (50)) in Step 5 of the algorithm is to
quickly predict the correct average of the periodic solution. The computational effort for each iteration
lies mostly in Step 1, where one complete nonstationary cycle of the periodic problem over the period
[0, 1] is computed. Given the step size k this means solving k~! time steps of the discrete Navier-Stokes
problem. In addition, Step 5 calls for the solution of one additional stationary problem.

Using this scheme we are able to reduce the periodicity error to tolp < 10~* in less than 5 cycles
of the algorithm. In the context of usual HMM approaches this would correspond to choosing the
relaxation time as 7 = 5s in terms of computational effort, i.e. 5 times the period length, see [I].

17



5 Numerical examples

We consider the full problem described in the introduction, namely the incompressible Navier-Stokes
equations coupled to a scalar ODE model. In order to transfer the proofs from the simplified setting
to this more relevant case, several open questions regarding the existence and regularity theory of the
Navier-Stokes equations in the periodic setting would have to be addressed. The numerical results
presented in this section will, however, reveal convergence rates and error constants that are in full
agreement with the theoretical findings for the simplified model problem.

5.1 Configuration of the plaque formation problem

A sketch of the plaque growth problem is given in Figure[l], the governing equations have been outlined
in the introduction, Section [I, On the fast scale we consider a Navier-Stokes flow in a channel whose
width depends on the slowly evolving variable u(t). The variable domain describing the channel is
given by

Qu) = {(z,y) €eR? : -Fem <z < 10cm, |y| < (1.5 —uy(z))em}, ~(z)=exp(—2?). (51)

Instead of a complex growth model for the plaque formation as introduced in [50] we use this explicit
dependence of the domain on the scalar u(t). The periodic Navier-Stokes problem is driven by a time
periodic Dirichlet condition on the inflow boundary I';,

2
Vin(y, £) = 25 sin(t)? <1 - 1952> cm/s  on Dy x [0, 7. (52)

On the outflow boundary I',,: we specify the do-nothing outflow condition
prOzv —pii =0 (53)

that includes a pressure normalising condition fFout pds = 0, see [27]. Kinematic viscosity and density
resemble blood and the parameters in the reaction term are tuned to obtain a realistic behaviour
concerning the different temporal scales of atherosclerotic plaque growth

p=1g/em®, v =004cm? 57!, oo =30. (54)

The constant o is such that the concentration u reaches the value 1 at approximately 7' = O(e1).
We exploit the symmetry of the problem and compute on the upper half of the domain only. On
the symmetry boundary at y = 0 we prescribe the condition

v-n=0, o(v,p)i-7=0.

Problem (1) can be formulated on a reference domain € := 2(0) by means of an Arbitrary Lagrangian
Eulerian approach, see [13] or [41, Chapter 5], using the map

X
T000) 5 90, (i) = (1ainin ) @) = expl=a?), (55)
15
with derivative and determinant given by
A 1 0 1.5 —uy(z
F:=VTI= ( uy/ () 1.5—u’y(x)> , J=det(F) = 15() (56)
715 Y 15 :
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The Navier-Stokes equations mapped to the reference domain take the form
div (JF~'v) =0, pJ (Ov+ F ' (v—0T) V)v) —div(JF Te(v,p)F ) =0 inQ

57
v(0) = vy, 6(v,p) = —pl + ppryVvF 1, (57)

Formulations and are equivalent as long as J > 0, which we can guarantee if we limit the
maximum deformation by upq, := 1. The resulting Reynolds number

vL

Re = —

14

with the channel diameter L = 3cm, the kinematic viscosity v = 0.04cm?-s~! and the flow rate
v =(3—2U)'ecm-s7! in the remaining gap of width 3 — 2U(¢) is in the range of 0 and about 3 750
as long as U < Uyqe = 1. Such high values are only reached at peak inflow, compare .

The correct model and a full comprehension of shear effects on plaque formation and growth are
still under active discussion. It is however understood that regions of (relatively) low shear stress
that exhibit an oscillatory character are more prone to plaque growth [47, 12]. The reaction term
mimics this behaviour. Its dependence on the flow problem by means of the wall shear stress is
nonlinear and cannot be considered by a simple averaging as done in [49] 50, [51].

5.2 Significance of the model problem and application to the plaque formation model

The analysis of the temporal multiscale scheme was based on Assumptions and and[14] Further,
we have used the linearity of the model problem and the availability of analytical solutions to the ODEs
appearing in the model problem. Here, we will shortly motivate the relevance of the simplified model
problem and discuss the application of the multiscale scheme to the full plaque formation model.

If we linearise the Navier-Stokes equations by omitting the convective terms ((v — 0:T") - V)v,
we obtain the Stokes equations on Q(u). These have a system of L?-orthonormal eigenfunctions with
eigenvalues 0 < \g(u) < Aj(u) < ---. Aslong as the domain does not deteriorate, i.e. for 0 < u < Uy
it holds Ag(u) > Ao > 0. Due to the regularity of the reference map , the mapping of the equations
to the reference domain is also differentiable. Its derivative is bounded as long as contact of the
boundary walls is prevented, i.e. as long as u < Uyq, 18 bound away from 1.5, compare and (55
(Assumption. By diagonalisation of the Stokes problem with respect to the system of eigenfunctions
we reduce the problem to a system of ordinary differential equations of type . Lemma [8) can be
applied to each component of the diagonalized system. However, since the eigenvalues of the Stokes
operator are not bounded a formal extension to the full Stokes problem requires further steps.

The essential assumptions for the application of the multiscale method is the boundedness and the
Lipschitz continuity of the reaction term R(-,-) with respect to slow and fast variables (Assumption
as well as the existence of time-periodic solutions to the isolated fast scale problem (Assumption .
Given a fixed value of u, the fast scale problem is given by the Navier-Stokes equations on
the domain Q(u). The unique existence of periodic solutions to the Navier-Stokes equations is only
guaranteed for small problem data, see [I8, 19, 32]. These results will most likely not apply to the
higher Reynolds number regime of typical blood flow configurations, such that Assumption [5| can not
be verified in our setting. However, given a periodic solution, since f = 0, the Dirichlet data v;,
is smooth and since the domain allows for a piecewise C'>° parametrisation with a finite number of
convex corners, we expect the regularity

sup (V&) 2() + POl 1)) < Cam, (58)

see [25]. Under this assumption we can show Lipschitz continuity and boundedness of the reaction
term.
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Lemma 20 (Lipschitz continuity). Let u € C(I) with 0 < u(t) < Upmqz. Assume that for fized u,
the time-periodic Navier-Stokes problem allows for a unique solution v, satisfying @ with (sg =
C(tmaz)- Then, the reaction term (@) 1 bounded

|R(u,vu)| <1, (59)

and Lipschitz continuous with respect to both arguments
[R(u, v) = R(n, v)| < [u—n| Vu,1 € [0, umaa), Vv € HY(Q), (60a)
|R(u,v) — R(u,u)| < Lju—v| vv,u€ H*(Q), Vu € [0, wnazl, (60D)

with a constant L > 0.
Proof. Given , the wall shear stress is well defined
lowss(v)| < 2pvog eIVl 2 ), (61)

where ¢, is the constant of the trace inequality ||Vv|r < ¢t |V g2(q). Then directly follows by
the construction of R(:,-), see (2). Further, it holds

‘R(u,v) - R(n,v)’ = (1 + |0W55(v)\2)_1(1 + u)_l(l + 77)_1|u -],
which shows . Likewise

‘sts(V) + O'WSS(u)l
(14 lowss(v)[2) (1 + lowss(w)[?)

Since the wall shear stress is a linear functional owgsg(v) + owss(u) = owss(v + u) and due to the
relation 20155(v) < 1+ owss(v)?, we estimate

|R(u,v) = R(u,u)| = (1+ w) ™t lowss(v) — owss(u)|

|R(u,v) = R(u,u)| < v —ul ),

see . O
Finally, the validity of Assumption [[4] has been discussed in Remark

5.3 Discretisation

We briefly sketch the discretisation in space and time. All numerical experiments have been realised
in the software library Gascoigne 3D [5]. We use uniform time-steps k and K on both scales and the
time-stepping schemes presented in —. )

For spatial discretisation we triangulate the reference domain €2 into open quadrilaterals, allowing
for local refinement based on hanging nodes, see [40] for details on the realisation in the software
Gascoigne 3d. Equal-order biquadratic finite elements are used for velocity and pressure degrees of
freedom. Pressure stabilisation is accomplished with the local projection stabilisation scheme [4].
Stabilisation of the convective terms is not required due to the moderate Reynolds numbers.

Direct simulation The PDE/ODE system is a multiscale coupled problem. We will compare the
presented multiscale scheme with a direct forward simulation. As we do not expect any stiffness-
related problems in the ODE we decouple the PDE/ODE system by an implicit/explicit approach
where, as in the multiscale approach, the discretisation of the Navier-Stokes equation is based
on the second-order Crank-Nicolson scheme and the discretisation of the ODE on the second-order
explicit Adams-Bashforth formula resulting in a multiscale method that splits naturally into one
explicit ODE-step and an implicit Navier-Stokes step.
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Figure 3: Left: Evolution of the concentration variable U(t) as function over time (forward simulation
with £ = 0.05s). In the small subplot we show both U (¢) and the resolved variable u(t). The maximum
deviation is bound by max |u(t) — U(t)| < 3-10°. Right: Relative error in U(t) under refinement of
the time step k (compared to extrapolated values).

5.4 Numerical analysis of the plaque formation problem
5.4.1 Configuration with resolvable time scales

In a first test we take the value € = 5-107° in . By this choice, the concentration u reaches
approximately 1 after about 50000s = 1day such that we can still resolve the coupled problem
in all temporal scales (although the direct simulation still takes a substantial effort). To keep the
computational effort within bounds we use a rather coarse spatial discretisation with 320 elements,
resulting in 4 131 unknowns of a biquadratic equal-order discretisation for velocities and pressure.

In Figure [3] (left) we give an overview of the temporal evolution of the concentration variable wuy(t)
using a full resolution of the fast scale. The simulations break down at T' ~ 55000s due to the de-
terioration of the ALE map and the high Reynolds number. For the small interval [10000s, 10 002s]
we show a close-up view of the resolved solution wuy(t) and the averaged value fttH up(s)ds. The
deviation is bound by 3 -107% = (¢, in agreement with Lemma We determine reference values
uref(Ty) by extrapolating numerical results for & = 0.05s, & = 0.025s and k& = 0.0125s. The rel-
ative errors |uy(tn) — Uref(tn)|/|tref(tn)| (based on these extrapolated errors) are given in Figure
(right). The convergence rate in terms of k is approximately quadratic. Further, there is no significant
accumulation of simulation errors over time.

By the evolution of the concentration u over time, the computational domain undergoes substantial
deformations with a strong narrowing of the flow domain. In Figure {4 we show snapshots of the
solution at different time steps, t ~ 6250s, 13500s, 18750s, ..., 50000s. The narrowing of the gap causes
an acceleration of the fluid resulting in a higher Reynolds number flow with a substantial variation in
the feedback functional R(u,v) which depends on the wall shear stress.

Multiscale approach Next, in Figure [5| we show the results obtained with the multiscale method for
this relaxed problem with € = 5-107°. The tolerance for approximating the periodic flow problems is
set to

[ver (1) = vu(0)[Z2(q) + lpv (1) = pu(0)[[Z2(q) < tolp = 1075

For each of the three short time step sizes k = 0.05s, k = 0.025s and k& = 0.0125s we use long time
step sizes ranging from K = 6400s to K = 400s. In the left plot we compare the solutions for different
values of the long time step size K. In this (non-logarithmic) plot we see convergence of the results to
the corresponding resolved simulation with the same short step size k = 0.025s. The lower plot shows
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Figure 4: Velocity magnitude at times ¢t = n - 6250s for n = 1,2,...,8 on domains with different
growth. As the inflow profile is periodic, the narrowing of the domain causes a significant change of
the flow pattern.

the corresponding results for a variation of the small step size k, while the long scale step size is fixed
to K = 400s. For comparison we show the results obtained with the resolved simulation for these
small-step sizes. Again we see convergence of the multiscale scheme towards the resolved scheme.

The effect of the small step size k is dominant. This is highlighted by a closer analysis of the
convergence at time ¢ = 51 200s, the results being shown in Table [I} We indicate the concentration
U (t) and the errors for the different multiscale approaches as well as for the resolved forward simulation.
We fit all these values to the postulated relation

U(k,K) =U + Cpk% 4+ Cx K% (62)

to get a better understanding of the convergence rates. We estimate all parameters u, Cy, Ck, qx, i
(obtained with gnuplot fit [48]) and find

Uk K)=U—-112-k'% —6.61-10710. K180,

see also Table Convergence is close to the expected second order, both in k& and K. The most
striking result is the good estimation of the error constant that shows the proper scaling in €2. This
result is in good correspondence to the error estimate derived in Theorem [1§ where the constant in
front of the K2-term depends on €. Balanced discretisation errors are given for €2K? ~ k2, i.e. for
K ~ e k.

Based on the time step relation we can compute the possible speedup of the multiscale approach
which we measure in the overall number of Navier-Stokes time steps to be performed. The forward
algorithm requires Ey,,q = % solution steps, while the multiscale approach has an effort of E,,; =
T/K - nperiodl/k = Tnperiod/kK steps, where nperioq is the number of cycles that are necessary to compute
a periodic solution. Given K ~ e~'k we approximate E,,s ~ ¢T7perioa/k?, and the speedup is estimated
by

Epwa K

E ms ENperiod
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Uk error (w.r.t. extrapolation)
k 0.05s 0.025s 0.0125s 0.05s 0.025s 0.0125s
K = 6400s | 0.8089225 0.8118418 0.8126760 | 1.11-10"2 7.55-1073 6.53-1073
K =3200s | 0.8122441 0.8153539 0.8162696 | 7.05-1073 3.25-1073 2.13-1073
K =1600s | 0.8132730 0.8164325 0.8173319 | 5.80-10~3 1.93-1073 8.35-10~*
K =800s | 0.8135139 0.8166886 0.8175426 | 5.50-10"3 1.62-10"3 5.77-10~%
K =400s | 0.8135782 0.8167926 0.8176490 | 5.42-10~3 1.49-10"3 4.47-10~*
resolved \0.8135999 0.8168226 0.8176928\5.42-10*3 1.46-103 3.93.10~*

U = 0.818006 & 102%
g = 1.85 £3.39%, qrx = 1.80+2.14%

Fit to U(k, K) = U + Cxk®* + Cx K%
Cp=-1124+17%, Cr=—6.61-10"10+ 34%,

Table 1: Convergence of the multiscale method at time 7" = 51200s. We show the values of Ux and
the error (w.r.t. the extrapolation in k¥ — 0 and K — 0). We compare the results of the multiscale
method with the fully resolved forward computation. Finally, we fit the numerical results to the
expected convergence behaviour.

h = 0.16cm h = 0.08cm h = 0.04cm
k=0.05s k=0.025s k=0.0125s | k=0.05s k=0.025s Fk=0.0125s| k=0.05s k=0.025s5 k=0.0125s
K =204800s | 4.45-1073 2.46-1073 2.20-1072 | 4.06-107% 2.42-107%  2.04-107% | 4.06-107% 2.42-107% 2.04-1073
K =102400s | 2.86-1073 8.94-10~* 6.17-107* | 2.75-10~% 1.06-10~% 6.28-107*| 2.75-10~% 1.06-10~% 6.28-10~*
K =51200s | 2.43-1073 4.76-10~* 1.96-107% | 2.39-1073 7.04-107* 2.58-107*|239-1073 7.04-10~* 2.58.10~*

extrapolated (k, K —0)  |[U(T) — Uy(T)| = 4.55-1072 | |U(T) = Up(T)| ~ 8.61- 1073 | |U(T) — Up(T)| ~ 1.63 - 1073

Table 2: Convergence of the multiscale approach for € = 1075, On three mesh levels we indicate the
errors in the concentration U(T) at T' = 1843 200s ~ 21 days. In each block, the error are given w.r.t.
the extrapolation k, K’ — 0. In the last line we indicate the (dominating) spatial error for each block.

In our numerical example we identify n,eri0q < 5 and with e = 5- 10~° we expect a speedup of 4 000k.
In Figure [6] we plot the error over the required number of Navier-Stokes time steps. By circles we
indicate the multiscale results with a balanced error contribution, which we define as the state, where
the error of the multiscale approach is within 10% of the error of a fully resolved simulation for the
same k. We observe speedups of 1:250 for £ = 0.05s, 1:180 for £ = 0.025s and 1:90 for £ = 0.0125s5,
slightly better values than the predicted ones based on 4000k. The overall computational time for
the forward simulation with k& = 0.0125s was about 13 days, while the multiscale simulation with
k =0.0125s and K = 800s, giving a comparable accuracy, was about 45 min.

5.4.2 Configuration with realistic time scales

Finally, we consider the coupled problem with the time scale parameter ¢ = 1079 which is close
to the temporal dynamics of atherosclerotic plaque growth and 50 times smaller than in the first
example. Here, a resolved forward simulation is not feasible. The concentration u(t) will reach a value
of approximately 0.8 at T =~ 2.5 - 105s ~ 30 days.

Assuming the validity of estimate and in addition that Cx ~ € we expect balanced error
contributions for K ~ e 'k = 10%k. The character of the short scale problem does not depend on e.
Hence we consider again the step sizes £ = 0.05s, k£ = 0.025s and k£ = 0.0125s. The large time step,
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Figure 5: Convergence of the temporal multiscale method for the relaxed problem e = 5-107°. Left:
Effect of the long time step K using the small time step k£ = 0.025s. Right: Effect of the short time
step k using the long time step size K = 400s. For comparison we plot the error of the fully resolved
simulation using these time-step sizes.

Figure 6: Computational effort (measured in ey e
Navier-Stokes times steps) for the multiscale ap- S 00258 ——
proach (lines) and the resolved forward simula- = 64005
tion (points). We use three small time steps k oo |\
from 0.05s down to 0.0125s and vary the long — .
time step K from 6400s to 400s. Circles indicate K = 400s
multiscale solutions of a quality comparable to S /
the resolved forward simulation (at most 10% ad- \
ditional error). The computational time for one " \@J
Navier Stokes step is about 0.2s (Core i7-7700,
3.60GHz, 1370 spatial unknowns, biquadratic fi- -
1000 10000 100000 1 x 10
nite elements). Navier-Stokes steps

however, can be significantly increased. We present results for T' ~ 21 days in Table [2] For this second
example, we vary also the mesh size h to discuss the impact of all relevant discretisation parameters.
While a smaller value of ¢ makes the time scale challenge more severe, the multiscale approach will
profit, as the potential speedup will benefit from the relation K ~ e k.

Combining all 27 computations based on three values for h, k and K we find the relation

U(h, k, K) =~ 0.59076 + 7.6h** — 1.7k*? — 0.042 K9,

which shows approximately second order convergence in both time step sizes and the mesh size and
also the proper scaling of the constants in the @k? and @K? terms. Spatial and temporal errors
show a different sign which is also seen in Figure [7] where we plot the errors for all computations. In
the right sketch of this figure we compare the computational times of the multiscale approach with a
hypothetical resolved simulation. Here, the errors are predicted by extrapolation. The computational
times are based on the number of Navier Stokes steps, namely k17T and the average computational
time for each Navier Stokes step, which is 0.135s on the A~ = 0.16 cm mesh, 0.62s for h = 0.08 cm and
2.3s for h = 0.04cm. The results are very similar to those shown in Figure [] for the first example.
The best multiscale results are close to the hypothetical resolved results. Here however, the savings
are substantially larger, with 10 minutes vs. 2 months (factor 1:8000) for A = 0.16 cm, 1 hour vs.
nearly 2 years for h = 0.08 cm (factor 1:12000) and 15 hours vs. more than 10 years for h = 0.04 cm
(factor 1:6000).
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Figure 7: Left: Error of the multiscale method under refinement in h, &k and K versus the extrapolated
reference value. Right: Comparison of the computational times of the multiscale method with the
corresponding results for a resolved forward simulation. These results are based on an extrapolation
of the error and a prediction of the computational times by multiplying the number of required time
steps with the average computing times for each step.

tolp | 107! 1072 1073 1074
Unge, i (T),n,, = Unoiie (T) \‘1.99.10—5 4.88-1077 3.19-1077 1.22-1077

|t01P:10*8

Table 3: Impact of the periodicity parameter tolp on the error in concentration U in T = 1843 200s.
Computed with respect to tolp = 1078, The discretisation is chosen as h = 0.08cm, k = 0.0125s and
K = 25600s.

Finally, we also evaluate the effect of the parameter tolp used to control the periodicity of the Navier-
Stokes solution, compare Theorem In Table [3| we show the errors at 7' = 1843200s ~ 1 month for
computations based on K = 25600s ~ 7h, k£ = 0.0125s and h = 0.08 cm. The effect of tolp is very
small.

6 Conclusion

We have presented a framework for the simulation of temporal multiscale problems, where we are
interested in the evolution of a slow variable which depends on an oscillating fast variable. The
numerical schemes are designed for models that are given by partial differential equations. The most
important assumption is a local (in time) proximity of the fast scale variable to the solution of a
periodic problem. An effective scheme for the slow variable is derived by replacing the fast variable
with the periodic solution which can be computed locally, as no initial values must be transferred.
The only overhead of the multiscale scheme comes from the identification of initial values required for
approximating the periodic problems. Nevertheless, we gain huge speedups compared to a simulation
with resolved time scales. The efficiency of the multiscale approach increases when the time scale
separation gets larger.

The resulting scheme depends on several numerical parameters, small and large time steps k and K,
and the spatial mesh size h. It remains a topic for a future work to design an automatic and adaptive
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algorithm to control all these parameters in order to balance all contributing error terms.
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