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Abstract
We study the optimal design of electricity contracts among a population of consumers with different needs.

This question is tackled within the framework of Principal–Agent problems in presence of adverse selection. The
particular features of electricity induce an unusual structure on the production cost, with no decreasing return to
scale. We are nevertheless able to provide an explicit solution for the problem at hand. The optimal contracts are
either linear or polynomial with respect to the consumption. Whenever the outside options offered by competitors
are not uniform among the different type of consumers, we exhibit situations where the electricity provider should
contract with consumers with either low or high appetite for electricity.

Key words: electricity pricing, adverse selection, power management, contract theory, u´convexity, calculus of
variations.
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1 Introduction
Electricity is non–storable, except marginally: any quantity which is consumed now must be produced now, and
conversely. This means that the installed capacity must be sufficient to supply electricity when demand is maximal.
As a consequence, part of this installed capacity will stay idle when demand is lower. This is the overcapacity problem,
which is compounded by the fact that electricity consumption is far from stable, and little substitutable. Since there
is no electricity stored to dampen shocks and smooth discrepancy, adjusting supply to demand is a difficult task. One
way to do this is to use prices. Very early on, power companies have hit upon the idea of making electricity more
expensive in peak hours, so that consumers who are able to do so would switch their demand to off–peak periods.
This falls naturally within the framework of Principal–Agent problems: the Principal (here the power company) offers
a tariff that provides incentives, and each Agent (consumer) reacts according to his own needs. It does not seem,
however, that such an analysis is available at the present time, and the aim of the present paper is to fill this gap.

We focus on the problem of finding an appropriate tariff: for a given production function, how should a power company
price electricity in order to maximise its profit? The company faces a variety of consumers, industrial users and
domestic users, some of them are efficient, others less so. Some of them, for instance, live in insulated homes and need
less electricity to achieve comfortable temperatures than others. The tariff the producer offers will be time–dependent
and consumption–based. It will act in several ways: redirecting part of the consumers to off-peak periods, by pricing
properly the peak hours; avoiding overly expensive production costs, by penalising higher consumptions; effectively
excluding some of the users, who will find the proposed tariff too expensive, and who will look for better alternatives
elsewhere. The empirical effective response of individual agents to hourly pricing contracts is studied in [3] or [11] and
is heterogeneous among the electricity consumers, as pointed out in [19] or [22]. Besides, more resilient measures of
high electricity prices appear to be more efficient in practice for incentivising the reduction of electricity consumption,
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see [21] or [42]. In any case, the critical importance of the feedback information signals provided to the Agent has
been highlighted in the empirical literature [12, 13, 14]. In particular, the development of smart metering systems
allows for the implementation of decentralised home automation systems, who partially regulate power consumption,
as presented e.g. in [1] or [27]. The adoption of dynamic electricity tariffs is also proven to be heterogeneous among
the population [25, 30, 17]. In our model, we encompass this feature by considering that each consumer has different
private characteristics that are summed up in a type. The type in the population plays two roles and it leads to an
adverse selection problem for the company. First, consumers with high type (most efficient) have a higher utility for
a given level of consumption than consumers with low type (least efficient). Second, consumers have outside options
to the contract, such as swapping for a competitor or to alternative sources of energy, which provide them reservation
utilities. The reservation utility is not necessarily the same for everybody and we model it as a function of the type.
The heterogeneity of fallback options also emphasizes the effect of competitors on the energy retailer market, whose
impact is discussed in [23] or [38].

We frame the problem in a Principal–Agent model, in which the power company proposes a contract, that is, a tariff,
and the consumers either turn down the contract and drop out, or accept it, and adjust their consumption accordingly.
Electricity pricing has a special feature, which distinguishes it from other Principal–Agent problems. Usually, the profit
of the Principal is the sum of the profits she gets from all participating Agents. Here, the cost to the power plant is
the cost of producing the aggregate demand, which is not the sum of the costs of producing the individual demands,
because of decreasing returns to scale in production. This introduces a mathematical difficulty which is not treated
frequently in the literature and has deep consequences on the tariff. There are actually earlier works in a bilevel
optimisation setting, where only linear pricing is considered, see for example [20] where the question is to provide
electricity and to sponsor at the same time saving measures, or [2] where consumers can reduce their consumption at
a price of inconvenience. As a related study, we mention as well the Principal–Agent modelling discussed in [15] for
reducing energy consumption in a landlord–tenant relationship.

Instead of putting an upper bound on production, we consider a production function with steeply increasing marginal
cost, as discussed for example in [9]. In reality, the capacity constraint is not binding: more electricity can always
be found, by putting in service less efficient production units, or by resorting to the spot market. It only becomes
extremely expensive when the limits are pushed.1 The production function can be understood either as reflecting the
actual cost of producing electricity from primary energies, in which case the company is a producer, or the financial
cost of buying electricity on the open market, in which case the company is a retailer, or a combination of both.

Increasing marginal costs are considered in [39], where in a similar model to ours, the profit–maximising direct
revelation mechanism is found, along with different pricing strategies implementing it. In our work, however, we
do not aim at finding a menu of tariffs, but instead a single one which is offered to all the clients. For this reason
our methodology, which is described below, departs from the usual analysis of multi–dimensional screening, such as
[4, 32, 33, 34]. We are able to solve the problem at hand in the present paper explicitly, in some particular cases
(CRRA utility function, power cost). The tariff we find is quite natural. It consists in the sum of three components:

• a fixed component, independent of the consumption, which is a subscription to the service;

• a linear component in consumption, which consists simply of pricing the current consumption at the current price.
Recall that the price depends on time in order to discourage peak–hour consumption;

• a non–linear component on the current consumption. This part appears only when the consumption is high enough.
Its purpose is to make the high consumers pay for making the Principal produce at very high marginal cost.

In Principal–Agent models, one is used to the fact that the optimal contract for the Principal will exclude the low
end of the market, that is, the least efficient Agents. Indeed, such shutdown contracts are quite commonplace in the
adverse selection literature, see for instance the seminal papers of Guesnerie and Laffont [16] or Rochet and Choné
[34] in discrete–time (see also the monograph by Laffont and Martimort for more details [26]), or the more recent
contributions of Cvitanić et al. [7] and Hernández Santibáñez et al. [18] in continuous–time. A remarkable feature
of our problem is that, in certain circumstances, the optimal contract excludes the high end of the market: the most
efficient agents, those who need less electricity to achieve the same degree of welfare than others, go elsewhere, and
only the least efficient ones remain. In that case it becomes worthwhile for the company not to take part in the

1Some power plants have no or very low fuel costs such as renewables (hydro power plants, wind or solar production) or nuclear
production. These types of productions are chosen for satisfying base–load consumption. But when, the electricity consumption increases
such as in peak hours, other power plants (coal, gas or fuel thermal plants for example) need to be turned on and their cost of production
is much more expensive.
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competition for the most efficient Agents, because matching their fall back options is too costly, and it is preferable
to concentrate on the least efficient consumers. Exclusion of agents other than the least efficient ones can be found
in models with countervailing incentives (see [28]). In [24] and [29], it may be optimal to exclude intermediate agents
from the contract, which is also the case in our model.

We now proceed to describe the main features of our model. The Principal’s cost, as mentioned above, is a convex
function of aggregate production. She offers a contract to the Agents, who may accept or decline it. If they accept, they
commit for a period T ą 0. They decline if the total utility they derive from the contract is less than the reservation
utility corresponding to their type. The Agents’ utilities are separable: the utility which an agent of type x derives
from consuming a quantity c of electricity at time t and being charged a (nonlinear) price p is upt, x, cq´ ppt, cq, where
upt, x, ¨q is a concave function of c. This separability assumption is traditional in Principal–Agent problems. In this
case, there are additional justifications, as a large part of the Agents are industrial users, who consume electricity in
order to produce other goods, so that their utility is simply the profit they derive from this activity. Note also the
time–dependence, which reflects the seasonality of consumption.

In the sequel, we will consider CRRA utilities, of the type γ´1cγ , with γ ă 1, and we will provide explicit solutions
(except in the case γ “ 0, or upcq “ ln c). The case 0 ă γ ă 1 reflects the "industrial" behaviour, where high
consumption is the norm, subject to decreasing returns to scale. The case γ ă 0 reflects the "household" behaviour,
where electricity fulfils some basic needs, such as lighting or appliances, and 0 consumption is not acceptable, while high
consumption is not needed2. Note, however, that in both cases there is a "fallback" option, a substitute to electricity
when it becomes too expensive, for instance an alternative energy source, or simply another provider. Despite the
particular structure of the cost function, we are able to solve explicitly the problem at hand. We observe that the
optimal contract rewrites as the combination of a fixed cost together with two variable costs, proportional to either
the electricity consumption or a power function of it. This tariff structure happens to be quite simple and quite close
to the classical tariff structures offered by most electricity providers.

Whenever the fallback option is the same for every Agent, we observe as usual in Principal–Agent problems, that the
lower end of the market is not covered: the low types (meaning those households who are less dependent on electricity,
or those industry users who are less efficient) will not be offered contracts which they would accept, and will have
to fall back on the outside option. More interestingly, we are also able to solve explicitly the case where the fallback
option of the Agents depends on their type in a concave manner. In this case, getting more efficient Agents can be
too costly, and the electricity provider may concentrate on the less efficient but less expensive consumers.

Finally, a remark on the mathematics. We will be using u´convex analysis, a tool introduced and developed else-
where, notably by Carlier (see [6]), and which extends classical convex analysis. Forgetting for ease of presentation
about time dependence, recall that the maximal utility Agent x can obtain when a tariff ppcq is set, is equal to
maxc tupx, cq ´ ppcqu . This maximum is denoted by p‹pxq, note that it depends on the entire price schedule and it can
be computed for each Agent x. In this way, we associate with each function ppcq a function p‹pxq, which the economist
knows as the indirect utility associated with p and which the mathematician knows as the u´transform of p. Conversely,
if the indirect utility p‹ is known, the price schedule can be derived by the same formula ppcq “ maxx tupx, cq ´ p‹pxqu .
In the bilinear case, when upx, cq “ xc, we get the usual Fenchel formulas of convex analysis.

The rest of the paper is organised as follows. Section 2 sets the model and the main results, i.e. the expression of the
tariffs for industrial and residential customers. In Section 3 we provide economic interpretation of numerical results.
In Section 4, we provide a rigorous definition of the model, from the mathematical point of view. Sections 5 and 6
provide the main results for constant and concave increasing reservation utility; proofs are left for appendixes. Finally,
the conclusions are given in Section 7.

2 Main results
The model we propose is set up on Principal–Agent relationship where the Principal is an electricity provider and
the Agents are consumers. Since the electricity consumption is observed by the Principal, there is no moral hazard.
On the other hand, adverse selection is in force since the Agents’ willingness to pay for electricity is not known by
the Principal. This taste for electricity represents how much Agents value a given volume of electricity in terms of
usefulness. For an industrial Agent, this would represent the benefit he gets by running his industrial process with
this given volume of electricity. For a residential Agent, this would represent the comfort he gets by using this given
volume of electricity to perform domestic tasks. Of course, this depends on the Agents’ equipment, referred to as his

2In this case the utilities are negative but the analysis is not impacted. One can even make them positive by just adding a constant.
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type x. As classically assumed in adverse selection setting, even if the Principal does not know the exact type of a
particular Agent, he knows the proportion of Agents’ type among the population. This hypothesis is realistic as the
electricity provider can make pre–marketing surveys, or can use historical data in order to acquire such information.

2.1 Players’ objectives and electricity particularity
Both players have their particular objectives

• Agent’s objective is to choose the level of electricity consumption c at any time t, which maximizes his utility for
electricity u pt, x, cq with respect to his type x, minus the tariff ppt, cq that he needs to pay for the electricity

max
c

"
ż T

0
u pt, x, cq ´ p pt, cqdt

*

.

• Principal’s objective is to offer the tariffs which maximise his own profits: all payments she receives from consumers
accepting the contract minus the costs for providing the total volume of electricity consumed by her clients.

One particular feature of electricity production, is the fact that it suffers from decreasing returns to scale: its marginal
price increases with the total aggregate consumption. We consider therefore a convex cost function for the Principal,
as discussed in the Introduction.

2.2 Notations and model assumptions
We consider constant relative risk aversion (CRRA) utility functions for the Agents

upt, x, cq “ gγpxqφptq
cγ

γ
,

where φptq represents the Agents’ time preference for electricity. This factor is common to every Agent and typically
represents the preference to have electricity during the daytime than during the middle of the night. We suppose
that γ ă 1 and we consider two different cases: γ P p0, 1q and γ ă 0. The function gγ represents the willingness of
the Agents to pay for their consumption depending on their type x, and we take typically gγpxq “ x, if γ P p0, 1q
and gγpxq “ 1 ´ x, if γ ă 0. Graphic illustrations of the utility function are shown in Figure 1. The case γ P p0, 1q
corresponds to the modelling of industrial Agents, whose utility grows to infinity if they can have infinite volume of
electricity: they can always make their industrial capacities grow and generate more benefits whenever they have extra
electricity. On the contrary, they can stop producing if they could not get any electricity or substitute it by another
energy, which corresponds to a zero utility whenever c “ 0. The case γ ă 0 illustrates the residential Agents utility for
whom electricity is a staple product: they can not avoid consuming electricity (they would get ´8 utility). They also
face a saturation effect: above a high volume of electricity, they do not gain much satisfaction with an extra quantity,
because all their electrical needs are already fulfilled.

γ P p0, 1q γ ă 0

Figure 1: Agent’s utility with respect to consumption for γ P p0, 1q (left figure) and γ ă 0 (right figure).

The density function of the types is known by the Principal and denoted by f . The indirect utility P ‹pxq is the best
level of utility that an Agent of type x can obtain by signing the contract, during the period r0, T s

P ‹pxq :“
ż T

0
p‹pt, xqdt “ sup

c

"
ż T

0
upt, x, cq ´ ppt, cqdt

*

.
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The tariffs designed by the Principal need to respect the individual rationality of the Agents. Indeed, Agents are not
forced to accept the contract offered by the Principal, since they can pick alternative electricity providers, offering
better conditions. This is taken into account in the model via a reservation utility H which represents the minimum
level of satisfaction that an Agent needs to achieve in order to accept the contract.

Agent of type x signs the contract with the Principal if and only if P ‹pxq ě Hpxq. We consider two cases for Hpxq,
either a constant function or an increasing concave one verifying a certain condition.3 The increasing property of H
indicates that competitors target principally the more efficient Agents. Indeed, a high value of H means that the
customer is harder to satisfy because he has better external alternatives, which we suppose to be competitors offers.

Finally, we denote by X‹ the set of Agents who end up signing the contract

X‹ppq :“ tx P r0, 1s, P ‹pxq ě Hpxqu .

As mentioned before, the cost of production depends on the set X‹ppq.4 In some explicit examples, we consider a
convex cost of power production Kpt, c̃q “ kptq c̃

n

n , where c̃ refers to the total consumption of clients. The term kptq is
positive and indicates the time dependence of electricity production costs (for example photovoltaic production occurs
only at day and wind is blowing more during winter). The power n ą 1 reflects the production fleet composition; the
fleet has expensive peak power plants when n is high.

2.3 Optimal tariffs
In the setting we previously described, the Principal–Agent problem can be explicitly solved. We describe in this
part the form of the solution, and leave the rigorous mathematical proofs to the remaining sections of the paper. In
order to be admissible, a tariff p should verify the individual rationality and incentive compatibility conditions. This
is denoted by p P P. Let us write formally the objective function of the Agents UA and Principal UP

UApp, xq :“ sup
c

ż T

0
pupt, x, cptqq ´ ppt, cptqqq dt “

ż T

0
p‹pt, xqdt.

The solution to this optimization problem is the optimal consumption of the Agents of type x and it is denoted by
c‹p¨, xq. The map c‹ becomes part of the problem of the Principal, as follows

UP :“ sup
pPP

ż T

0

„
ż

X‹pp‹q

ppt, c‹pt, xqqfpxqdx´K
ˆ

t,

ż

X‹pp‹q

c‹pt, xqfpxqdx
˙

dt.

We compute that, whatever γ or H (constant or concave), the optimal tariff is a function of three components at
most, namely a constant part p3, a proportional part p2 of the consumed power c, and a proportional part p1 of cγ

ppt, cq “ p1ptqc
γ ` p2ptqc` p3ptq.

This tariff is always a concave increasing function of the consumed power c. An important observation is that this tariff
is quite simple and close to current tariff structures proposed by electricity providers. Indeed, they are commonly split
into a fixed charge in e, a volumetric charge in e/MWh, and possibly a demand charge in e/MW. The fixed and the
volumetric charges can depend on the maximum subscribed power which is another way to price the demand charge.
The optimal tariffs offered by the Principal are summarised in the following tables, where the explicit expressions for
the functions ppi,γqi, ppji qi,j and ĉ

γ
i ptq are respectively provided in Theorem 5.4 and Theorem 6.18 hereafter.

Let us interpret the optimal tariffs and connect the three components to electricity pricing standard issues. As already
said, p3 represents the fixed charge. The volumetric charge is the combination of a standard term p2ptqc plus p1ptqc

γ ,
where the latter is a way to charge more high demand consumers (indeed it only appears when c is high enough).
Finally, no explicit demand charge appears but the coefficients ppiq1ďiď3 depend on the maximum subscribed power
pĉγi q1ďiď3, which limits the instantaneous power use and allows to charge more high power consumers. Let us point out
that this method of electricity pricing is implementable in practice, thanks to the recent spread and development of
smart meters, which enables a precise metering of electricity consumption, and a dynamic management of maximum

3Namely, that the elasticity of reservation utility is smaller than the elasticity of willingness to pay for consumption, i.e. gγ{g1γ ď H{H 1.
4In general the production costs depends on the consumption of all the population, so we are implicitly assuming that aggregate

consumption of clients who select the provider is correlated to the consumption of all the other consumers. This is justified since there are
strong common preferences and behaviours among consumers, for example consumptions are higher during daytime than during the night.
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Selected Agents H constant H concave non decreasing
ra0, 1s most efficient Agents p2,γptqc` p3,γptq p1

2,γptqc` p
1
3,γptq, for c ă ĉγ1 ptq

rb0, a0s intermediate Agents not picked not picked
r0, b0s least efficient Agents not picked p3

1,γptqc
γ
` p3

2,γptqc` p
3
3,γptq, for ĉγ2 ptq ă c

Selected Agents H constant H concave non decreasing
ra0, 1s most efficient Agents p1,γptqc

γ
` p2,γptqc` p3,γptq p1

1,γptqc
γ
` p1

2,γptqc` p
1
3,γptq, for c ą ĉγ2 ptq

rb0, a0s intermediate Agents not picked not picked
r0, b0s least efficient Agents not picked p3

2,γptqc` p
3
3,γptq, for c ă ĉγ1 ptq

Table 1: Optimal tariff of residential consumers γ ă 0 (top), and industrial consumers γ P p0, 1q (bottom).

power5. In addition, the peak/off–peak issues are handled by the temporal structure of the tariff and high power
consumption within peak period will be overcharged compared to off–peak period. Let us also mention that the
proportional part p1ptq to cγ only depends on the Agent’s utility parameters. Therefore this part should be common
to any Principal, whatever her cost of production is, or the reservation utility of the consumers.

The selected Agents are the most efficient (highest utility for a given consumption) when H is constant, which is a
classical result. But when H is concave, the Principal can also select Agents among the least efficient ones. Indeed, in
this case reaching most efficient Agents is costly (they require a high amount of electricity) and it happens that getting
less efficient Agents can be profitable as they are more easily satisfied (they require a lower volume of electricity at a
higher price per unit, compared to efficient Agents). This type of feature seems to be uncommon in the Principal–Agent
literature and can only be found, as far as we know, in models with countervailing incentives (see [28]).

3 Economic interpretations and numerical results
Examples when H is constant. For a constant reservation utility, the most efficient Agents are selected. We
present numerical illustrations in Figure 2. The tariff structure is linear in consumption when γ ă 0 and is concave
when γ P p0, 1q, which is represented in the upper graphics of Figure 2. Middle graphics represent the utility Agents
can obtain by signing the contract, depending on their type. If this utility level is smaller than their reservation utility
(represented by the dashed line) they do not enter the contract and their consumption is null, as represented in the
lower graphics. These utility representations also illustrate a classical result of informational rent: the most efficient
Agents obtain a tariff lower to what they are willing to pay, whereas the least efficient ones need to pay as much as
they are able to, or are excluded.
Examples when H is concave. For a concave reservation utility, not only most efficient Agents are selected. We
provide numerical illustrations where either the most or the least efficient Agents are selected on Figure 3. First, let
us analyse the example when Hpxq “

?
x and γ P p0, 1q, which corresponds to the left column. In this example, only

the most efficient Agents sign the contract as they are the only ones obtaining a higher utility than their reservation
one. As presented in the previous section, the tariff structure is the combination of three functions of consumption
(upper graphics), but Agents who sign the contract only choose consumption such that ĉγ2 ă c which corresponds to
the concave tariff part p3

1ptqc
γ ` p3

2ptqc` p
3
3ptq.

When Hpxq “ log pxq and γ ă 0 (right column of Figure 3), only the least efficient Agents take the contract. Indeed,
the concavity of the reservation utility makes it profitable for the Principal to select these Agents, rather than the
most efficient ones. The tariff structure is again the combination of three functions of consumption (upper graphics)
but Agents who sign the contract in this example only take consumption such that ĉγ2 ă c (of course ĉ2 is different
from the one in the previous example because we consider a different H). This again corresponds to the concave tariff
part p3

1ptqc
γ ` p3

2ptqc` p
3
3ptq.

Impact of competition when H is constant. For a bigger function H, because competition is more intense, the
Principal adapts her tariff in order to remain competitive. In that case, the Principal mainly decreases the constant
part p3,γ of the tariff in order to attract consumers (see the left graphic of Figure 5 when γ ă 0). The consumers
selecting this new tariff obtain better conditions and as such consume more power, because it is cheaper, see the same

5See for instance the USmartConsumer report [40], which states that at the end of 2016, 30% of overall European electricity meters
were equipped with smart technology
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Figure 2: Tariffs paid against consumption (upper graphs), Agents’ utility against type (middle graphs), selected
consumption against Agents’ type (lower graphs); H constant.

Figure 3: Tariffs against consumption (upper graphs), Agents’s utility against type (middle graphs), and selected
consumption against types (lower graphs); H concave.

example on the left graphic of Figure 4 when γ ă 0. Therefore, when the Principal decreases his tariff, he does not
decrease it enough in order to keep the same quantity of consumers: he accepts to retain less of them, but the selected
ones do consume more, as represented on the right graphic of Figure 4. Nevertheless, the utility of the Principal
decreases with competition, see the right part of Figure 5. At the extreme, the Principal even offers no tariff whenever
H is too high. Observe that in this example, the fixed part of the tariff represents more than a half of the total cost
of electricity for the consumers.
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Figure 4: Evolution of Agents’ utility (left) and consumption (right) against type; H increases and γ ă 0.

Figure 5: Evolution of tariff’s components (left) and Principal utility UP (right); H increases and γ ă 0.

Impact of cost of production when H is constant. For an increase of the cost of production k, the Principal also
adapts his tariff in order to reflect this cost modification. In that case, the Principal mainly increases the proportional
part p2,γ of its tariff, see the example for constant H and γ ă 0 on the left part of Figure 7. Consumers who select
this new tariff are offered worse conditions, and as such consume less power, because it is more expensive, see the
same example on the left graphic of Figure 6. In addition, less consumers select the contract. Therefore, the utility
of the Principal decreases with the cost of production, as illustrated in the right part of Figure of 7. On the contrary,
some production technologies like renewable have no variable production costs and only fixed costs which corresponds
mainly to the investment and the maintenance costs. If we imagine a system with a very large share of these types
of technology, the variable cost k could be very low: energy is not expensive only the installation of equipment is
costly. In that case, the proportional part p2 goes to zero. This means that for residential consumers (γ ă 0), the
electricity tariff would reduce only to a fixed charge (see illustration on figure 7) and consumers would pay the same
whatever their consumption. But their consumption is "naturally" limited by the saturation for electricity expressed
in their utility function. For industrial Agents (γ P r0, 1s), the electricity tariff would reduce to a fixed charge p3 and
to a proportional part p1 of cγ . Therefore, this is this last term which enables to limit the consumption for industrial
Agents.
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Figure 6: Agents’ utility (left) and consumption (right) against type; k increases and γ ă 0.

Figure 7: Tariff’s components (left) and Principal utility UP (right) against k; γ ă 0.

Let us also point out that we can simulate the impact of the convexity of the cost of production K and this shows
that the structure of the optimal tariff is unchanged when nÑ 1.

4 Model specification
We now turn to a more precise exposition of the model and try to present it in a rather general setting. We will state
the main ideas and methodologies in the highest level of generality. Specific assumptions on the shape on the utility,
type distribution or cost functions will only be introduced later, in order to present our results in a more explicit
fashion.

In this model, the Principal is a power company, whose purpose is to offer to its clients a collection of tariffs which
maximise its profits. The time horizon T ą 0 is fixed. The following notations are used throughout the article.

• C represents the admissible levels of consumption for the Agents, and it is either equal to R` or R˚` depending
on the utility function of the Agents.

• p : r0, T s ˆ C ÝÑ R` is the tariff proposed by the Principal, such that ppt, cq represents the instantaneous price
of electricity at time t corresponding to a level of consumption c.

• K : r0, T s ˆ C ÝÑ R` is the cost of production of electricity for the Principal, such that Kpt, cq represents
the cost at time t for an aggregate level of production c. We assume that K is continuous in t, increasing,
continuously differentiable and strictly convex in c.

• x is the Agent’s type, assumed to take values in some subset X of R.

• c : r0, T s ˆX ÝÑ C is the consumption function, such that cpt, xq represents the consumption of electricity by
an Agent of type x at time t.

9



• u : r0, T s ˆX ˆ C ÝÑ R is the utility function of the Agents, such that upt, x, cq represents the utility obtained
by an Agent of type x at time t when he consumes c. We assume that the map c ÞÝÑ upt, x, cq is non-decreasing
and concave for every pt, xq P r0, T s ˆX. Moreover, the map u is assumed to be jointly continuous, such that
x ÞÝÑ upt, x, cq is non-decreasing and differentiable Lebesgue almost everywhere for every pt, cq P r0, T s ˆ C,
and such that c ÞÝÑ Bu

Bx pt, x, cq is invertible. Finally, we assume that if C “ R`, the value upt, x, 0q P R` is
independent of x, and if C “ R˚` that limcÑ0 upt, x, cq “ ´8, for every pt, xq P r0, T s ˆX. In other words, all
the Agents have the same utility when they do not consume electricity.

• f : X ÝÑ R` is the distribution of the Agent’s type over the population. As is customary in adverse selection
problems, f is supposed to be known by the Principal.

4.1 Agent’s problem
Let us start by defining the consumption strategies that the Agents are allowed to use. A consumption strategy c will
be said to be admissible, which we denote by c P C, if it is a Borel measurable map from r0, T s to C. Given a tariff p,
that is a map from r0, T s ˆ R` to R, proposed by the Principal, an Agent of type x P X determines his consumption
by solving the following problem

UApp, xq :“ sup
cPC

ż T

0

`

upt, x, cptqq ´ ppt, cptqq
˘

dt. (4.1)

The tariff that the Principal can offer to the Agents has to satisfy the incentive compatibility (IC) and the individual
rationality (IR) conditions. In our setting, there is no moral hazard, so that the incentive compatibility condition is
automatically satisfied. Furthermore, the (IR) condition can be expressed through the set Xppq of the types of Agents
which accept the contract p, which can be defined as

Xppq :“ tx P X, UApp, xq ě Hpxqu ,

with a continuous and non-decreasing function H which represents the reservation utility of the Agents of different
types, that is to say the utility that the Agents can hope to obtain by subscribing their power contract with a
competitor. Agents for which the map UApp, ¨q is smaller than H will not accept the contract offered by the Principal.
We are now ready to give our definition of admissible tariffs, which uses vocabulary from u´convex analysis. We have
regrouped all the pertinent results and definitions in Appendix A, for readers not familiar with this theory.

Definition 4.1. A tariff p : r0, T s ˆ C ÝÑ R will be said to be admissible, denoted by p P P, if it satisfies

piq For any pt, xq P r0, T s ˆXppq the set B‹p‹pt, xq is non–empty.

piiq The map x ÞÝÑ p‹pt, xq is continuous on X, differentiable Lebesgue almost everywhere, for every t P r0, T s, and
satisfies

ż T

0

ż

X

ˇ

ˇ

ˇ

ˇ

Bp‹

Bx

ˇ

ˇ

ˇ

ˇ

pt, xqdxdt ă `8.

piiiq If one defines the map c‹ : r0, T s ˆ r0, 1s ÝÑ R` by

c‹pt, xq “

ˆ

Bu

Bx
pt, x, ¨q

˙p´1qˆ
Bp‹

Bx
pt, xq

˙

, (4.2)

then the restriction of p to tpt, cq P r0, T s ˆ C, Dx P Xppq, c “ c‹pt, xqu is u´convex.

Let us comment on the above definition. First of all, the regularity assumptions are mainly technical. In principle, we
would like to deal with tariffs p which are u´convex since they are completely characterised by their u´transform p‹,
which will be our object of study later on. However, we can ask for less than that. The main point here is that since
only the clients with type in Xppq are going to accept the contract, the Principal will only have to face consumption
levels chosen by these clients. Besides, as we are going to prove in the next proposition, this optimal consumption is
exactly c‹pt, xq. Therefore, any consumption c P C which does not belong to the pre–image of Xppq will never have to
be considered by the Principal. In particular, there is a degree of freedom when defining the value of the tariff p there.
Indeed, if clients of some type x reject the contract p, they will reject any contract with a higher price. This is the
reason why we do not impose the admissible tariffs to be u´convex on C but only on the corresponding pre–image of
the set Xppq.
Our main result in this section is
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Proposition 4.2. For every p P P and for almost every x P Xppq, we have

UApp, xq “

ż T

0
p‹pt, xqdt,

and the optimal consumption of Agents of type x at any time t P r0, T s is given by c‹pt, xq defined in (4.2). In
particular, Xppq can be defined through p‹ only as follows

Xppq “ X‹pp‹q :“
#

x P X, P ‹pxq :“
ż T

0
p‹pt, xqdt ě Hpxq

+

.

4.2 The Principal’s problem
The Principal sets a tariff p P P as a solution to her maximisation problem

UP :“ sup
pPP

ż T

0

„
ż

Xppq

ppt, c‹pt, xqqfpxqdx´K
ˆ

t,

ż

Xppq

c‹pt, xqfpxqdx
˙

dt. (4.3)

Using the results of Section 4.1, we can rewrite this problem in terms of p‹ only as

UP “ sup
pPP

ż T

0

„
ż

X‹pp‹q

ˆ

u

ˆ

t, x,

ˆ

Bu

Bx
pt, x, ¨q

˙p´1qˆ
Bp‹

Bx
pt, xq

˙˙

´ p‹pt, xq

˙

fpxqdx

´K

ˆ

t,

ż

X‹pp‹q

ˆ

Bu

Bx
pt, x, ¨q

˙p´1qˆ
Bp‹

Bx
pt, xq

˙

fpxqdx
˙

dt, (4.4)

Now notice from (4.2) that p‹ is actually non-decreasing in x (since x ÞÝÑ upt, x, cq is non-decreasing for every
pt, cq P r0, T s ˆ C). Let us then consider the space C` of maps g, such that for every t P r0, T s, x ÞÝÑ gpt, xq is
continuous and non–decreasing with

ż T

0

ż

X

ˇ

ˇ

ˇ

ˇ

Bg

Bx
pt, yq

ˇ

ˇ

ˇ

ˇ

dydt ă `8.

We shall actually consider a relaxation of the problem of the Principal rUP ě UP , defined by

rUP :“ sup
p‹PC`

ż T

0

„
ż

X‹pp‹q

ˆ

u

ˆ

t, x,

ˆ

Bu

Bx
pt, x, ¨q

˙p´1qˆ
Bp‹

Bx
pt, xq

˙˙

´ p‹pt, xq

˙

fpxqdx

´K

ˆ

t,

ż

X‹pp‹q

ˆ

Bu

Bx
pt, x, ¨q

˙p´1qˆ
Bp‹

Bx
pt, xq

˙

fpxqdx
˙

dt, (4.5)

where we have forgotten the implicit link existing between p and p‹, which explains why we have in general rUP ě UP .
We will see in the frameworks described below that we can give conditions under which the two problems are indeed
equal. The main advantage of rUP is that it no longer contains the condition that p‹ has to be u´convex, a constraint
that is not easy to consider in full generality.
We emphasise that problem rUP is well defined, since the elements of C` are non–decreasing with respect to x and thus
differentiable Lebesgue almost everywhere. Our aim now will be to compute rUP . However, the present framework is
far too general to hope obtaining explicit solutions, which are of the utmost interest in our electricity pricing model,
so for the rest of the paper we will concentrate our attention on the case of Agents with power–type CRRA utilities.

4.3 Agents with CRRA utilities
For the sake of tractability, we shall use the following standing assumptions

Assumption 4.3. piq X “ r0, 1s.
piiq We have for every pt, x, cq P r0, T s ˆX ˆ C

upt, x, cq “ gγpxqφptq
cγ

γ
,

for some γ P p´8, 0q Y p0, 1q, some map gγ : X ÝÑ R` which is continuous, increasing if γ P p0, 1q, decreasing if
γ P p´8, 0q, and for some continuous map φ : r0, T s ÝÑ R‹`.
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Let us comment on this modelling choice for the utility function. The term gγpxq represents the willingness of the
Agents to pay for their consumption, i.e. their need for energy depends on their type. The term φ is common to
every type of Agents and represents the fact that (almost) everyone is eager to consume at the same time (for example
during the day rather than at night). Furthermore, we consider both the cases γ P p0, 1q, which would be the classical
power utility function, as well as the case γ ă 0, which corresponds to a situation where Agents actually cannot
avoid consuming electricity, as it would provide them a utility equal to ´8, which may be seen as more realistic. As
discussed previously, taking γ P p0, 1q identifies to considering industrial Agents, and γ ă 0 more typically refers to
residential Agents.
Equation (4.2) now can be written as

c‹pt, xq “

ˆ

γ

φ ptq g1γpxq

Bp‹

Bx
pt, xq

˙
1
γ

. (4.6)

By inserting the previous expression in equation (4.3) and using that

ppt, c‹pt, xqq “ gγpxqφptq
c‹pt, xqγ

γ
´ p‹pt, xq,

the relaxed problem to solve can now be expressed as

rUP “ sup
p‹PC`

ż T

0

„
ż

X‹pp‹q

ˆ

gγpxq

g1γpxq

Bp‹

Bx
pt, xq ´ p‹pt, xq

˙

fpxqdx´K
ˆ

t,

ż

X‹pp‹q

ˆ

γ

φptqg1γpxq

Bp‹

Bx
pt, xq

˙
1
γ

fpxqdx
˙

dt.

(4.7)

The aim of next sections is to solve problem rUP . In Section 5, we will focus on the particular case where the reservation
utility H is constant, and shall consider the more general case where it may depend on the Agents’ type in Section 6.

5 Constant reservation utility
We consider in this section a further simplification, related to the reservation utility of the Agents, which we suppose
to be independent of their type. This assumption will be relaxed in Section 6.
Assumption 5.1. The reservation utility H is actually independent of x, that is

Hpxq “: H, for every x P r0, 1s.

When the function H is constant, the set of Agents who accept any tariff becomes an interval. Indeed, under
Assumptions 4.3 and 5.1, the (IR) condition reduces to

X‹pp‹q “

#

x P r0, 1s,
ż T

0
p‹pt, xqdt ě H

+

.

Since p‹ is non–decreasing in x, we have for any x0 P r0, 1s that
ż T

0
p‹pt, x0qdx ě H ùñ

ż T

0
p‹pt, xqdx ě H, @x ě x0.

Therefore, the set X‹pp‹q has necessarily the form

X‹pp‹q “ rx0, 1s,

where x0 P r0, 1s needs to be determined and verifies, by continuity, that P ‹px0q “ H. This means that the Principal
will only select the Agents of high type, greater than some value x0.
We can now look at an equivalent formulation of the problem of the Principal, in which we first choose x0, and then
optimise over the tariffs for which X‹pp‹q is exactly rx0, 1s. The problem (4.7) can therefore be written as

rUP “ sup
x0Pr0,1s

sup
p‹PC`px0q

ż T

0

„
ż 1

x0

ˆ

gγpxq

g1γpxq

Bp‹

Bx
pt, xq ´ p‹pt, xq

˙

fpxqdx

´K

ˆ

t,

ż 1

x0

ˆ

γ

φptqg1γpxq

Bp‹

Bx
pt, xq

˙
1
γ

fpxqdx
˙

dt, (5.1)
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with

C`px0q :“
#

p‹ P C`,

ż T

0
p‹pt, x0qdt “ H

+

“
 

p‹ P C`, X‹pp‹q “ rx0, 1s
(

.

Formulation (5.1) is convenient because it allows to reduce problem rUP to a one–dimensional one. To do so, we first
need to find the best map p‹ in the set C`px0q, for each x0.
Finally, we will rewrite the relaxed problem of the Principal once more, in order to focus only in the derivative of the
u´transform p‹. Denote by F the cumulative distribution function of the types of Agents. By integration by parts
we have for every x0 P r0, 1s and every p‹ P C`px0q

ż T

0

„
ż 1

x0

ˆ

gγpxq

g1γpxq

Bp‹

Bx
pt, xq ´ p‹pt, xq

˙

fpxqdx´K
ˆ

t,

ż 1

x0

ˆ

γ

φptqg1γpxq

Bp‹

Bx
pt, xq

˙ 1
γ

fpxqdx
˙

dt

“

ż T

0

„
ż 1

x0

ˆ

gγpxq

g1γpxq
fpxq ` F pxq ´ 1

˙

Bp‹

Bx
pt, xqdx´K

ˆ

t,

ż 1

x0

ˆ

γ

φptqg1γpxq

Bp‹

Bx
pt, xq

˙ 1
γ

fpxqdx
˙

dt

` pF px0q ´ 1q
ż T

0
p‹pt, x0qdt.

We therefore end up with the maximization problem

rUP “ sup
x0Pr0,1s

sup
p‹PC`px0q

ż T

0

„
ż 1

x0

`

gγpxqfpxq ` g
1
γpxqF pxq ´ g

1
γpxq

˘

g1γpxq

Bp‹

Bx
pt, xqdx

´K

ˆ

t,

ż 1

x0

ˆ

γ

φptqg1γpxq

Bp‹

Bx
pt, xq

˙ 1
γ

fpxqdx
˙

dt` pF px0q ´ 1qH. (5.2)

We can now state our main result of this section, providing the solution to the relaxed problem rUP and conditions
under which we can recover the solution to the original problem UP . For ease of presentation, we introduce the
following function

`px0q :“
ż 1

x0

˜

“

gγpxqfpxq ` g
1
γpxqF pxq ´ g

1
γpxq

‰`

fγpxq

¸

1
1´γ

dx, x0 P r0, 1s.

Theorem 5.2. Let Assumptions 4.3 and 5.1 hold. We have

piq The maximum in (5.1) is attained for the maps

p‹pt, xq “ p‹pt, x‹0q `

ż x

x‹0

g1γpyq

γ

˜

φptq
1
γ
“

gγpyqfpyq ` g
1
γpyqF pyq ´ g

1
γpyq

‰`

fpyq BK
Bc pt, Apt, x

‹
0qq

¸

γ
1´γ

dy, x P r0, 1s,

where Apt, x0q is defined

Apt, x0q :“
ż 1

x0

ˆ

γ

φptqg1γpxq

Bp‹

Bx
pt, xq

˙
1
γ

fpxqdx.

and x‹0 is any maximiser of the map

r0, 1s Q x0 ÞÝÑ

ż T

0

ˆ

BK

Bc
pt, Apt, x0qqmpt, x0q ´Kpt, γmpt, x0qq

˙

dt` pF px0q ´ 1qH,

with

mpt, x0q :“ φ
1

1´γ ptq`px0q

γ

ˆ

BK

Bc
pt, Apt, x0qq

˙
1

1´γ
, pt, x0q P r0, T s ˆ r0, 1s,

and t ÞÝÑ p‹pt, x‹0q is any map such that
ż T

0
p‹pt, x‹0qdt “ H.

For instance, one can choose p‹pt, x‹0q :“ H{T, t P r0, T s.
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piiq Define p for any pt, cq P r0, T s ˆ R` by

ppt, cq “ sup
xPr0,1s

"

gγpxqφptq
cγ

γ
´ p‹pt, xq

*

.

If the map defined on r0, 1s by

x ÞÝÑ g1γpxq

˜

“

gγpxqfpxq ` g
1
γpxqF pxq ´ g

1
γpxq

‰`

fpxq

¸

γ
1´γ

,

is non–decreasing, then p‹ is u´convex, and p is the optimal tariff for the problem (4.3). Furthermore, the Principal
only signs contracts with the Agents of type x P rx‹0, 1s.

piiiq Finally, in the case γ P p0, 1q, if f is non–increasing and the map

β : x ÞÝÑ
pgγpxqfpxq ` g

1
γpxqF pxq ´ g

1
γpxqq

fγpxq
,

is increasing over the set L :“ tx P r0, 1s, βpxq ą 0u, then x‹0 is unique and is characterised by the equation
ˆ

1´ γ
γ

˙

φptq
1

1´γ βpx‹0q
`

BK
Bc pt, Apt, x

‹
0qq

˘

γ
1´γ

“ fpx‹0qH.

The same result holds in the case γ P p´8, 0q if f is non–decreasing and β is decreasing over L.

5.1 An explicit example
We insist on the fact that the tariff p defined in Theorem 5.2 is u´convex by definition, and it is finite since it is
written as a supremum of a continuous function over a compact set. In order to verify that p P P, one therefore only
needs to make sure that p‹ is indeed the u´transform of p (which is the case if p‹ is u´convex) and satisfies the other
required properties. We will consider here a simplified framework where all the computations can be done almost
explicitly.

Assumption 5.3. The cost function K is given, for some n ą 1, by

Kpt, cq :“ kptq
cn

n
, pt, cq P r0, T s ˆ R`,

for some map k : r0, T s ÝÑ R‹`. Moreover, the distribution of the type of Agents is uniform, that is fpxq “ 1, and we
impose gγpxq :“ x1γPp0,1q ` p1´ xq1γă0, for every x P r0, 1s.

Under Assumption 5.3, we then have

Apt, x0q “

ˆ

φptq

kptq

˙
1

n´γ

`
1´γ
n´γ px0q,

and the maximisation problem becomes

rUP “ sup
x0Pr0,1s

#

ˆ

1
γ
´

1
n

˙
ż T

0

ˆ

φptqn

kptqγ

˙
1

n´γ

dt `px0q
np1´γq
n´γ ` px0 ´ 1qH

+

.

Define

BγpT q :“
ˆ

1
γ
´

1
n

˙
ż T

0

ˆ

φptqn

kptqγ

˙
1

n´γ

dt, Φpx0q :“ BγpT q`px0q
np1´γq
n´γ ` px0 ´ 1qH,

where we emphasise that since n ą 1, when γ P p0, 1q, we easily have that BγpT q ą 0, while BγpT q ă 0 when γ ă 0.
Furthermore, we remind the reader that when γ ą 0, the reservation utility of the Agents is necessarily non–negative,
while it has to be negative when γ ă 0, since the utility function itself is negative.

In this setting, the sufficient conditions for the u´convexity of the solution p‹ to the relaxed problem are satisfied.
Our result therefore rewrites in this case
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Theorem 5.4. Let Assumptions 4.3, 5.1 and 5.3 hold.

piq If γ P p0, 1q then, the optimal tariff p P P is given for any pt, cq P r0, T s ˆ R` by

ppt, cq “ φptq
cγ

2γ `
˜

ˆ

φptq

2

˙
1

1´γ 1´ γ
γMptq

¸

1´γ
γ

c´
H

T
`Mptqp2x‹0 ´ 1q

1
1´γ ,

where

Mptq “
1´ γ

2γ

ˆ

2p2´ γq
1´ γ

˙

γpn´1q
n´γ

ˆ

φnptq

kγptq

˙
1

n´γ ´

1´ p2x‹0 ´ 1q
2´γ
1´γ

¯´
γpn´1q
n´γ

,

and where x‹0 is the unique solution in p1{2, 1q of the equation

H “ 2nAγpT q
2´ γ
n´ γ

p2x‹0 ´ 1q
1

1´γ

´

1´ p2x‹0 ´ 1q
2´γ
1´γ

¯´
γpn´1q
n´γ

.

Furthermore, only the Agents of type x ě x‹0 will accept the contract.

piiq If γ ă 0, then the optimal tariff p P P is given for any pt, cq P r0, T s ˆ R` by

ppt, cq “ ´γc

ˆ

´
φptq

γ

˙
1
γ

˜

1´ γ
xMptq

¸

1´γ
γ

´
H

T
´ xMptqp1´ px‹0q

1
1´γ ,

where

xMptq “ ´
1´ γ
γ

ˆ

2´ γ
1´ γ

˙

γpn´1q
n´γ

ˆ

2γφnptq
kγptq

˙
1

n´γ

p1´ px‹0q
´
γp2´γqpn´1q
pn´γqp1´γq ,

and where

px‹0 :“
ˆ

1´
ˆ

n´ γ

np1´ γqBγpT q
H

˙

n´γ
np1´γq`γ

ˆ

2´ γ
1´ γ

˙

´γpn´1q
np1´γq`γ

2
´n

np1´γq`γ

˙`

.

Furthermore, only the Agents of type x ě px‹0 will accept the contract.

6 Type–dependent reservation utilities
In this section, we study the case where the reservation utility H is a general continuous and non–decreasing function
of the type x P r0, 1s. This case strongly differs from the previous section as we can no longer guarantee that the
set of Agents signing the contract with the Principal is in general an interval. The best we can say is that, under
appropriate conditions on H, the set X‹ppq is indistinguishable from a countable union of open intervals. However,
this fact does not allow us to reduce the dimensionality of the problem of the Principal and even the existence of a
solution to it is not guaranteed. For this reason, we need to impose some additional structure to the set of admissible
tariffs in order to obtain a well–posed problem. Specifically, we will consider a new set of admissible tariffs which is
contained in a reflexive Banach space and we will use classical results from functional analysis to prove the existence
of solutions to the Principal’s problem. With that purpose in mind, we introduce the following Sobolev–like spaces.

Definition 6.1. For any ` ě 1 and any open subset O of X, we denote by W 1,`
x pOq the space of maps q : r0, T sˆO ÝÑ

R for which there exists a null set N pqq Ă r0, T s pfor the Lebesgue measureq satisfying that for every t P r0, T szN pqq
the map x ÞÝÑ qpt, xq belongs to W 1,`pOq6 and such that

}q}`,O :“
˜

ż T

0

ż

O
|qpt, xq|`dxdt

¸
1
`

`

˜

ż T

0

ż

O

ˇ

ˇ

ˇ

ˇ

Bq

Bx
pt, xq

ˇ

ˇ

ˇ

ˇ

`

dxdt
¸

1
`

ă 8.

Remark 6.2. For the rest of the paper, for every map q belonging to some space W 1,`
x pOq, the set N pqq will make

reference to the one mentioned in Definition 6.1.

For all the analysis of this section, we fix a number m ą 1 such that mγ ă 1. We are now ready to give our new
definition of admissible tariffs.

6That is to say the usual Sobolev space of maps admitting a weak first order derivative.
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Definition 6.3. A tariff p : r0, T s ˆR` ÝÑ R is said to be admissible pin the case when H is not constantq, denoted
by p P pP, if in addition to Definition 4.1, it satisfies that p‹ PW 1,m

x p
o

Xq.

In this new setting, the Principal offers a tariff p P pP which solves her maximisation problem

pUP :“ sup
pP pP

ż T

0

„
ż

X‹pp‹q

ppt, c‹pt, xqqfpxqdx´K
ˆ

t,

ż

X‹pp‹q

c‹pt, xqfpxqdx
˙

dt. (6.1)

Following the previous sections, we will consider the problem UP ě pUP , in which we drop the u´convexity property,
defined by

UP “ sup
p‹P pC`

ż T

0

„
ż

X‹pp‹q

ˆ

gγpxq

g1γpxq

Bp‹

Bx
pt, xq ´ p‹pt, xq

˙

fpxqdx´K
ˆ

t,

ż

X‹pp‹q

ˆ

γ

φptqg1γpxq

Bp‹

Bx
pt, xq

˙
1
γ

fpxqdx
˙

dt,

(6.2)

where pC` “ C`XW 1,m
x p

o

Xq. We aim at solving the relaxed problem UP and give conditions under which its solution
coincides with the solution to pUP . To facilitate the reading, we provide the main steps we will follow to achieve our
results.

• The structure of X‹ is determined. Whenever H is non–decreasing, we prove that X‹ is a countable union of
intervals. If H is in addition concave, then X‹ is of the form r0, b0s Y ra0, 1s, meaning that the Principal selects
the most and least efficient Agents.

• In the concave case, using the structure of X‹, we rewrite the objective of the Principal as a finite–dimensional
function of a0 and b0. The maximum of this function can be determined by standard optimisation techniques.

• We finally verify whether the solution p‹ for problem UP satisfies the conditions of the initial problem pUP , i.e.,
it is admissible. By doing so, we can conclude that the solutions of both problems coincide and it is given by p‹.

Thus, we move to the reservation utility function H, recalling that it determines the structure of the set X‹pp‹q. In
order to avoid complex forms of this set we make the following assumption on g, H and f .

Assumption 6.4. The functions g and H are such that for every x P r0, 1s

gγpxq

g1γpxq
ď

Hpxq

H 1pxq
. (6.3)

Moreover, the following maps

v1pxq :“ g1γpxq

ˆ

“

gγpxqfpxq ` g
1
γpxqF pxq

‰`

fpxq

˙

γ
1´γ

, v2pxq :“ g1γpxq

ˆ

“

gγpxqfpxq ` g
1
γpxqF pxq ´ g

1
γpxq

‰`

fpxq

˙

γ
1´γ

,

are non–decreasing on r0, 1s.

Remark 6.5. Condition (6.3) is equivalent to the elasticity of reservation utility being less than the elasticity of
willingness to pay for consumption. For instance, in the case γ P p0, 1q, it is automatically satisfied when H is
constant, and if gγpxq “ x then (6.3) reduces to H being concave. For gγpxq “ x, v1 and v2 are increasing if the
distribution of Agents is uniform and in some cases of the Beta distribution.7 Similarly, in the case γ ă 0, (6.3)
holds if gγpxq “ 1 ´ x and Hpxq “ xα with α ą 1. On the other hand, if for instance, fpxq “ 1 and gpxq “ xα with
α P p0, 1s, then v1, v2 are increasing when α ě 1´ γ.

The following proposition shows that when Condition (6.3) holds, it is actually never optimal for the Principal to
propose a tariff for which the utility of the Agents is exactly their reservation utility on a set with positive Lebesgue
measure.

Proposition 6.6. Let Assumptions 4.3 and 6.4 hold, and let p‹ P pC` be any function such that the set

Y ‹pp‹q :“ tx P r0, 1s, P ‹pxq “ Hpxqu ,

has positive Lebesgue measure. Then p‹ is not optimal for problem (6.2).
7For the Beta distribution, fpxq “ Cα,βx

α´1p1´ xqβ´1, and the condition is satisfied if for instance either α “ 1 or β “ 1
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We can now split the problem of the Principal into subintervals. Thanks to the previous proposition, we can consider
without loss of generality functions p‹ P pC` such that the Lebesgue measure of Y ‹pp‹q is zero. For these functions,
we define the set

pX‹pp‹q :“ X‹pp‹qzY ‹pp‹q “ tx P r0, 1s, P ‹pxq ą Hpxqu ,

which by continuity is an open subset of r0, 1s. As X‹ and p‹ are continuous, we can replace all the integrals over
X‹pp‹q by integrals over pX‹pp‹q and we can write the latter set as a countable union of open disjoint intervals, that is

pX‹pp‹q :“ r0, b0q Y
ď

ně1
pan, bnq Y pa0, 1s,

for some a0 P p0, 1s, b0 P r0, 1q, and 0 ă an ă bn ă 1, @n ě 0. We denote a :“ panqně0, b :“ pbnqně0 and define A as
the set of such that pairs pa, bq. Similar to the previous section, we will use the characterisation of the set X‹pp‹q to
reformulate the problem of the Principal. For each possible set X‹pp‹q, we will solve the sub–problem in which the set
of tariffs reduces to the ones for which the set of Agents accepting the contract is exactly X‹pp‹q. For any pa, bq P A,
we define the set

X‹pa, bq “ r0, b0q Y
ď

ně1
pan, bnq Y pa0, 1s.

We can therefore write

UP “ sup
pa,bqPA

sup
p‹PC`pa,bq

ż T

0

„
ż

X‹pa,bq

ˆ

gpxq

g1pxq

Bp‹

Bx
pt, xq ´ p‹pt, xq

˙

fpxqdx

´K

ˆ

t,

ż

X‹pa,bq

ˆ

γ

φptqg1pxq

Bp‹

Bx
pt, xq

˙
1
γ

fpxqdx
˙

dt, (6.4)

where C`pa, bq is given by all the maps p‹ P pC` such that pX‹pp‹q “ X‹pa, bq.

Remark 6.7. The case b0 “ 0 stands for P ‹pb0q ă Hpb0q and the case a0 “ 1 stands for P ‹pa0q ă Hpa0q. By
continuity we have P ‹panq “ Hpanq and P ‹pbnq “ Hpbnq for every n ě 1.

For fixed pa, bq P A, define the operator Ψpa,bq : C`pa, bq ÝÑ R by

Ψpa,bqpp‹q :“
ż T

0

„
ż

X‹pa,bq

ˆ

gγpxq

g1γpxq

Bp‹

Bx
pt, xq ´ p‹pt, xq

˙

fpxqdx

´K

ˆ

t,

ż

X‹pa,bq

ˆ

γ

φptqg1γpxq

Bp‹

Bx
pt, xq

˙
1
γ

fpxqdx
˙

dt.

As previously explained, we focus on the problem in which the set of Agents signing the contract is fixed. Define

pPa,bq sup
p‹PC`pa,bq

Ψpa,bqpp‹q.

Our first result gives the existence of a solution to the above infinite-dimensional optimisation problem, and requires
the following assumption, which involves mainly the cost function. It is required in order to obtain nice coercivity
properties

Assumption 6.8. The cost function K satisfies the following growth condition

Kpt, cq ě kptqcn, @c P C,

where the map k : r0, T s ÝÑ R` is bounded from below by some constant k ą 0 and n ě 1. Moreover, we have that

I :“ inf
"

kptq

ˆ

γfpxq

φptqg1γpxq

˙n

, pt, xq P r0, T s ˆ r0, 1s
*

ą 0.

We now have

Proposition 6.9. Let Assumptions 4.3, 6.4 and 6.8 hold. For every pa, bq P A, the optimisation problem pPa,bq has
at least one solution.
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Next, we obtain necessary optimality conditions for problem pPa,bq. Recalling from Remark 6.7 that the (IR) condition
is binding at each an, bn, by integration by parts we can rewrite Ψpa,bq as

Ψpa,bqpp‹q “
ż T

0

˜

ż b0

0

`

gγpxqfpxq ` g
1
γpxqF pxq

˘

g1γpxq

Bp‹

Bx
pt, xqdx`

ż 1

a0

`

gγpxqfpxq ` g
1
γpxqF pxq ´ g

1
γpxq

˘

g1γpxq

Bp‹

Bx
pt, xqdx

¸

dt

`

8
ÿ

n“1

ż T

0

ż bn

an

`

gγpxqfpxq ` g
1
γpxqF pxq

˘

g1pxq

Bp‹

Bx
pt, xqdxdt

´K

ˆ

t,

ż

p0,b0qY
Ť

ně1pan,bnqYpa0,1q

ˆ

γ

φptqg1γpxq

Bp‹

Bx
pt, xq

˙
1
γ

fpxqdx
˙

dt

`

8
ÿ

n“1
F panqHpanq ´

8
ÿ

n“1
F pbnqHpbnq ´ F pb0qHpb0q ` pF pa0q ´ 1qHpa0q. (6.5)

To simplify notations, denote

Apt, a, bq :“
ż

X‹pa,bq

ˆ

γ

φptqg1γpxq

Bp‹

Bx
pt, xq

˙
1
γ

fpxqdx.

Theorem 6.10. Let Assumptions 4.3, 6.4 and 6.8 hold and let p‹ be a solution of pPa,bq. Consider an interval
I “ px`, xrq Ď X‹pa, bq such that P ‹pxq ą Hpxq for every x P I, P ‹px`q “ Hpxlq and P ‹pxrq “ Hpxrq. Then there
exists a null set N Ă r0, T s and a constant µt for every t P r0, T szN such that the following optimality condition is
satisfied

piq In the case I Ď pa0, 1q, for every x P I we have

Bp‹

Bx
pt, xq “

˜

φptq
1
γ
“

gγpxqfpxq ` g
1
γpxqF pxq ´ g

1
γpxq ` g

1
γpxqµt

‰`

fpxq BK
Bc pt, Apt, a, bqq

¸

γ
1´γ

g1γpxq

γ
. (6.6)

piiq In the case I Ď p0, b0q Yně1 pan, bnq, for every x P I we have

Bp‹

Bx
pt, xq “

˜

φptq
1
γ
“

gγpxqfpxq ` g
1
γpxqF pxq ` g

1
γpxqµt

‰`

fpxq BK
Bc pt, Apt, a, bqq

¸

γ
1´γ

g1γpxq

γ
. (6.7)

The proof of Theorem 6.10 consists in several technical propositions which are given and proved in Appendix D.2
below.

Even after solving the sub–problems pPa,bq, the main difficulty for moving back to the relaxed problem of the Principal
is the infinite dimensionality of the set A. However, equations (6.6) and (6.7) give us some insight on the behaviour
of the optimal tariff in the set of Agents accepting the contract, and how it can be used to obtain a finite–dimensional
formulation of Problem UP .

Under Assumption 6.4, the optimal tariffs are convex over intervals where the (IR) condition is not binding. This is
the last result of this section and it is a direct consequence of the fact that the functions v1 and v2 are non–decreasing,
which makes the derivative of p‹ non–decreasing as well. The convexity property will allow us to completely solve
the Principal’s problem in the next subsection, when the function H is strictly concave, because A will reduce to a
2–dimensional set. Other cases in which A is also finite–dimensional, and therefore the problem of the Principal can
be easily solved, are mentioned in the last subsection.

Proposition 6.11. Let Assumptions 4.3, 6.4 and 6.8 hold. Let p‹ be a solution to problem pPa,bq. Then P ‹ is convex
on every interval over which P ‹ is strictly greater than H.

6.1 Strictly concave reservation utility
In this section we assume the reservation utility function of the Agents is strictly concave.

Assumption 6.12. The map x ÞÝÑ Hpxq is strictly concave and non–decreasing.
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b0 a0

P ‹pxq

Hpxq

Figure 8: pX‹pp‹q for strictly concave H.

The main consequence of Assumption 6.12 is the following simple result, which shows that we can always restrict our
attention to sets X‹ where only the most effective and less effective Agents sign the contract.

Proposition 6.13. Let Assumptions 4.3, 6.4, 6.8 and 6.12 hold. Let pa, bq P A be such that 0 ă an0 ă bn0 ă 1 for
some n0 ě 1. Then the solution to problem pPa,bq is not optimal for problem (6.2).

In the rest of this section, we start by deriving a general solution under some implicit assumptions, and then show
that the latter can be verified in an example in the context of Assumption 5.3.

6.1.1 The general tariff

Proposition 6.13 implies that the solution of (6.4) is attained at some p‹ satisfying pX‹pp‹q “ r0, b0q Y pa0, 1s. We
expect then the optimal tariff to look like the curve in Figure 8. Let us then define the set

A2 :“
 

pa, bq P r0, 1s2, b ď a
(

.

Theorem 6.10 gives us only partial information about the solution of the problem pPa,bq, for pa, bq P A2. Now that we
assume in addition that H is strictly concave, we can actually precise the necessary optimality conditions with the
following proposition, which tells us that the value of the constants µt is zero in the intervals of the form r0, bq and
pa, 1s.

Proposition 6.14. Let Assumptions 4.3, 6.4, 6.8 and 6.12 hold. Let p‹ be a solution of pPa,bq, for pa, bq P A2, and
I be as in Theorem 6.10. Then there exists a null set N 1 Ă r0, T s such that for every t P r0, T szN 1 the optimality
conditions from Theorem 6.10 hold with µt “ 0.

Following the computations of Section 5, we define

Apt, a0, b0q :“ g
p´1q
K

ˆ

φptq
1

1´γ

ż b0

0

ˆ

rgpxqfpxq ` g1pxqF pxqs
`

fγpxq

˙
1

1´γ

dx

` φptq
1

1´γ

ż 1

a0

ˆ

rgpxqfpxq ` g1pxqF pxq ´ g1pxqs
`

fγpxq

˙
1

1´γ

dx
˙

.

The aim of the next proposition is similar in spirit to that of Proposition 6.13, in the sense that it allows to exclude
many specifications of pa, bq P A2, for which the solution to the sub–problem pPa,bq does not solve the general relaxed
problem UP .

Proposition 6.15. Let Assumptions 4.3, 6.4, 6.8 and 6.12 hold. Let p‹ be a solution of pPa,bq. If either

Ξγpa0, b0q :“
ż T

0

˜

φptq
1
γ
“

gγpa0qfpa0q ` g
1
γpa0qF pa0q ´ g

1
γpa0q

‰`

fpa0q
BK
Bc pt, Apt, a0, b0qq

¸

γ
1´γ g1γpa0q

γ
dt ă H 1pa0q,
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or

Ψγpa0, b0q :“
ż T

0

˜

φptq
1
γ
“

gγpb0qfpb0q ` g
1
γpb0qF pb0q

‰`

fpb0q
BK
Bc pt, Apt, a0, b0qq

¸

γ
1´γ g1γpb0q

γ
dt ą H 1pb0q,

then the solution to problem pPa,bq is not optimal for problem (6.2).

Judging by the results of Proposition 6.15, it is natural to define A12 as the set of all the pairs pa, bq P A2 for which

Ξγpa0, b0q ě H 1pa0q, Ψγpa0, b0q ď H 1pb0q.

Thanks to Proposition 6.15, we have thus reduced problem UP to

UP “ sup
pa0,b0qPA12

ż T

0

»

–

φptq
1

1´γ `pa0, b0q

γ
`

BK
Bc pt, Apt, a0, b0qq

˘

γ
1´γ

´K

¨

˝t,
φptq

1
1´γ `pa0, b0q

`

BK
Bc pt, Apt, a0, b0qq

˘

1
1´γ

˛

‚

fi

fldt` θpa0, b0q,

where we abused notations and defined the corresponding functions

`pa0, b0q :“
ż b0

0

˜

rgpxqfpxq ` g1pxqF pxqs
`

fγpxq

¸
1

1´γ

dx`
ż 1

a0

˜

rgpxqfpxq ` g1pxqF pxq ´ g1pxqs
`

fγpxq

¸
1

1´γ

dx,

θpa0, b0q :“´ F pb0qHpb0q ` pF pa0q ´ 1qHpa0q.

Since all these maps are continuous on r0, 1s2, the supremum over the compact set above is attained at some pa‹0, b‹0q P
A12. We have therefore proved our main result of this section

Theorem 6.16. Let Assumptions 4.3, 6.4, 6.8 and 6.12 hold. We have

piq The maximum in (6.2) is attained for the map

p‹pt, xq “

$

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

%

Hpb‹0q

T
´

φptq
1

1´γ

γ
`

BK
Bc pt, Apt, a

‹
0, b

‹
0qq

˘

γ
1´γ

ż b‹0

x

v1pyqdy, if x P r0, b‹0q,

p̃‹pt, xq, if x P rb‹0, a‹0s,

Hpa‹0q

T
`

φptq
1

1´γ

γ
`

BK
Bc pt, Apt, a

‹
0, b

‹
0qq

˘

γ
1´γ

ż x

a‹0

v2pyqdy, if x P pa‹0, 1s,

where p̃‹pt, xq is any continuous and non-decreasing map pwith respect to xq such that
ż T

0
p̃‹pt, b‹0qdt “ Hpb‹0q,

ż T

0
p̃‹pt, a‹0qdt “ Hpa‹0q,

ż T

0
p̃‹pt, xqdt ă Hpxq, for all x P pb‹0, a‹0q.

piiq Define p, for any pt, cq P r0, T s ˆ R`, by

ppt, cq :“ sup
xPr0,1s

"

gγpxqφptq
cγ

γ
´ p‹pt, xq

*

.

If p‹ is u´convex on X‹pp‹q, then p is the optimal tariff for the problem (6.1). Furthermore, the Principal only signs
contracts with the Agents of type x P r0, b‹0s Y ra‹0, 1s.

6.1.2 Power type cost function

Exactly as in the case where H was independent of x, the computations become much simpler as soon as Assumption
5.3 holds. Let us note Rγpa0, b0q “ 1`p2b0q

2´γ
1´γ ´pp2a0 ´ 1q`q

2´γ
1´γ if γ P p0, 1q and Rγpa0, b0q “ 1´pp1´ 2b0q

`q
2´γ
1´γ `

p2´ 2a0q
2´γ
1´γ if γ ă 0. Then, the functions ` and A are given, for any pt, a0, b0q P r0, T s ˆA12, by

`γpa0, b0q “
1´ γ

2p2´ γqRγpa0, b0q, Apt, a0, b0q “

ˆ

φptq

kptq

˙
1

n´γ

`pa0, b0q
1´γ
n´γ .
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So, in order to obtain pa‹0, b‹0q we have to solve

sup
pa0,b0qPA12

ˆ

1
γ
´

1
n

˙
ż T

0

ˆ

φptqn

kptqγ

˙
1

n´γ

dt `pa0, b0q
np1´γq
n´γ ´ b0Hpb0q ` pa0 ´ 1qHpa0q. (6.8)

Let us now compute the associated tariff p and check that p indeed belongs to P and that its u´transform is p‹. Fix
some t P r0, T s and define

Nγ :“ 2
γ

1´γ p1´ γq
γ

ˆ

2p2´ γq
1´ γ

˙

γpn´1q
n´γ

ˆ

φnptq

kγptq

˙
1

n´γ

Rγpa0, b0q
´
γpn´1q
n´γ .

Recall that by Proposition 6.15, the following inequalities must be satisfied
piq If γ P p0, 1q

pp2a‹0 ´ 1q`q
γ

1´γ

γ`pa‹0, b
‹
0q

γpn´1q
n´γ

ż T

0

ˆ

φptqn

kptqγ

˙
1

n´γ

dt ě H 1pa‹0q,
p2b‹0q

γ
1´γ

γ`pa‹0, b
‹
0q

γpn´1q
n´γ

ż T

0

ˆ

φptqn

kptqγ

˙
1

n´γ

dt ď H 1pb‹0q. (6.9)

piiq If γ ă 0

´
p2p1´ a‹0q`q

γ
1´γ

γ`pa‹0, b
‹
0q

γpn´1q
n´γ

ż T

0

ˆ

φptqn

kptqγ

˙
1

n´γ

dt ě H 1pa‹0q, ´
pp1´ 2b‹0q`q

γ
1´γ

γ`pa‹0, b
‹
0q

γpn´1q
n´γ

ż T

0

ˆ

φptqn

kptqγ

˙
1

n´γ

dt ď H 1pb‹0q. (6.10)

Notice in particular that when γ P p0, 1q, (6.9) implies that a‹0 ą 1{2, since H is increasing. With similar computations
as in Section 5.1, we compute that
piq If γ P p0, 1q

p‹pt, xq “

$

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

%

Hpb‹0q

T
´Nγ

´

pb‹0q
1

1´γ ´ x
1

1´γ

¯

, if x P r0, b‹0q,

p̃‹pt, xq, if x P rb‹0, a‹0s,

Hpa‹0q

T
`Nγ

˜

ˆ

x´
1
2

˙
1

1´γ

´

ˆ

a‹0 ´
1
2

˙
1

1´γ
¸

, if x P pa‹0, 1s,

piiq If γ ă 0

p‹pt, xq “

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

Hpb‹0q

T
´Nγ

˜

ˆ

1
2 ´ b

‹
0 ^

1
2

˙
1

1´γ

´

ˆ

1
2 ´ x^

1
2

˙
1

1´γ
¸

, if x P r0, b‹0q,

p̃‹pt, xq, if x P rb‹0, a‹0s,

Hpa‹0q

T
`Nγ

´

p1´ xq
1

1´γ ´ p1´ a‹0q
1

1´γ
¯

, if x P pa‹0, 1s,

Actually, in this case, the map p‹ will be u´convex if and only if the following implicit assumption holds.
Assumption 6.17. The solutions pa‹0, b‹0q of (6.8) are such that

b‹0 ď a‹0 ´
1
2 .

Our main result in this case reads.
Theorem 6.18. Let Assumptions 4.3, 5.3, 6.4, 6.8, 6.12 and 6.17 hold, then the optimal tariff p P pP is given for any
pt, cq P r0, T s ˆ R`, when γ P p0, 1q by

ppt, cq “

$

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

%

φptq
cγ

2γ ` φptqLγptq
γ´1c`Nγ

ˆ

a‹0 ´
1
2

˙
1

1´γ

´
Hpa‹0q

T
, if Lγptq

ˆ

a‹0 ´
1
2

˙
1

1´γ

ă c,

x̃‹pcqφptq
cγ

γ
´ p̃‹pt, x̃pcqq, if Lγptqpb‹0q

1
1´γ ă c ď Lγptq

ˆ

a‹0 ´
1
2

˙
1

1´γ

,

φptqLγptq
γ´1c´

Hpb‹0q

T
`Nγpb

‹
0q

1
1´γ , if 0 ď c ď Lγptqpb

‹
0q

1
1´γ ,
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and when γ ă 0 by

ppt, cq “

$

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

%

φptqLγptq
γ´1c`Nγp1´ a‹0q

1
1´γ ´

Hpa‹0q

T
, if 0 ă c ď Lγptqp1´ a‹0q

1
1´γ ,

x̃‹pcqφptq
cγ

γ
´ p̃‹pt, x̃pcqq, if Lγptqp1´ a‹0q

1
1´γ ă c ď Lγptq

ˆ

1
2 ´ b

‹
0

˙
1

1´γ

,

φptq
cγ

2γ ` φptqLγptq
γ´1c`Nγ

ˆ

1
2 ´ b

‹
0

˙
1

1´γ

´
Hpb‹0q

T
, if Lγptq

ˆ

1
2 ´ b

‹
0

˙
1

1´γ

ă c.

where Lγptq :“
´

γNγ
p1´γqφptq

¯
1
γ and where pa‹0, b‹0q are maximisers of

sup
pa0,b0qPA12

CpT qRγpa0, b0q
np1´γq

2´γ ´ b0Hpb0q ` pa0 ´ 1qHpa0q.

Furthermore, the Principal will only choose clients with type x P r0, b‹0s Y ra‹0, 1s.

6.2 General reservation utility
In this section, we want to point out that the assumption of the reservation utility function H being strictly concave
is not mandatory in order to solve problem (6.2). We intend to explain in which other cases we can hope to solve the
problem and what procedure can be followed to do so.

In order to reduce the relaxed problem UP to a finite dimensional problem, we need H to have at most a finite number
of intersecting points with a strictly convex function. If H were to satisfy this property, then we would be able to
prove a result similar to Proposition 6.13, and we would conclude that the optimal set X̂‹pp‹q is a finite union of
intervals contained in r0, 1s. The next step then would be to prove that the Lagrange multipliers µt in Theorem 6.10
are equal to zero, using for instance local perturbations as we did to prove Proposition 6.14. This would allow to solve
explicitly the optimality conditions (6.6) and (6.7) by using the corresponding auxiliary map Apa, bq.

An interesting example of a reservation utility function satisfying the finite intersecting points property is the
“constant–linear” case, which is presented next and leads to a 3–dimensional optimisation problem.

Example 6.19. Suppose that for some α, β ě 0 and xh P r0, 1s, H has the form

Hpxq “

#

β, if x P r0, xhs,
αpx´ xhq ` β, if x P rxh, 1s.

Such a reservation utility accounts for the fact that all the Agents, whatever their appetence for power consumption is,
should at least receive a minimal level of utility, in this case β. Though in general two convex functions can intersect
at countably many points, given the specific form of H, it can intersect an increasing and convex function at, at most,
three points, as shown in Figure 9.

Therefore, we deduce that X‹pp‹q has the following form

X‹pp‹q “ ra1, a2s Y ra3, 1s, for some 0 ď a1 ď a2 ď a3 ď 1.

We define then the set
A3 :“

 

pa, b, cq P r0, 1s2, a ď b ď c
(

.

After proving that the Lagrange multipliers µt in Theorem 6.10 are equal to zero, Problem UP becomes, abusing
notations slightly

sup
pa1,a2,a3qPA3

ż T

0

»

–

φptq
1

1´γ `pa1, a2, a3q

γ
`

BK
Bc pt, Apt, a1, a2, a3qq

˘

γ
1´γ

´K

¨

˝t,
φptq

1
1´γ `pa1, a2, a3q

`

BK
Bc pt, Apt, a1, a2, a3q

˘

1
1´γ

˛

‚

fi

fldt` θpa1, a2, a3q,
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a1 a2 a3xh

P ‹pxq

Hpxq

(a) Case a1 “ 0.

a1 a2 a3xh

Hpxq

P ‹pxq

(b) Case a1 ą 0.

Figure 9: X‹pp‹q for a "constant-linear" H.

where for any pt, a1, a2, a3q P r0, T s ˆA3

`pa1, a2, a3q :“
ż a2

a1

ˆ

rgγpxqfpxq ` g
1
γpxqF pxqs

`

fγpxq

˙
1

1´γ

dx`
ż 1

a3

ˆ

rgγpxqfpxq ` g
1
γpxqpF pxq ´ 1qs`

fγpxq

˙
1

1´γ

dx,

θpa1, a2, a3q :“ F pa1qHpa1q ´ F pa2qHpa2q ` pF pa3q ´ 1qHpa3q,

Apt, a1, a2, a3q :“ g
p´1q
K

ˆ

φptq
1

1´γ

ż a2

a1

ˆ

rgγpxqfpxq ` g
1
γpxqF pxqs

`

fγpxq

˙
1

1´γ

dx

` φptq
1

1´γ

ż 1

a3

ˆ

“

gγpxqfpxq ` g
1
γpxqF pxq ´ g

1
γpxq

‰`

fγpxq

˙
1

1´γ

dx
˙

.

Since all the maps are continuous, the previous problem has a solution pa‹1, a‹2, a‹3q which provides the optimal tariff.
Choosing again Kpt, cq “ kptq c

n

n , fpxq “ 1, gpxq “ x, in the case γ P p0, 1q the functions ` and A will be given by

`pa1, a2, a3q “
1´ γ

2p2´ γq

„

p2a2q
2´γ
1´γ ´ p2a1q

2´γ
1´γ ` 1´

`

r2a3 ´ 1s`
˘

2´γ
1´γ



,

Apt, a1, a2, a3q “

ˆ

φptq

kptq

˙
1

n´γ

`pa1, a2, a3q
1´γ
n´γ .

It can be proved that a‹3 ě 1
2 ` a

‹
2, a‹1 ď xh so the optimisation over pa1, a2, a3q P A3 reduces to optimising over the set

D1h “ r0, xhs ˆ rxh, 1s ˆ rmaxt 1
2 , xhu, 1s. Then, similar computations to the ones in Theorems 6.16 and 6.18 give

p‹pt, xq “

$

’

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

’

%

p̃‹pt, xq, if x P r0‹, a‹1q,

Hpa‹2q

T
´Nγ

´

pa‹2 ´ µq
1

1´γ ´ px´ µq
1

1´γ

¯

, if x P ra‹1, a‹2q,

p̃‹pt, xq, if x P ra‹2, a‹3s,

Hpa‹3q

T
`Nγ

˜

ˆ

x´
1
2

˙
1

1´γ

´

ˆ

a‹3 ´
1
2

˙
1

1´γ
¸

, if x P pa‹3, 1s,

where the constant µ is such that p‹pt, a‹1q “
Hpa‹1q
T . Since the map x ÞÝÑ xφptqcγ{γ ´ p‹pt, xq is concave on r0, 1s, its
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maximum is attained at

x‹pcq :“

$

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

%

1, if c ą Lγptq2´
1

1´γ ,

1
2 ` Lγptq

γ´1c1´γ , if Lγptq
ˆ

a‹3 ´
1
2

˙
1

1´γ

ă c ď Lγptq2´
1

1´γ ,

x̃‹pcq, if Lγptqpa‹2 ´ µq
1

1´γ ă c ď Lγptq

ˆ

a‹3 ´
1
2

˙
1

1´γ

,

µ` Lγptq
γ´1c1´γ , if 0 ď c ď Lγptqpa

‹
2 ´ µq

1
1´γ ,

where x̃‹pcq is any point in ra‹2, a‹3s such that

Bp̃‹

Bx
pt, x̃‹pcqq “ φptq

cγ

γ
.

We deduce that

ppt, cq “

$

’

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

’

%

φptq
cγ

γ
´Nγ

˜

2´
1

1´γ ´

ˆ

a‹3 ´
1
2

˙
1

1´γ
¸

´
Hpa‹3q

T
, if c ą Lγptq2´

1
1´γ ,

φptq
cγ

2γ ` φptqLγptq
γ´1c`Nγ

ˆ

a‹3 ´
1
2

˙
1

1´γ

´
Hpa‹3q

T
, if Lγptq

ˆ

a‹3 ´
1
2

˙
1

1´γ

ă c ď
Lγptq

2
1

1´γ
,

x̃‹pcqφptq
cγ

γ
´ p̃‹pt, x̃pcqq, if Lγptqpa‹2 ´ µq

1
1´γ ă c ď Lγptq

ˆ

a‹3 ´
1
2

˙
1

1´γ

,

φptqLγptq
γ´1c` µφptq c

γ

γ ´
Hpa‹2q
T `Nγpa

‹
2 ´ µq

1
1´γ , if 0 ď c ď Lγptqpa

‹
2 ´ µq

1
1´γ .

7 Conclusion
In this paper, we provide an explicit formulation of optimal electricity tariffs, from the point of view of a power
company offering service to consumers facing alternatives for satisfying energy requirements. It covers the adverse
selection feature of Agents, which has been empirically highlighted in the literature [30]. From this perspective, our
results differ from the existing analysis in the literature on electricity pricing, which mainly focused on the point of
view of a monopoly needing to recover its costs, such as in the Ramsey–Boiteux pricing described in [5] or in [31].
Our main result is the derivation of time–dependent and consumption–based optimal tariffs. They act in several ways
in order to reflect the increasing marginal cost of electricity production with the aggregate consumption, by making
electricity more expensive in peak hours; increasing the marginal price of high consumption power units; excluding
effectively some of the consumers, by offering a tariff which is too expensive in comparison to their alternative sources
of energy.

Our tariff is either linear or concave. Thus, its structure can compare to common electricity tariffs which are often
linear functions of the consumed energy (see for example the Australia Queensland tariffs8). Interestingly, it can also
compare to regulated tariff menus9 that are offered to consumers. For instance, residential consumers in France can
choose their maximal consumption which is associated to a different fixed cost plus a common linear pricing, these
family of functions could potentially be used as an approximation to our concave tariffs.10 The main distinction is the
concavity of our optimal tariff with respect to the power limit, and this difference may be induced by the fact that we
offer a single tariff instead of a menu of contracts. By doing so, our tariff intends to address all consumers in a single
function. As a future research project, we plan to tackle the extension of our model to a menu of tariffs, allowing more
flexibility for handling adverse selection.

This paper is but the first step in the direction we have outlined. In addition to extending the analysis to a menu
of tariffs, at this stage, there is no uncertainty in our model, and Agents commit for a definite period r0, T s. At
a later stage, we plan to incorporate uncertainties in the model: there are fluctuations in the prices of primary
energies and changes in uses of electricity, and domestic consumption is subject to weather conditions. Expanding the

8Available at https://www.dews.qld.gov.au/electricity/prices/tariffs
9In practice, consumers can choose for instance: between having a standing charge or not; or having a duration of engagement or not.

10Graphically, the French menu looks like a set of parallel segments with different lengths that could be linked to concave functions by
some appropriate regression. For a description see https://www.kelwatt.fr/prix/tarif-bleu-edf#resume.
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characteristics of Agents in order to model their ability to modulate their consumption is also a possible extension; see
for example [23] for an analysis of rational consumers who react imperfectly to prices or [36] for a model with a portion
of consumers who cannot modify their consumption. One can also consider more sophisticated contracts, allowing
for instance the producer to cut supply a certain number of days during the year. One should also take into account
the existence of a spot market for electricity, which creates arbitrage opportunities for the Agents. Most tantalising
are the congestion problems: peak hours are not seasonal, they result from aggregate behaviour, which is strategic in
nature, and call for an analysis in terms of mean field games.

References
[1] S. Abras, S. Ploix, S. Pesty, and M. Jacomino. A multi–agent home automation system for power management. In J.A. Cetto,

J.-L. Ferrier, J.M.C. dias Pereira, and J. Filipe, editors, Informatics in control automation and robotics. Selected papers from the
international conference on informatics in control automation and robotics 2006, volume 15 of Lecture notes electrical engineering,
pages 59–68. Springer, 2008.

[2] S. Afşar, L. Brotcorne, P. Marcotte, and G. Savard. Achieving an optimal trade–off between revenue and energy peak within a smart
grid environment. Renewable Energy, 91:293–301, 2016.

[3] H. Allcott. Rethinking real–time electricity pricing. Resource and Energy Economics, 33(4):820–842, 2011.
[4] M. Armstrong and J.-C. Rochet. Multi–dimensional screening: a user’s guide. European Economic Review, 43(4-6):959–979, 1999.
[5] M. Boyer, M. Moreau, and M. Truchon. Partage des coûts et tarification des infrastructures. Cirano, 2006.
[6] G. Carlier. A general existence result for the principal–agent problem with adverse selection. Journal of Mathematical Economics,

35(1):129–150, 2001.
[7] J. Cvitanić, X. Wan, and H. Yang. Dynamics of contract design with screening. Management Science, 59(5):1229–1244, 2013.
[8] P. Daniele, S. Giuffrè, G. Idone, and A. Maugeri. Infinite dimensional duality and applications. Mathematische Annalen, 339(1):221–

239, 2007.
[9] E. Dierker, C. Fourgeaud, and W. Neuefeind. Increasing returns to scale and productive systems. Journal of Economic Theory,

13(3):428–438, 1976.
[10] M.B. Donato. The infinite dimensional Lagrange multiplier rule for convex optimization problems. Journal of Functional Analysis,

261(8):2083–2093, 2011.
[11] A. Faruqui and S. Sergici. Household response to dynamic pricing of electricity: a survey of 15 experiments. Journal of Regulatory

Economics, 38(2):193–225, 2010.
[12] A. Faruqui, S. Sergici, and L. Akaba. Dynamic pricing of electricity for residential customers: the evidence from Michigan. Energy

Efficiency, 6(3):571–584, 2013.
[13] W. Gans, A. Alberini, and A. Longo. Smart meter devices and the effect of feedback on residential electricity consumption: evidence

from a natural experiment in Northern Ireland. Energy Economics, 36:729–743, 2013.
[14] B. Gilbert and J.G. Zivin. Dynamic salience with intermittent billing: evidence from smart electricity meters. Journal of Economic

Behavior & Organization, 107(A):176–190, 2014.
[15] K. Gillingham, M. Harding, and D. Rapson. Split incentives in residential energy consumption. The Energy Journal, 33(2):37, 2012.
[16] R. Guesnerie and J.-J. Laffont. A complete solution to a class of principal–agent problems with an application to the control of a

self-managed firm. Journal of Public Economics, 25(3):329–369, 1984.
[17] M. Harding and A. Hsiaw. Goal setting and energy conservation. Journal of Economic Behavior & Organization, 107(A):209–227,

2014.
[18] N. Hernández Santibáñez, D. Possamaï, and C. Zhou. Bank monitoring incentives under moral hazard and adverse selection. arXiv

preprint arXiv:1701.05864, 2017.
[19] K. Herter. Residential implementation of critical–peak pricing of electricity. Energy Policy, 35(4):2121–2130, 2007.
[20] B.F. Hobbs and S.K. Nelson. A nonlinear bilevel model for analysis of electric utility demand–side planning issues. Annals of

Operations Research, 34(1):255–274, 1992.
[21] K. Ito. Do consumers respond to marginal or average price? Evidence from nonlinear electricity pricing. The American Economic

Review, 104(2):537–563, 2014.
[22] K. Jessoe, D. Rapson, and J.B. Smith. Towards understanding the role of price in residential electricity choices: evidence from a

natural experiment. Journal of Economic Behavior & Organization, 107(A):191–208, 2014.
[23] P. Joskow and J. Tirole. Retail electricity competition. RAND Journal of Economics, 37(4):799–815, 2006.
[24] B. Jullien. Participation constraints in adverse selection models. Journal of Economic Theory, 93(1):1–47, 2000.
[25] A. Kowalska-Pyzalska, K. Maciejowska, K. Suszczyński, K. Sznajd-Weron, and R. Weron. Turning green: agent–based modeling of

the adoption of dynamic electricity tariffs. Energy Policy, 72:164–174, 2014.
[26] J.-J. Laffont and D. Martimort. The theory of incentives: the principal–agent model. Princeton University Press, 2002.
[27] J. Lagorse, D. Paire, and A. Miraoui. A multi–agent system for energy management of distributed power sources. Renewable Energy,

35(1):174–182, 2010.
[28] T.R. Lewis and D.E.M. Sappington. Countervailing incentives in agency problems. Journal of Economic Theory, 49(2):294–313, 1989.

25



[29] G. Maggi and A. Rodriguez-Clare. On countervailing incentives. Journal of Economic Theory, 66(1):238–263, 1995.
[30] Y. Qiu, G. Colson, and M.E. Wetzstein. Risk preference and adverse selection for participation in time–of–use electricity pricing

programs. Resource and Energy Economics, 47:126–142, 2017.
[31] M. Rasanen, J. Ruusunen, and R.P. Hamalainen. Optimal tariff design under consumer self–selection. Energy Economics, 19(2):151–

167, 1997.
[32] J.-C. Rochet. The taxation principle and multi–time Hamilton–Jacobi equations. Journal of Mathematical Economics, 14(2):113–128,

1985.
[33] J.-C. Rochet. A necessary and sufficient condition for rationalizability in a quasi-linear context. Journal of Mathematical Economics,

16(2):191–200, 1987.
[34] J.-C. Rochet and P. Choné. Ironing, sweeping, and multidimensional screening. Econometrica, 66(4):783–826, 1998.
[35] R.T. Rockafellar and R.J.-B. Wets. Variational analysis, volume 317 of Grundlehren der Mathematischen Wissenschafte. Springer,

3rd edition, 1998.
[36] E. Salies. Real–time pricing when some consumers resist in saving electricity. Energy Policy, 59:843–849, 2013.
[37] M. Sion. On general minimax theorems. Pacific Journal of Mathematics, 8(1):171–176, 1958.
[38] S.E. Spear. The electricity market game. Journal of Economic Theory, 109(2):300–323, 2003.
[39] D.F. Spulber. Monopoly pricing of capacity usage under asymmetric information. The Journal of Industrial Economics, pages

241–257, 1993.
[40] USmartConsumer. European smart metering landscape report "utilities and consumers". Technical report, USmartConsumer Project,

2016.
[41] C. Villani. Optimal transport: old and new, volume 338 of Grundlehren der Mathematischen Wissenschafte. Springer, 2008.
[42] F.A. Wolak. Do residential customers respond to hourly prices? Evidence from a dynamic pricing experiment. The American

Economic Review, 101(3):83–87, 2011.

A Some convex analysis
We first recall the definition of u´convexity (adapted to our context, we refer the reader to the monograph by Villani
[41] on optimal transport theory for more details).

Definition A.1. Let ψ be a map from r0, T sˆX to R. The u´transform of ψ, denoted by ψ‹ : r0, T sˆC ÝÑ RYt`8u
is defined by

ψ‹pt, cq :“ sup
xPX

tupt, x, cq ´ ψpt, xqu , for any pt, cq P r0, T s ˆ C.

Similarly, if ϕ is a map from r0, T s ˆ C to R, its u´transform, still denoted by ϕ‹ : r0, T s ˆ X ÝÑ R Y t`8u, is
defined by

ϕ‹pt, xq :“ sup
cPC
tupt, x, cq ´ ϕpt, cqu , for any pt, xq P r0, T s ˆX.

A map φ : r0, T sˆC ÝÑ RYt`8u is then said to be u´convex if it is proper11and if there exists some ψ : r0, T sˆX ÝÑ

R such that
φpt, cq “ ψ‹pt, cq, for any pt, cq P r0, T s ˆ C.

Similarly, a map Φ : r0, T s ˆ X ÝÑ R Y t`8u is said to be u´convex if it is proper and there exists some Ψ :
r0, T s ˆ C ÝÑ R such that

Φpt, xq “ Ψ‹pt, xq, for any pt, xq P r0, T s ˆX.

We recall the following easy characterisation of u´convexity.

Lemma A.2. A map φ : r0, T s ˆ C ÝÑ RY t`8u is u´convex if and only if

φpt, cq “ pφ‹q‹pt, cq, for any pt, cq P r0, T s ˆ C.

A similar statement holds for maps Φ : r0, T s ˆX ÝÑ RY t`8u.

Proof. We only prove the first statement, the other one being exactly similar. The result is an easy consequence of
the fact that for any map φ : r0, T s ˆ C ÝÑ RY t`8u, we have the identity

φ‹pt, xq “ ppφ‹q‹q‹pt, xq, for any pt, xq P r0, T s ˆX.
11That is to say not identically equal to `8.
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Indeed, we have by definition that for any pt, xq P r0, T s ˆX

ppφ‹q‹q‹pt, xq “ sup
cPC

"

upt, x, cq ´ sup
x1PX

"

upt, x1, cq ´ sup
c1PC

 

upt, x1, c1q ´ φpt, c1qq
(

**

“ sup
cPC

inf
x1PX

sup
c1PC

 

upt, x, cq ´ upt, x1, cq ` upt, x1, c1q ´ φpt, c1q
(

.

Choosing x1 “ x, we immediately get that ppφ‹q‹q‹pt, xq ď φ‹pt, xq, while the converse inequality is obtained by
choosing c “ c1.

Next, we can define the notion of the u´subdifferential of a u´convex function.

Definition A.3. Let φ : r0, T s ˆ C ÝÑ R Y t`8u be a u´convex function. For any pt, cq P r0, T s ˆ C, the
u´subdifferential of φ at the point pt, cq is the set B‹φpt, cq Ă X defined by

B‹φpt, cq :“ tx P X, φ‹pt, xq “ upt, x, cq ´ φpt, cqu .

Similarly, let ψ : r0, T s ˆX ÝÑ RY t`8u be a u´convex function. For any pt, xq P r0, T s ˆX, the u´subdifferential
of ψ at the point pt, xq is the set B‹ψpt, xq Ă R` defined by

B‹ψpt, xq :“ tc P C, ψ‹pt, cq “ upt, x, cq ´ ψpt, xqu .

Since the map u is continuous, a u´convex function is automatically lower-semicontinuous and its u´subdifferential
is a closed set.

B Proofs of Section 4
Proof of Proposition 4.2. Since the space of admissible strategies for the Agent is decomposable and the integrand
is normal when p is admissible (see Definitions 14.59 and 14.27 in Rockafellar and Wets [35] and also the particular
case 14.29 of a Carethéodory integrand), we have from Theorem 14.60 in [35] that the solution of problem (4.1) is
given by pointwise optimisation. Moreover, B‹p‹pt, xq is non–empty for every pt, xq P r0, T s ˆXppq, so we have that
every optimal consumption strategy c‹ : r0, T s ÝÑ R` satisfies c‹ptq P B‹p‹pt, xq for almost every t P r0, T s and

p‹pt, xq “ upt, x, c‹ptqq ´ ppt, c‹ptqq.

Since upt, x, 0q does not depend on x, the envelop Theorem ensures that the map x ÞÝÑ p‹pt, xq is differentiable
Lebesgue almost everywhere and that we have for almost every pt, xq P r0, T s ˆXppq

Bu

Bx
pt, x, c‹ptqq “

Bp‹

Bx
pt, xq. (B.1)

Indeed, if c‹ptq ą 0, that is the classical envelop Theorem. Otherwise, when C “ R`, it is immediate to check, using
the fact that upt, x, 0q does not depend on x, that for any pt, xq P r0, T s ˆX, we have

0 P B‹p‹pt, xq ùñ 0 P B‹p‹pt, x1q, for all x1 ď x,

so that both terms in (B.1) are then actually equal to 0.
Then, since the map c ÞÝÑ Bu

Bx pt, x, cq is invertible, we have for almost every pt, xq P r0, T s ˆXppq that B‹p‹pt, xq is a
singleton, and the optimal consumption is c‹ : r0, T s ˆXppq ÝÑ R` defined in (4.2).

C Proofs of Section 5
Let us start this section with the following Lemma, which provides sufficient conditions of u´convexity when Assump-
tion 4.3 holds.

Lemma C.1. Let Assumption 4.3 hold and suppose in addition that gγ is concave if γ P p0, 1q and convex if γ P
p´8, 0q. Let ψ : r0, T s ˆ X ÝÑ R be a map such that x ÞÝÑ ψpt, xq is non-decreasing and convex. Then ψ is
u´convex. Furthermore, if we take

gγpxq :“
#

x, if γ P p0, 1q,
1´ x, if γ ă 0,

then any u´convex function r0, T s ˆX ÝÑ R is convex.
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Proof of Lemma C.1. By Lemma A.2, we know that the u´convexity of ψ is equivalent to

ψpt, xq “ sup
cą0

min
yPr0,1s

"

pgγpxq ´ gγpyqqφptq
cγ

γ
` ψpt, yq

*

. (C.1)

First notice that since ψ is convex in y and gγ
γ is concave, then for any pt, x, cq P r0, T s ˆ r0, 1s ˆ p0,`8q, the map

fpt,xqpy, cq :“ pgγpxq ´ gγpyqqφptq
cγ

γ
` ψpt, yq,

is convex in y. Furthermore, for any pt, x, yq P r0, T s ˆ r0, 1s2, the map c ÞÝÑ fpt,xqpy, cq is monotone on p0,`8q and
therefore quasiconcave. Since r0, 1s is convex and compact, we can apply Sion’s minimax theorem [37] to obtain that

sup
cą0

min
yPr0,1s

"

pgγpxq ´ gγpyqqφptq
cγ

γ
` ψpt, yq

*

“ min
yPr0,1s

sup
cą0

"

pgγpxq ´ gγpyqqφptq
cγ

γ
` ψpt, yq

*

“ min
yPr0,1s

t`81xąy ` ψpt, yqu “ ψpt, xq,

since ψ is non-decreasing.

Finally, it is easy to see that when gγ is defined as in the statement of the lemma, we have

sup
cą0

min
yPr0,1s

"

pgγpxq ´ gγpyqqφptq
cγ

γ
` ψpt, yq

*

“ sup
cą0

min
yPr0,1s

tpx´ yqc` ψpt, yqu ,

which corresponds to the classical convex conjugate, hence the desired result by Fenchel-Moreau’s theorem.

Proof of Theorem 5.2. We optimise first with respect to p‹. For fixed x0, start by defining Ψx0 : L1pr0, T s ˆ
r0, 1sq ÝÑ R by

Ψx0pp
‹q :“

ż T

0

„
ż 1

x0

`

gγpxqfpxq ` g
1
γpxqF pxq ´ g

1
γpxq

˘

g1γpxq

Bp‹

Bx
pt, xqdx

´K

ˆ

t,

ż 1

x0

ˆ

γ

φptqg1γpxq

Bp‹

Bx
pt, xq

˙
1
γ

fpxqdx
˙

dt` pF px0q ´ 1qH. (C.2)

Ψx0 is clearly continuous and Fréchet differentiable and it is also concave because K is convex in c. Furthermore, for
any q P L1pr0, T s ˆ r0, 1sq, we have

Ψ1x0
pp‹; qq “

ż T

0

ż 1

x0

`

gγpxqfpxq ` g
1
γpxqF pxq ´ g

1
γpxq

˘

g1γpxq

Bq

Bx
pt, xqdxdt

´

ż T

0

ż 1

x0

Bq

Bx
pt, xq

1
γ

ˆ

Bp‹

Bx
pt, xq

˙

1´γ
γ

ˆ

γ

φptqg1γpxq

˙
1
γ

fpxq
BK

Bc
pt, Apt, x0qqdxdt,

where we defined

Apt, x0q :“
ż 1

x0

ˆ

γ

φptqg1γpxq

Bp‹

Bx
pt, xq

˙
1
γ

fpxqdx.

Since Ψx0 is concave, the necessary and sufficient optimality condition for the problem with fixed x0 is

Ψ1x0
pp‹; qq ď 0, @q P TC`px0qpp

‹q, (C.3)

where TC`px0qpp
‹q denotes the tangent cone to the closed set C`px0q at the point p‹ defined by

TC`px0qpp
‹q :“

 

z, Dε ą 0,@h P r0, εs Dwphq P C`px0q, ||p
‹ ` hz ´ wphq|| “ ˝phq

(

.

Using local functions we see that the inequality (C.3) must be satisfied almost everywhere on r0, T s ˆ rx0, 1s, that is,
for every q P TC`px0qpp

‹q and almost every pt, xq P r0, T s ˆ rx0, 1s we have

Bq

Bx
pt, xq

„

pgγpxqfpxq ` g
1
γpxqpF pxq ´ 1qq

g1γpxq
´

1
γ

ˆ

Bp‹

Bx
pt, xq

˙

1´γ
γ

ˆ

γ

φptqg1γpxq

˙
1
γ

fpxq
BK

Bc
pt, Apt, x0qq



ď 0.

28



Therefore, the optimal p‹ P C`px0q should verify

Bp‹

Bx
pt, xq “

¨

˚

˝

φptq
1
γ
“

gγpxqfpxq ` g
1
γpxqF pxq ´ g

1
γpxq

‰`

fpxq
BK

Bc
pt, Apt, x0qq

˛

‹

‚

γ
1´γ

g1γpxq

γ
, (C.4)

with a` “ maxta, 0u, the positive part operator. By the above equation, we must have

Apt, x0q

ˆ

BK

Bc
pt, Apt, x0qq

˙
1

1´γ

“ φ
1

1´γ ptq

ż 1

x0

˜

“

gγpxqfpxq ` g
1
γpxqF pxq ´ g

1
γpxq

‰`

fγpxq

¸

1
1´γ

dx.

Now, let

gKpcq :“ c

ˆ

BK

Bc
pt, cq

˙
1

1´γ

, c ě 0.

Since K is strictly convex and increasing with respect to c, it can be checked directly that gK is increasing as well (on
R`), so that we deduce

Apt, x0q “ g
p´1q
K

¨

˝φ
1

1´γ ptq

ż 1

x0

˜

“

gγpxqfpxq ` g
1
γpxqF pxq ´ g

1
γpxq

‰`

fγpxq

¸

1
1´γ

dx

˛

‚.

Therefore the solution to the problem with fixed x0 is given by (C.4). We have thus reduced the problem (5.2) to

rUP “ sup
x0Pr0,1s

ż T

0

¨

˝

φ
1

1´γ ptq`px0q

γ
`

BK
Bc pt, Apt, x0qq

˘

γ
1´γ

´K

¨

˝t,
φ

1
1´γ ptq`px0q

`

BK
Bc pt, Apt, x0qq

˘

1
1´γ

˛

‚

˛

‚dt` pF px0q ´ 1qH.

Seen as a function of x0, the right-hand side above is clearly a continuous function. It therefore attains its maximum
over the compact set r0, 1s at some (possibly non unique) x‹0. We will abuse notations and denote by x‹0 a generic
maximiser.

If p‹ is u´convex, since p is also u´convex (by definition), then p‹ is necessarily the u´transform of p and therefore
p P P, which means that we actually have rUP “ UP . For the uniqueness result, define

αpx0q :“
ż T

0

¨

˝

φ
1

1´γ ptq`px0q

γ
`

BK
Bc pt, Apt, x0qq

˘

γ
1´γ

´K

¨

˝t,
φ

1
1´γ ptq`px0q

`

BK
Bc pt, Apt, x0qq

˘

1
1´γ

˛

‚

˛

‚dt` pF px0q ´ 1qH.

Note that α does not attain its maximum over any interval outside L, because there ` is constant (and therefore Apt, ¨q
too) and F is increasing. Then, since over L we have

α1px0q “

ż T

0

ˆ

1´ γ
γ

˙

φptq
1

1´γ `1px0q

ˆ

BK

Bc
pt, Apt, x0qq

˙

´γ
1´γ

dt` fpx0qH

“ ´

ż T

0

ˆ

1´ γ
γ

˙

φptq
1

1´γ βpx0q

ˆ

BK

Bc
pt, Apt, x0qq

˙

´γ
1´γ

dt` fpx0qH.

Under the hypotheses of the theorem, α1 is decreasing over L in each one of the two cases so α is strictly concave.

Proof of Theorem 5.4. We divide the proof in two cases.

‚ Case 1: γ P p0, 1q

In this case we have
`px0q “

ż 1

x0_
1
2

p2x´ 1q
1

1´γ dx “ 1´ γ
2p2´ γq

ˆ

1´
`

p2x0 ´ 1q`
˘

2´γ
1´γ

˙

.

Hence, it is clear that x0 ÞÝÑ Φpx0q is increasing in r0, 1
2 s, so that it suffices to solve

sup
x0Pr1{2,1s

!

BγpT q`px0q
np1´γq
n´γ ` px0 ´ 1qH

)

.
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Let

y0 :“ p2x0 ´ 1q
1

1´γ , AγpT q :“ BγpT q

ˆ

1´ γ
2p2´ γq

˙

np1´γq
n´γ

.

Defining the map Φ : r0, 1s ÝÑ R by

Φpy0q :“ Φ
˜

y1´γ
0 ` 1

2

¸

,

we deduce

Φpy0q “ AγpT q
´

1´ y2´γ
0

¯

np1´γq
n´γ

`
1
2

´

y1´γ
0 ´ 1

¯

H.

Next, we can check directly that Φ is concave on r0, 1s, and we have for any y0 P r0, 1s

Φ1py0q “
1´ γ

2 y´γ0

˜

H ´ 2nAγpT q
2´ γ
n´ γ

y0

´

1´ y2´γ
0

¯´
γpn´1q
n´γ

¸

.

Denote finally for any y0 P r0, 1s

χpy0q :“ H ´ 2nAγpT q
2´ γ
n´ γ

p2x0 ´ 1q
1

1´γ

´

1´ y2´γ
0

¯´
γpn´1q
n´γ

.

We have for any y0 P r0, 1s

χ1py0q “ ´
2np2´ γq
pn´ γq2

AγpT q
´

1´ y2´γ
0

¯´
n`γpn´2q
n´γ

´

n´ γ ` γpn´ 1qp2´ γqy2´γ
0

¯

ă 0,

since γ P p0, 1q. Thus, since in addition we have

χp0q “ H ą 0, and lim
y0Ò1

χpy0q “ ´8,

there is a unique y‹0 P p0, 1q (and thus a unique x‹0 P p1{2, 1q) such that Φ1py‹0q “ 0, at which the maximum of Φ is
attained. Finally, we can compute explicitly p‹pt, xq for any pt, xq P r0, T s ˆ r0, 1s as

p‹pt, xq “
H

T
`Mptq

´

pp2x´ 1q`q
1

1´γ ´ p2x‹0 ´ 1q
1

1´γ

¯

,

where we defined for simplicity

Mptq :“ 1´ γ
2γ

ˆ

2p2´ γq
1´ γ

˙

γpn´1q
n´γ

ˆ

φnptq

kγptq

˙
1

n´γ ´

1´ p2x‹0 ´ 1q
2´γ
1´γ

¯´
γpn´1q
n´γ

.

It can then be checked directly that for any c ě 0, the map x ÞÝÑ xφptqcγ{γ ´ p‹pt, xq is concave on r0, 1s and attains
its maximum at the point

x‹pcq :“ 1
cą

´

2γMptq
p1´γqφptq

¯ 1
γ
`

1
2

˜

1`
ˆ

p1´ γqφptq
2γMptq

˙

1´γ
γ

c1´γ

¸

1
cď

´

2γMptq
p1´γqφptq

¯ 1
γ
.

Therefore, we deduce immediately that for any pt, cq P r0, T s ˆ R`

ppt, cq “

$

’

’

’

’

&

’

’

’

’

%

φptq
cγ

γ
`Mptq

´

p2x‹0 ´ 1q
1

1´γ ´ 1
¯

´
H

T
, if c ą

ˆ

2γMptq
p1´ γqφptq

˙
1
γ

,

φptq
cγ

2γ `
˜

ˆ

φptq

2

˙
1

1´γ 1´ γ
γMptq

¸

1´γ
γ

c´
H

T
`Mptqp2x‹0 ´ 1q

1
1´γ , otherwise.

Next, we notice that for any pt, xq P r0, T s ˆ r0, 1s, the map c ÞÝÑ xφptqcγ{γ ´ ppt, cq is decreasing on R` if x ă 1{2,
and that it is concave on R` if x ě 1{2, so that it attains its maximum at the point

c‹pt, xq :“
ˆ

2γMptq
p1´ γqφptq

˙
1
γ

p2x´ 1q
1

1´γ 1xPp1{2,1s.
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It is also immediate that p‹ is always non-decreasing and is convex, and therefore u´convex by Lemma C.1, so much
so that we conclude that p P P.
It can easily be shown that the following suboptimal but simpler tariff will give the same results in terms of selected

Agents, optimal consumption and Principal’s utility. Indeed as no consumer select c ą
´

2γMptq
p1´γqφptq

¯
1
γ , to replace the

relative tariff section by a higher function which means a more expensive contract does not modify the results. For
any pt, cq P r0, T s ˆ R`, the following tarif is also admissible

ppt, cq “ φptq
cγ

2γ `
˜

ˆ

φptq

2

˙
1

1´γ 1´ γ
γMptq

¸

1´γ
γ

c´
H

T
`Mptqp2x‹0 ´ 1q

1
1´γ .

‚ Case 2: γ P p´8, 0q
Now, we actually have

`px0q “ 2
1

1´γ

ż 1

x0

p1´ xq
1

1´γ dx “ 2
1

1´γ

ˆ

1´ γ
2´ γ

˙

p1´ x0q
2´γ
1´γ .

The problem to solve is now
sup

x0Pr0,1s

!

BγpT q`px0q
np1´γq
n´γ ` px0 ´ 1qH

)

.

It can be checked directly that the above map is actually strictly concave for x0 P r0, 1s, and therefore that it attains
its maximum at

px‹0 :“

¨

˝1´
ˆ

H

BγpT q

n´ γ

np1´ γq

˙

n´γ
np1´γq`γ

ˆ

2´ γ
1´ γ

˙

´γpn´1q
np1´γq`γ

2
´n

np1´γq`γ

˛

‚

`

.

Finally, we can compute explicitly p‹pt, xq for any pt, xq P r0, T s ˆ r0, 1s as

p‹pt, xq “
H

T
` xMptq

´

p1´ px‹0q
1

1´γ ´ p1´ xq
1

1´γ

¯

,

where we defined for simplicity

xMptq :“ ´1´ γ
γ

ˆ

2´ γ
1´ γ

˙

γpn´1q
n´γ

ˆ

2γφnptq
kγptq

˙
1

n´γ

p1´ px‹0q
´
γp2´γqpn´1q
pn´γqp1´γq .

We deduce directly that in this case the map x ÞÝÑ p1´xqφptqcγ{γ´p‹pt, xq is concave, so that it attains its maximum
on r0, 1s at

px‹pcq :“

¨

˝1´
˜

´
φptqp1´ γq
γxMptq

¸

1´γ
γ

c1´γ

˛

‚

`

,

so that

ppt, cq “

$

’

’

’

’

’

&

’

’

’

’

’

%

φptq
cγ

γ
´
H

T
´ xMptqp1´ px‹0q

1
1´γ ` xMptq, if c ą

˜

´
γxMptq

φptqp1´ γq

¸
1
γ

,

´γc

ˆ

´
φptq

γ

˙
1
γ

˜

1´ γ
xMptq

¸

1´γ
γ

´
H

T
´ xMptqp1´ px‹0q

1
1´γ , otherwise.

It is also immediate in this case that p‹ is always non-decreasing and is convex, and therefore u´convex by Lemma
C.1, so much so that we conclude that p P P.
It can easily be shown that the following suboptimal but simpler tariff will give the same results in terms of selected

Agents, optimal consumption and Principal’s utility because no consumer selects c ą
´

´
γxMptq

φptqp1´γq

¯

1
γ

. For any pt, cq P
r0, T s ˆ R`, the following tariff is also admissible

ppt, cq “ ´γc

ˆ

´
φptq

γ

˙
1
γ

˜

1´ γ
xMptq

¸

1´γ
γ

´
H

T
´ xMptqp1´ px‹0q

1
1´γ .
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D Proofs of Section 6
D.1 Technical results
Proof of Proposition 6.6. Define the following functionals on pC`

Kppq :“
ż T

0
K

˜

t,

ż

X‹ppq

ˆ

γ

φptqg1pxq

Bp

Bx
pt, xq

˙
1
γ

fpxqdx
¸

dt,

Jppq :“
ż T

0

«

ż

X‹ppq

ˆ

gpxq

g1pxq

Bp

Bx
pt, xq ´ ppt, xq

˙

fpxqdx
ff

dt.

Proposition 6.6 states that if Y ‹pp‹q has positive measure, then p‹ is not a maximiser of p ÞÝÑ Jppq ´ Kppq over the
set pC`. Indeed, in this case we can find an interval rc, ds Ă Y ‹pp‹q (remember that this is an open set with positive
Lebesgue measure and that the latter is regular) and thus

ż T

0
p‹pt, xqdt “ Hpxq, for every x P rc, ds.

Next, define
T` “ tt P r0, T s : p‹pt, cq ă p‹pt, dqu .

Since H is strictly increasing we have that T` has positive Lebesgue measure. For every t P T`, define over rc, ds a
continuous and increasing function q satisfying qpt, cq :“ p‹pt, cq, qpt, dq :“ p‹pt, dq and qpt, xq ă p‹pt, xq over pc, dq.
Consider the following modification of p‹.

p̂pt, xq :“
#

qpt, xq, if pt, xq P T` ˆ rc, ds,
p‹pt, xq, if pt, xq R T` ˆ rc, ds.

We have that X‹pp̂q “ X‹pp‹qzpc, dq and therefore Kpp̂q ă Kpp‹q. Moreover,

Jpp̂q “ Jpp‹q ´

ż T

0

«

ż d

c

ˆ

gpxq

g1pxq

Bp‹

Bx
pt, xq ´ p‹pt, xq

˙

fpxqdx
ff

dt

“ Jpp‹q ´

ż d

c

ˆ

gpxq

g1pxq
H 1pxq ´Hpxq

˙

fpxqdx ą Jpp‹q,

where we used Assumption 6.4. Since p̂ is also non-decreasing in x, p̂ P pC`, and we conclude that p‹ is not optimal.

Proof of Proposition 6.9. Note that in the optimisation problem pPa,bq we can without loss of generality restrict
our attention to the feasible maps on r0, T s ˆX‹pa, bq. In other words, for fixed pa, bq P A, we define the closed and
convex set Fa,b as the set of maps q P W 1.m

x pX‹pa, bqq such that for every t P r0, T s, x ÞÝÑ qpt, xq is continuous and
non–decreasing, Qpxq :“

şT

0 qpt, xqdt ě Hpxq for every x P X‹pa, bq and Qpanq “ Hpanq, Qpbnq “ Hpbnq for every
n ě 1.

We show that Ψpa,bq, seen on the Banach space
`

W 1,m
x pX‹pa, bqq, || ¨ ||m,X‹pa,bq

˘

, is coercive on Fa,b.

‚ Case 1: γ P p0, 1q

Observe first that if pqnqnPN Ă Fa,b is such that ||qn||Lmpr0,T sˆX‹pa,bqq ÝÑ
nÑ8

8, then since for every n P N the map

x ÞÝÑ
şT

0 qnpt, xqdt is bounded from below by H on X‹pa, bq, we have that

´

ż T

0

ż

X‹pa,bq

qnpt, xqfpxqdxdt ÝÑ
nÑ8

´8. (D.1)

Next, define

A :“
ż

X‹pa,bq

fpxq

ˆ

γ

φptqg1pxq

˙
1
γ

dx, B :“
ż T

0
kptqdt.
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From Jensen’s inequality for the maps ψApxq “ x
1
γm , ψBpxq “ x

n
γm , we have that (recall that m is such that γm ă 1

and that n ą 1)
ż T

0
K

˜

t,

ż

X‹pa,bq

ˆ

γ

φptqg1γpxq

Bqn
Bx
pt, xq

˙
1
γ

fpxqdx
¸

dt ě
ż T

0
kptq

˜

ż

X‹pa,bq

ˆ

γ

φptqg1γpxq

Bqn
Bx
pt, xq

˙
1
γ

fpxqdx
¸n

dt

ě Anp1´
1
γm q

ż T

0
kptq

˜

ż

X‹pa,bq

ˆ

γ

φptqg1γpxq

˙
1
γ
ˇ

ˇ

ˇ

ˇ

Bqn
Bx
pt, xq

ˇ

ˇ

ˇ

ˇ

m

fpxqdx
¸

n
γm

dt

ě Anp1´
1
γm qBp1´

n
γm q

˜

ż T

0

ż

X‹pa,bq

kptq

ˆ

γ

φptqg1γpxq

˙
1
γ
ˇ

ˇ

ˇ

ˇ

Bqn
Bx
pt, xq

ˇ

ˇ

ˇ

ˇ

m

fpxqdxdt
¸

n
γm

ě Anp1´
1
γm qBp1´

n
γm qI

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

Bqn
Bx

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

n
γ

Lmpr0,T sˆX‹pa,bqq
.

We have therefore proved that, denoting by m1 the conjugate of m

Ψpa,bqpqnq ď
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

gγ
g1γ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

Lm1 pr0,T sˆX‹pa,bqq

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

Bqn
Bx

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

Lmpr0,T sˆX‹pa,bqq
´Anp1´

1
γm qB1´ n

γm I

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

Bqn
Bx

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

n
γ

Lmpr0,T sˆX‹pa,bqq
.

This with (D.1) implies clearly that Ψpa,bq is indeed coercive in Fa,b.

‚ Case 2: γ ă 0

In this case gγ
g1γ
ă 0. Since Bqn

Bx is non-negative, if || Bqn
Bx ||Lmpr0,T sˆX‹pa,bqq ÝÑ 8 we have that

ż T

0

ż

X‹pa,bq

gγpxq

g1γpxq

Bqn
Bx
pt, xqfpxqdx dt ÝÑ ´8.

Then, from (D.1) and the positiveness of K we conclude that Ψpa,bq is coercive in Fa,b.
To conclude the proof, note that W 1,m

x pX‹pa, bqq is a reflexive Banach space, so the coercivity of Ψpa,bq implies that
it possesses at least a maximiser p‹ in Fa,b. Therefore any q PW 1.m

x p0, 1q, continuous and non-decreasing in x, which
coincides with p‹ in X‹pa, bq and such that Qpxq “

şT

0 qpt, xqdt satisfies Qpxq ă Hpxq for x P r0, 1szX‹pa, bq is a
solution to pPa,bq.

Proof of Proposition 6.13. Let p‹ be the solution to problem pPa,bq. For such n0, P ‹ cannnot be strictly greater
thanH over pan0 , bn0q. Otherwise, by Proposition 6.11 it would be a convex map, which contradicts P ‹pan0q “ Hpan0q,
P ‹pbn0q “ Hpbn0q. Then, there exists a subset of pan0 , bn0q of positive measure over which P ‹ “ H so we conclude by
using Proposition 6.6.

We state the following Lemma before proving Proposition 6.14.

Lemma D.1. Let p‹ be a solution of pPa,bq. Define

T b0 “

"

t P r0, T s : Bp
‹

Bx
pt, xq “ 0,@x P p0, b0q

*

, T a0 “

"

t P r0, T s : Bp
‹

Bx
pt, xq “ 0,@x P pa0, 1q

*

.

If T a0 has positive Lebesgue measure, then for every x P p0, b0q, gpxqfpxq`g1pxqF pxq ď 0. If T b0 has positive Lebesgue
measure, then for every x P pa0, 1q, gpxqfpxq ` g1pxqF pxq ´ g1pxq ď 0.

Proof. We consider the case in which T a0 has positive Lebesgue measure. Suppose there exist rx1, x2s Ă ra0, 1s such
that for every x P rx1, x2s

gpxqfpxq ` g1pxqF pxq ´ g1pxq ą 0.

Then, for any q P W 1,m
x p0, 1q satisfying qpt, xq “ 0,@pt, xq R T a0 ˆ rx1, 1s, x ÞÝÑ qpt, xq is increasing in rx1, x2s,

@t P T a0 , and qpt, xq “ qpt, x2q, @pt, xq P T
a0 ˆ rx2, 1s, the map p‹ ` εq belongs to C`pa, bq for ε ě 0. Therefore

Ψ1
pa,bqpp

‹; qq ď 0,, which means
ż

Ta0

ż x2

x1

Bq

Bx
pt, xq

fpxqgpxq ` g1pxqF pxq

g1pxq
ď 0,

hence a contradiction.
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Proof of Proposition 6.14. Let us prove the case I Ă pa0, 1q, the case I Ă p0, b0q being similar. From the convexity
of P ‹ on every interval over which P ‹ is strictly greater than H we deduce the existence of c0 P ra0, 1q such that
P ‹pxq ą Hpxq for every x P pc0, 1s and P ‹pxq “ Hpxq for every x P ra0, c0s. It follows from Lemma D.1 that
either T a0 is a null set or for every t P T a0 the optimality conditions from Theorem 6.10 hold with µt “ 0. Call
T1 “ r0, T sz pN Y T a0q and define for every t P T1

x1ptq “ inf
"

x P pc0, 1q : Bp
‹

Bx
pt, xq ą 0

*

.

We have that p‹pt, ¨q is strictly increasing in rx1ptq, 1s and it is given by (6.6). Define next

T`1 :“ tt P T1, µt ą 0u , T´1 :“ tt P T1, µt ă 0u .

We will prove that T´1 and T`1 have Lebesgue measure equal to zero. Consider any map q PW 1,m
x p0, 1q satisfying

#

qpt, xq “ 0,@pt, xq R T´1 ˆ px1ptq, 1s,
x ÞÝÑ qpt, xq is increasing in rx1ptq, 1s,@t P T´1 .

Then p‹ ` εq P C`pa, bq for every ε ě 0, so Ψ1pp‹; qq ď 0. Since

Ψ1pp‹; qq “
ż

T´1

ż 1

x1ptq

´
Bq

Bx
pt, xqµtdxdt,

we conclude that T´1 is a null set. Next, take any x̄ P pc0, 1q such that P ‹px̄q ą Hpx̄q and for every t P T`1 redefine if
necessary the point x1ptq in order to satisfy x1ptq ě x̄. Choose ∆ ą 0 and define then q : r0, T s ˆ r0, 1s ÝÑ R by

qpt, xq :“ 1
ttPT`1 , xěx1ptqu

Bp‹

Bx pt, x1ptqqpx´ x1ptqq ` p
‹pt, x1ptqq ´ p

‹pt, xq

p‹pt, 1q ´ p‹pt, x1ptqq ´
Bp‹

Bx pt, x1ptqqp1´ x1ptqq
∆.

Since p‹pt, ¨q is convex, we have that q is non-increasing, p‹pt, ¨q`εqpt, ¨q is non-decreasing for ε „ 0 and ppt, 1q`qpt, 1q “
ppt, 1q ´∆. Therefore p‹ ` εq P C`pa, bq for ε „ 0 so Ψ1pp‹; qq ď 0. Since

Ψ1pp‹; qq “
ż

T`1

ż 1

x1ptq

´
Bq

Bx
pt, xqµt dx dt,

we conclude that the set T`1 has Lebesgue measure equal to zero.

Proof of Proposition 6.15. We show that under the conditions of the proposition, P ‹ ” H over some subset of
p0, a0s Y rb0, 1q with positive Lebesgue measure and the result follows from Proposition 6.6. Suppose not, then for
almost every t P r0, T s we have

Bp‹

Bx
pt, xq “

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

˜

φptq
1
γ
“

gγpxqfpxq ` g
1
γpxqF pxq

‰`

fpxq BK
Bc pt, Apt, a0, b0qq

¸

γ
1´γ

g1γpxq

γ
, x P p0, b0q,

˜

φptq
1
γ
“

gγpxqfpxq ` g
1
γpxqF pxq ´ g

1
γpxq

‰`

fpxq BK
Bc pt, Apt, a0, b0qq

¸

γ
1´γ

g1γpxq

γ
, x P pa0, 1q.

Thus either BP
‹

Bx pa0q ą H 1pa0q or BP
‹

Bx pb0q ă H 1pb0q, which contradicts that X̂‹pp‹q “ r0, b0q Y pa0, 1s.

Proof of Theorem 6.18. First of all, we recall that we have a degree of freedom in choosing the map p̃ to which p
is equal on rb‹0, a‹0s, since it does not play any role in criterion that p‹ maximises. Of course, if we want to be able to
conclude, this map has to be u´convex in the end. Therefore, if we can choose it so that p‹ is C1 and convex in x, we
can apply Lemma C.1 and conclude that p‹ is indeed u´convex. This can be made if and only if the derivative of p‹
at a‹0 is greater or equal to the derivative of p‹ at b‹0, which can be shown immediately to be equivalent to, regardless
of the value of γ,

a‹0 ´
1
2 ě b‹0.
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Furthermore, if this is not satisfied, then p‹ is not convex, and we can apply the second part of Lemma C.1 to conclude
that p‹ is not u´convex.
We now divide the proof in two steps.

‚ Case (i): γ P p0, 1q.
Given the discussion above, in this case the only thing we have to do is to compute p. Denote for simplicity

Lγptq :“
ˆ

γNγ
p1´ γqφptq

˙
1
γ

.

We know that the map x ÞÝÑ xφptqcγ{γ ´ p‹pt, xq is concave on r0, 1s. Notice as well that since a‹0 ą 1{2, we have
1{2 ě a‹0 ´ 1{2 ě b‹0. We can then compute its maximum and obtain directly that it is attained at

x‹pcq :“

$

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

%

1, if c ą Lγptq2´
1

1´γ ,

1
2 ` Lγptq

γ´1c1´γ , if Lγptq
ˆ

a‹0 ´
1
2

˙
1

1´γ

ă c ď Lγptq2´
1

1´γ ,

x̃‹pcq, if Lγptqpb‹0q
1

1´γ ă c ď Lγptq

ˆ

a‹0 ´
1
2

˙
1

1´γ

,

Lγptq
γ´1c1´γ , if 0 ď c ď Lγptqpb

‹
0q

1
1´γ ,

where x̃‹pcq is any point in rb‹0, a‹0s such that

Bp̃‹

Bx
pt, x̃‹pcqq “ φptq

cγ

γ
.

We deduce that

ppt, cq “

$

’

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

’

%

φptq
cγ

γ
´Nγ

˜

2´
1

1´γ ´

ˆ

a‹0 ´
1
2

˙
1

1´γ
¸

´
Hpa‹0q

T
, if c ą Lγptq2´

1
1´γ ,

φptq
cγ

2γ ` φptqLγptq
γ´1c`Nγ

ˆ

a‹0 ´
1
2

˙
1

1´γ

´
Hpa‹0q

T
, if Lγptq

ˆ

a‹0 ´
1
2

˙
1

1´γ

ă c ď
Lγptq

2
1

1´γ
,

x̃‹pcqφptq
cγ

γ
´ p̃‹pt, x̃pcqq, if Lγptqpb‹0q

1
1´γ ă c ď Lγptq

ˆ

a‹0 ´
1
2

˙
1

1´γ

,

φptqLγptq
γ´1c´

Hpb‹0q
T `Nγpb

‹
0q

1
1´γ , if 0 ď c ď Lγptqpb

‹
0q

1
1´γ .

As in the case H constant, it can easily be shown that the following simpler tariff is also admissible and produce the
same results as no consumer selects c ą Lγptq2´

1
1´γ :

ppt, cq “

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

φptq
cγ

2γ ` φptqLγptq
γ´1c`Nγ

ˆ

a‹0 ´
1
2

˙
1

1´γ

´
Hpa‹0q

T
, if Lγptq

ˆ

a‹0 ´
1
2

˙
1

1´γ

ă c,

x̃‹pcqφptq
cγ

γ
´ p̃‹pt, x̃pcqq, if Lγptqpb‹0q

1
1´γ ă c ď Lγptq

ˆ

a‹0 ´
1
2

˙
1

1´γ

,

φptqLγptq
γ´1c´

Hpb‹0q
T `Nγpb

‹
0q

1
1´γ , if 0 ď c ď Lγptqpb

‹
0q

1
1´γ .

‚ Case (ii): γ ă 0. As in the previous case, our assumptions imply that a‹0 ě 1{2 and 1{2 ě a‹0 ´ 1{2 ě b‹0. We
can then prove that the maximum of the map x ÞÝÑ xφptqcγ{γ ´ p‹pt, xq is attained at

x‹pcq :“

$

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

%

1´ Lγptqγ´1c1´γ , if 0 ă c ď Lγptqp1´ a‹0q
1

1´γ ,

x̃‹pcq, if Lγptqp1´ a‹0q
1

1´γ ă c ď Lγptq

ˆ

1
2 ´ b

‹
0

˙
1

1´γ

,

1
2 ´ Lγptq

γ´1c1´γ , if Lγptq
ˆ

1
2 ´ b

‹
0

˙
1

1´γ

ă c ď Lγptq2´
1

1´γ ,

0, if c ą Lγptq2´
1

1´γ ,
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where x̃‹pcq is any point in rb‹0, a‹0s such that

Bp̃‹

Bx
pt, x̃‹pcqq “ φptq

cγ

γ
.

We deduce that

ppt, cq “

$

’

’

’

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

’

’

’

%

φptqLγptq
γ´1c`Nγp1´ a‹0q

1
1´γ ´

Hpa‹0q

T
, if 0 ă c ď Lγptqp1´ a‹0q

1
1´γ ,

x̃‹pcqφptq
cγ

γ
´ p̃‹pt, x̃pcqq, if Lγptqp1´ a‹0q

1
1´γ ă c ď Lγptq

ˆ

1
2 ´ b

‹
0

˙
1

1´γ

,

φptq
cγ

2γ ` φptqLγptq
γ´1c`Nγ

ˆ

1
2 ´ b

‹
0

˙
1

1´γ

´
Hpb‹0q

T
, if Lγptq

ˆ

1
2 ´ b

‹
0

˙
1

1´γ

ă c ď
Lγptq

2
1

1´γ
,

φptq
cγ

γ
`Nγ

˜

ˆ

1
2 ´ b

‹
0

˙
1

1´γ

´ 2´
1

1´γ

¸

´
Hpb‹0q

T
, if c ą Lγptq2´

1
1´γ .

As previously, it can easily be shown that the following simpler tariff is also admissible and produce the same results
as no consumer selects c ą Lγptq2´

1
1´γ :

ppt, cq “

$

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

%

φptqLγptq
γ´1c`Nγp1´ a‹0q

1
1´γ ´

Hpa‹0q

T
, if 0 ă c ď Lγptqp1´ a‹0q

1
1´γ ,

x̃‹pcqφptq
cγ

γ
´ p̃‹pt, x̃pcqq, if Lγptqp1´ a‹0q

1
1´γ ă c ď Lγptq

ˆ

1
2 ´ b

‹
0

˙
1

1´γ

,

φptq
cγ

2γ ` φptqLγptq
γ´1c`Nγ

ˆ

1
2 ´ b

‹
0

˙
1

1´γ

´
Hpb‹0q

T
, if Lγptq

ˆ

1
2 ´ b

‹
0

˙
1

1´γ

ă c.

D.2 Proof of Theorem 6.10
We give here a series of result which once combined prove Theorem 6.10. To simplify the statements, we give them in
a generic set pan, bnq, the generalisation being straightforward. The first proposition shows that the existence of the
interval I in the theorem allows us to localise Problem pPa,bq, and replace it by a simpler one, in which the constraint
P ‹pxq ě Hpxq for every x P X‹pa, bq can be ignored.

Proposition D.2. Let p‹ be a solution of pPa,bq and suppose there exists x1 P pan, bnq such that P ‹px1q ą Hpx1q.
Then, there exists x0 P pan, bnq, x0 ă x1, such that p‹ is solution to the following problem

pPx0,x1q sup
qPCpx0,x1q

Ψx0,x1,p
‹

pa,bq pqq, (D.2)

where

Ψx0,x1,p
‹

pa,bq pqq :“
ż T

0

ż x1

x0

gγpxqfpxq ` g
1
γpxqF pxq

g1γpxq

Bq

Bx
pt, xqdxdt

´

ż T

0
K

˜

t,

ż x1

x0

ˆ

γ

φptqg1γpxq

Bq

Bx
pt, xq

˙
1
γ

fpxqdx` Ix0,x1
pa,bq pp

‹q

¸

dt,

Ix0,x1
pa,bq pp

‹q :“
ż

X‹pa,bqzpx0,x1q

ˆ

γ

φptqg1γpxq

Bp‹

Bx
pt, xq

˙
1
γ

fpxqdx,

and Cpx0, x1q denotes the set of maps q PW 1,m
x px0, x1q such that

• x ÞÝÑ qpt, xq is continuous and increasing for every t P r0, T szN pqq.

• p‹pt, x0q `

ż x1

x0

Bq

Bx
pt, xq dx “ p‹pt, x1q for every t P r0, T szN pqq.
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Proof. Define
x0 :“ inf tz P X‹pa, bq, P ‹pxq ě Hpx1q for every x P rz, x1su .

By continuity we have that x0 ă x1 and P ‹px0q “ Hpx1q. Notice that the restriction of p‹ to the set rx0, x1s
belongs to Cpx0, x1q. Suppose the restriction is not a solution of pPx0,x1q, then there exists q‹ P Cpx0, x1q such that
Ψx0,x1,p

‹

pa,bq pq‹q ą Ψx0,x1,p
‹

pa,bq pp‹q. Define then p̄ : r0, T s ˆ r0, 1s ÝÑ R by

p̄pt, xq :“

$

&

%

p‹pt, xq, x R rx0, x1s,

p‹pt, x0q `

ż x

x0

Bq‹

Bx
pt, xqdx, x P px0, x1q.

Then, for every x P rx0, x1s
ż T

0
p̄pt, xqdt ě

ż T

0
p̄pt, x0qdt ě Hpx1q ě Hpxq,

and it is straightforward that p̄ P C`pa, bq. This is a contradiction with the optimality of p‹ in problem pPa,bq because

Ψpa,bqpp̄q “ Ψpa,bqpp‹q ´Ψx0,x1,p
‹

pa,bq pp‹q `Ψx0,x1,p
‹

pa,bq pq‹q.

Now we state the optimality conditions for the problem pPx0,x1q.

Proposition D.3. Let p‹ be a solution of pPx0,x1q with x0, x1 as in Proposition D.2. Then there exists a null set
N Ă r0, T s and a constant µt for every t P r0, T szN such that for every x P px0, x1q

Bp‹

Bx
pt, xq “

˜

φptq
1
γ
“

gγpxqfpxq ` g
1
γpxqF pxq ` g

1
γpxqµt

‰`

fpxq BK
Bc pt, Apt, a, bqq

¸

γ
1´γ

g1γpxq

γ
. (D.3)

Proof. Notice that the set Cpx0, x1q can be written as

Cpx0, x1q “
 

q PW 1,m
x px0, x1q, gpqq P C, hpqq “ 0

(

,

where g : W 1,m
x px0, x1q ÝÑ Lmpr0, T s ˆ rx0, x1sq is defined by gpqq “ Bq

Bx , where C is the following convex cone
C :“ tq P Lmpr0, T s ˆ rx0, x1sq, qpt, xq ě 0, a.e.u and h : W 1,m

x px0, x1q ÝÑ Lmpr0, T sq is defined by

hpqq :“
ż x1

x0

Bq

Bx
p¨, xqdx` p‹p¨, x0q ´ p

‹p¨, x1q.

It can be checked in the same way as in Remark 5 from [8], that their Assumption S is satisfied in this context.
Furthermore, it is a classical result that the dual of W 1,m

x px0, x1q is W 1,m{pm´1q
x px0, x1q.

Define now the Lagrangian L : W 1,m
x px0, x1q ˆW

1,m{pm´1q
x px0, x1q ˆ L

m
m´1 p0, T q ÝÑ R by

Lpq, λ, µq :“ Ψx0,x1,p
‹

pa,bq pqq `

ż T

0

ż x1

x0

λpt, xq
Bq

Bx
pt, xqdxdt

`

ż T

0
µptq

ˆ
ż x1

x0

Bq

Bx
pt, xqdx` p‹pt, x0q ´ p

‹pt, x1q

˙

dt.

Then, from Corollary 2 in [10] it follows that there exists λ PW 1,m{pm´1q
x px0, x1q, µ P Lmp0, T q such that

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

0 “
gγpxqfpxq ` g

1
γpxqF pxq

g1γpxq
´

1
γ

ˆ

Bp‹

Bx
pt, xq

˙

1´γ
γ

ˆ

γ

φptqg1γpxq

˙
1
γ

fpxq
BK

Bc
pt, Apt, a, bqq

`µptq ` λpt, xq, a.e. in r0, T s ˆ rx0, x1s,

λpt, xq
Bp‹

Bx
pt, xq “ 0, λpt, xq ě 0, a.e. in r0, T s ˆ rx0, x1s.
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Then, when Bp‹

Bx pt, xq ą 0 we have that λpt, xq “ 0 and

Bp‹

Bx
pt, xq “

˜

φptq
1
γ
“

gγpxqfpxq ` g
1
γpxqF pxq ` g

1
γpxqµptq

‰

fpxq BK
Bc pt, Apt, a, bqq

¸

γ
1´γ

g1γpxq

γ
.

In case Bp‹

Bx pt, xq “ 0 we have that

gγpxqfpxq ` g
1
γpxqF pxq

g1γpxq
` µptq “ ´λpt, xq ď 0,

which ends the proof.

We prove finally that the map µ does not depend on x0, x1 and is the same in the interval I “ px`, xrq.

Proposition D.4. Let I “ px`, xrq Ă pan, bnq be as in Theorem 6.10. Then for any x0, x1 P I, there exist a null set
N Ă r0, T s and a constant µt for every t P r0, T szN such that for every x P px0, x1q (6.7) is satisfied.

Proof. Let y0 :“ x1 and define by induction for k ě 0

zk :“ inftz P pan, bnq, P ‹pxq ě Hpykq, @x P rz, yksu, yk`1 :“ zk ` yk
2 .

By continuity we have that P ‹pzkq “ Hpykq, so yk`1 ă yk and the sequence pykqk converges necessarily to an. We
conclude by applying Proposition D.3 to every interval pzk, ykq and noting that these intervals overlap themselves.

D.3 Other proofs
Proof of Proposition 6.11.
From Assumption 6.4 and Theorem 6.10 we have that on every interval I over which P ‹ ą H, there exists a null set
N Ă r0, T s such that for every t P r0, T szN , x ÞÝÑ Bp‹

Bx pt, xq is non-decreasing on I. Therefore P ‹ is convex on I since

BP ‹

Bx
pxq “

ż T

0

Bp‹

Bx
pt, xqdt.

Proof of Proposition 6.13. Let p‹ be the solution of problem pPa,bq. We will prove that P ‹ ” H in the interval
pan0 , bn0q and the result will follow from Proposition 6.6. Suppose not, then there exists x0 P pan0 , bn0q such that
P ‹px0q ą Hpx0q and p‹ is given by (6.6) in a neighbourhood around x0, so P ‹ is increasing in that neighbourhood. By
Proposition 6.11 we have that P ‹pbn0q ą Hpbn0q, because on every interval which is contained in the set tx, P ‹pxq ě
Hpxqu the convex map P ‹ and the strictly concave map H can intersect at most at one point. This contradicts the
fact that p‹ P C`pa, bq.
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