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Abstract

In this paper, based on geometric singular perturbation analysis of a quasi-one dimen-
sional Poisson-Nernst-Planck model for ionic flows, we study the problem of zero current
condition for ionic flows through membrane channels with a simple profile of permanent
charges. For ionic mixtures of multiple ion species, under equal diffusion constant condition,
Eisenberg, et al [Nonlinearity 28 (2015), 103-128] derived a system of two equations for
determining the reversal potential and an equation for the reversal permanent charge. The
equal diffusion constant condition is significantly degenerate from physical points of view.
For unequal diffusion coefficients, the analysis becomes extremely challenging. This work will
focus only on two ion species, one positively charged (cation) and one negatively charged
(anion), with two arbitrary diffusion coefficients. Dependence of reversal potential on chan-
nel geometry and diffusion coefficients has been investigated experimentally, numerically,
and analytically in simple setups, in many works. In this paper, we identify two governing
equations for the zero current, which enable one to mathematically analyze how the reversal
potential depends on the channel structure and diffusion coefficients. In particular, we are
able to show, with a number of concrete results, that the possible different diffusion constants
indeed make significant differences. The inclusion of channel structures is also far beyond
the situation where the Goldman-Hodgkin-Katz (GHK) equation might be applicable. A
comparison of our result with the GHK equation is provided. The dual problem of reversal
permanent charges is briefly discussed too.

Key words. GSP for PNP, reversal potential, reversal permanent charge

1 Introduction.

Ion channels, proteins embedded in membranes, provide a major pathway for cells to commu-
nicate with each other and with the outside to transform signals and to conduct group tasks
([7, 12, 22, 23]). The essential structure of an ion channel is its shape and its permanent charge.
The shape of a typical channel could be approximated as a cylindrical-like domain. Within an
ion channel, amino acid side chains are distributed mainly over a “short” and “narrow” por-
tion of the channel, with acidic side chains contributing negative charges and basic side chains
providing positive charges. It is specific of side-chain distributions, which is referred to as the
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permanent charge of the ion channel. The function of channel structures is to select the types
of ions and to facilitate the diffusion of ions across cell membranes.

At present, these permeation and selectivity properties of an ion channel are mainly derived
from the I-V relation measured experimentally ([22, 23, 29, 30, 31, 32]). Individual fluxes carry
more information than the I-V relation. However, it is expensive and challenging to measure
them ([33, 36]). The I-V relation is a reasonable response of the channel structure on ionic fluxes,
but it depends on boundary conditions that are, in fact, driving forces of ionic transport. The
multi-scale feature of the problem with multiple physical parameters enables the system to have
high flexibility and to show rich phenomena/behaviors – a great advantage of “natural devices”
(see, e.g., [3, 11]). On the other hand, the same multi-scale characteristic with multiple physical
parameters presents a remarkably demanding task for anyone to derive meaningful information
from experimental data, also given the fact that the internal dynamics cannot be discerned with
the present technique.

Mathematical analysis plays essential and unique roles for revealing mechanisms of observed
biological phenomena and for discovering new ones, assuming a more or less explicit solution
of the associated mathematical model can be achieved. The latter is often too much to hope.
Nonetheless, there have been some accomplishments lately in analyzing Poisson-Nernst-Planck
(PNP) models for ionic flows through ion channels ([14, 16, 36, 38, 40, 41, 44, 50], etc.).

There are many models, from low resolution to high, for ionic flows in various settings.
One can derive PNP systems as reduced models from molecular dynamic models, Boltzmann
equations, and variational principles ([4, 24, 25, 53]). The PNP type models have different
levels of resolutions: the classical PNP treats dilute ionic mixtures, so ions are approximated by
point-charge (no ion-to-ion interactions are included). The PNP-HS takes into consideration of
volume exclusive by treating ions as hard-spheres (but the charges are located at the center),
etc.. More sophisticated models, such as coupling PNP and Navier-Stokes equations for aqueous
motions, have also been revealed (see, e.g. [3, 9, 13, 52]).

Focusing on certain critical characteristics of the biological systems, PNP models serve as
suitable ones for analysis and numerical simulations of ionic flows. In this work, we apply the
classical PNP model and consider a cylinder-like channel to center the basic comprehension of
possible effects of general diffusion coefficients in ionic channels. One cannot achieve gating and
selectivity by a simple classical PNP model as it treats ions as point charges. However, the
primary finding on reversal potentials and their dependence on permanent charges and ratios of
diffusion constants seems essential, and some are non-intuitive and worthy of further studies. At
a later time, one should examine more fundamental detail and more correlations between ions
in PNP models such as those including various potentials for ion-to-ion interaction accounting
for ion sizes effects and voids [37, 54].

We are interested in reversal potentials (or Nernst potentials) as well as reversal permanent
charges. They are defined by zero total current: for fixed other physical quantities, the total
current I = I(V,Q) depends on the transmembrane potential V and the permanent charge Q.
For fixed Q, a reversal potential V = Vrev(Q) is a transmembrane potential that produces zero
current I(Vrev(Q), Q) = 0. Likewise, for fixed transmembrane potential V , a reversal permanent
charge Q = Qrev(V ) is a permanent charge that produces zero current I(V,Qrev(V )) = 0.

Nernst was among the first who considered reversal potential and, for one ion species case,
formulated an equation – now called the Nernst equation – for the reversal potential. Following a
treatment of Mott for electronic conduction in the copper-copper oxide rectifier ([47]), the Nernst
equation was generalized by Goldman ([20]), and Hodgkin and Katz ([28]) – called Goldman-
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Hodgkin-Katz (GHK) equation - for reversal potentials involving multiple ion species. The
derivations were based on an inaccurate assumption (maybe for simplicity or to be feasible) that
the electric potential φ(x) is linear in x – the coordinate along the longitude of the channel.
Unfortunately, there was no substitute yet for their equations.

Recently in [16], the authors investigated the problem of determining reversal potentials and
reversal permanent charges based on rigorous analysis on the Poisson-Nernst-Planck models.
For the case when all diffusion constants are equal, the results are very complete. In particular,
a system of two equations is derived that will lead to a determination of the reversal potential,
and one equation is derived for the reversal permanent charge. On the other hand, the equal
diffusion constants case is degenerate, which is known from biological point of view even for
ionic mixtures of two ion species.

The case with unequal diffusion coefficients has been studied in many works. We will mention
a few here and refer the reader to the references therein for more works. In [2], the autors
conducted a perturbation analysis from a special solution, a time independent and spatially
homogeneous equilibrium solution, with the ratio ε = V F/RT of a weak applied voltage V and
the thermal voltage RT/F as the perturbation parameter. Based on information obtained from
the O(ε) terms, the authors identified two time scales of the dynamics: a time scale for charging
and a time scale for diffusion. Most importantly, for equal diffusion coefficient, the diffusion
process for O(ε) terms does not occur – an important effect of unequal ionic mobilities. In the
review article [3], among many basic topics of electrodiffusion processes, the authors addressed
an important aspect of mobilities, in our opinion, that is, how mobilities as well as their spatial
inhomogeneities are influenced by other parameters. In the paper [21], motivated by several
analyses on complications of nonlinear electrodiffusion models with equal ionic mobilities of
cation and anion, the authors examine the cases with unequal mobilities by computations of a
fully nonlinear electrokinetic model and observed the appearance of a long-range steady field
due to unequal mobilities.

In this work, allowing different diffusion coefficients, we start our investigation on reversal
potentials and reversal permanent charges for two ion species. We are particularly interested in
the effect of unequal diffusion coefficients on the properties of reversal potentials and reversal
permanent charges.

The geometric singular perturbation (GSP) framework developed in [14, 40, 41] particularly
for analyzing PNP models for ionic flow is again applied as in [16] to get a system of algebraic
equations for the problem. The solution method of solving/analyzing the algebraic system is
simply different from that in [16] due to the difference between D1 and D2. The difficulty
is overwhelmingly increased – more than technical. An important step in our analysis is a
reduction of the algebraic system to two nonlinear equations that turns out to work effectively.
As a consequence, this reduced system allows one to, for the first time, examine how the reversal
potential depends on the channel structure, boundary concentrations and diffusion coefficients.
In particular, we are able to establish a number of precise differences that possible different
diffusion constants make. Some of these results can be explained qualitatively in terms of physical
intuitions, for examples, the dependence of the sign of reversal potential on interplay between
diffusion constants, boundary conditions and permanent charge (Theorem 4.3 and Corollary 4.4),
how the monotonicity of the reversal potential in the permanent charge depends on the relative
sizes of the diffusion constants together with the boundary conditions (Theorem 4.5), etc. Some
are counterintuitive, including the specific dependence on the boundary concentrations of the
monotonicity of the reversal potential in θ = (D2−D1)/(D2 +D1) (Proposition 4.7 and Remark

3



4.2). All these results are not known before and there are also several concrete open questions
that we share our belief but could not verify. The well-known GHK equation for the reversal
potential is briefly discussed and a short comparison with our result is provided.

The highlights of our studies in this manuscript are as follows:

a. A mathematically derived system for the zero-current condition (see System (3.4)) that we
employed to determine the zero-current flux and the reversal potential in terms of other
parameters (see Equations (3.8) and (4.1));

b. an examination on how the reversal potential depends on permanent charge and diffusion
constants (see Section 4);

c. a comparison between our reversal potential and that of GHK equation in the particular
setting (see Section 4.3).

Besides, there are some qualitatively relevant but non-intuitive outcomes presented in this
work that may help to guide experimentation, and some might not be obvious in intuitive
reasoning about ion channel operation.

The rest of paper is divided as follows. In Section 1.1 we introduce the problem and provide
the basic setup for our problem in Section 1.2. We apply the GSP theory in Section 2 to derive
the matching system of algebraic equations for the zero current condition. In Section 3, we
discuss the reduced system for a more straightforward case and make preparation prepare the
stage for our main concern. The topics on reversal potential, its existence, uniqueness and
dependence on permanent charge and diffusion coefficients, are analyzed in Section 4. The topic
on reversal permanent charge is briefly discussed in Section 5. Section 6 is a short conclusion.
The appendix (Section 7) details the reduction to the system of two equations for the zero
current.

1.1 A Quasi-one-dimensional PNP Model for Ion Transports.

The PNP system has been extensively studied by simulations and computations ([1, 4, 5, 6, 8,
10, 34, 35]). It is clear from these simulations that macroscopic reservoirs – mathematically
boundary conditions – must be included in the mathematical formulation to describe the actual
behavior of channels ([19, 49]). On the basis that ion channels have narrow cross-sections
relative to their lengths, 3-D PNP type models are further reduced to quasi-one-dimensional
models ([42, 48]):

Poisson:
1

A(X)

d

dX

(
εr(X)ε0A(X)

d

dX
Φ
)

= −e0
( n∑
s=1

zsCs +Q(X)
)
,

Nernst-Planck:
d

dX
Jk = 0, −Jk =

1

kBT
Dk(X)A(X)Ck

d

dX
µk, k = 1, 2, · · · , n

(1.1)

where X ∈ [0, L] is the coordinate along the longitudinal axis of the channel, A(X) is the area of
cross-section of the channel over the location X; Q(X) is the permanent charge density, εr(X)
is the relative dielectric coefficient, ε0 is the vacuum permittivity, e0 is the elementary charge,
kB is the Boltzmann constant, T is the absolute temperature; Φ is the electric potential, and,
for the kth ion species, Ck is the concentration, zk is the valence (the number of charges per
particle), µk is the electrochemical potential depending on Φ and Ck, Jk(X) is the flux density
through the cross-section over X, and Dk(X) is the diffusion coefficient.

4



Equipped with system (1.1), we impose the following boundary conditions [18], for k =
1, 2, · · · , n,

Φ(0) = V, Ck(0) = Lk > 0; Φ(l) = 0, Ck(l) = Rk > 0. (1.2)

For an analysis of the boundary value problem (1.1) and (1.2), we will work on a dimensionless
form. Let C0 be a characteristic concentration of the problems, for example,

C0 = max
1≤k≤n

{
Lk, Rk, sup

X∈[0,L]
|Q(X)|

}
.

Set
D0 = max

1≤k≤n
{ sup
X∈[0,L]

Dk(X)} and ε̄r = sup
X∈[0,L]

εr(X).

Let

ε2 =
ε̄rε0kBT

L2e20C0
, ε̂r(x) =

εr(X)

ε̄r
, x =

X

L
, h(x) =

A(X)

L2
, Dk(x) =

Dk(X)

D0
,

Q(x) =
Q(X)

C0
, φ(x) =

e0
kBT

Φ(X), ck(x) =
Ck(X)

C0
, µ̂k =

1

kBT
µk, Jk =

Jk
LC0D0

.

(1.3)

In terms of the new variables, BVP (1.1) and (1.2) becomes, for k = 1, 2, · · · , n,

ε2

h(x)

d

dx

(
ε̂r(x)h(x)

d

dx
φ

)
=−

n∑
s=1

zscs −Q(x),

dJk
dx

= 0, −Jk =h(x)Dk(x)ck
d

dx
µ̂k,

(1.4)

with the boundary conditions

φ(0) = V =
e0
kBT

V, ck(0) = lk =
Lk
C0

; φ(1) = 0, ck(1) = rk =
Rk
C0
. (1.5)

The dimensionless parameter ε is the ratio of Debye length λD over the distance L between
the two applied electrodes, that is, ε = λD/L. We will assume ε is small, which allows us
to treat the problem as a singularly perturbed problem. The dimensionless parameter ε may
not be small in general but, for ion channel problems, it is typically small. For example, if
L = 2.5 nm = 2.5× 10−9 m and C0 = 10 M, then it is shown in [15, 46] that ε ≈ 10−3.

We impose the electroneutrality conditions on the concentrations to avoid sharp boundary
layers, which cause significant changes (large gradients) of the electric potential and concentra-
tions near the boundaries so that computation of these values has non-trivial uncertainties.

n∑
s=1

zsls =

n∑
s=1

zsrs = 0. (1.6)

The electrochemical potential µ̂k(x) = µ̂idk (x) + µ̂exk (x) for the kth ion species consists of the
ideal component µ̂idk (x) and the excess component µ̂exk (x), where the ideal component is

µ̂idk (x) = zkφ(x) + ln ck(x). (1.7)
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The classical PNP model only deals with the ideal component µ̂idk (x), which ignores the size
of ions and reflects the entropy of the dilute ions in water. Dilute solutions tend to approach
ideality as they proceed toward infinite dilution ([51]). This component is essential for dealing
with properties of crowded ionic mixtures where concentrations exceed say 1M.

For given V , Q(x), lk’s and rk’s, if (φ(x; ε), ck(x; ε), Jk(ε)) is a solution of the boundary value
problem (1.4) and (1.5), then the current I is

I = I(ε) =

n∑
s=1

zsJs(ε). (1.8)

We will be interested in the zero order approximation of I = I(0) and Jk = Jk(0). Note that,
Jk depends on V , Q(x), lk’s and rk’s, so is I. As mentioned before, we will focus mainly on the
dependance of I = I(V,Q) on the electric potential V and permanent charge Q. Particularly,
for fixed Q, the electric potential V so that I(V,Q) = 0 is the reversal potential. The rever-
sal potential has been used to identify the type (i.e., selectivity) of ion channels in biological
experiments since 1949 ([27, 28]). Similarly, for fixed V , the permanent charge Q that makes
I(V,Q) = 0 is called a reversal permanent charge as introduced in [16]. For the existence of
a reversal permanent charge Q of a general form, a necessary condition is that the quantities
zk(zkV + ln lk − ln rk), for k = 1, 2, . . . , n, cannot have the same sign (Proposition 1.1 in [16]).

1.2 Setup of the Case Study for n = 2.

We now specify the case treated in this paper. We will examine the question by working
on the simplest model, the classical PNP model (1.4) with the ideal electrochemical potential
µ̂k = zkφ+ln ck, a simple profile of a permanent charge Q(x) (see (A2) below), and the boundary
condition (1.5). We will focus on the case of two (n = 2) ion species but allow different diffusion
coefficients. More precisely, we will assume

(A0) ε̂(x) = 1 and, for k = 1, 2, Dk(x) = Dk is a constant;

(A1) Electroneutrality boundary conditions (1.6);

(A2) A piecewise constant permanent charge Q with one nonzero region; that is, for a partition
0 = x0 < x1 < x2 < x3 = 1 of [0, 1],

Q(x) =

{
Q1 = Q3 = 0, x ∈ (x0, x1) ∪ (x2, x3),
Q2 = 2Q0, x ∈ (x1, x2),

(1.9)

where Q2 = 2Q0 is an arbitrary constant.

For permanent charges Q of the form in (1.9) and for general n, under the condition of equal
diffusion coefficients Dk’s, the topics on the reversal potential and reversal permanent charges
were examined completely in [16]. It turns out that the condition of equal diffusion coefficients
is highly degenerate (see Remark 2.1). This is the main technical reason for us to limit to the
case n = 2 in this work.
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Figure 1: The left panel shows the permanent charge; the right panel shows the h(x) where the
neck of channel is between x1 and x2, within which permanent charge is confined.

2 GSP for the BVP (1.4) and (1.5) and the Results on Current
Reversal for the Case Study with n = 2.

In this section, for two ion species, we will apply a GSP to reduce the BVP (1.4) and (1.5) with
current I = 0 to a system of algebraic equations (2.13) and (2.14).

In [41], a GSP framework, combining with special structures of PNP systems, has been
developed for studying the BVP (1.4) and (1.5). This general dynamical system framework and
the subsequent analysis have demonstrated the great power of analyzing PNP type problems
with potential boundary and internal layers (see [14, 40, 41, 44] for study on the classical PNP
models, [39] for PNP with a local excess hard-sphere components, and [37, 43, 54] for PNP with
nonlocal excess hard-sphere components).

For convenience, we will give a brief account of the relevant results in [41] (with slightly
different notations) and refer the readers to the paper for details. We remind the readers that
we will work on the classical PNP with ideal electrochemical potential µk = zkφ+ ln ck.

In the following, we consider the case with n = 2 ion species. As we go further, over the slow
layers, we apply another limitation on the valences of ion species and consider the case where
z1 = −z2.

Denote the derivative with respect to x by overdot and introduce u = εφ̇ and w = x.
System (1.4) becomes, for k = 1, 2,

εφ̇ =u, εu̇ = −z1c1 − z2c2 −Q(w)− εhw(w)

h(w)
u,

εċk =− zkcku− ε
Jk

Dkh(w)
, J̇k = 0, ẇ = 1.

(2.1)

System (2.1) will be treated as a dynamical system with the phase space R7 and the independent
variable x is viewed as time for the dynamical system.

The introduction of the new state variable w = x and the augmentation of the equation
ẇ = 1 is crucial for two reasons: first of all, it makes system (2.1) an autonomous system which
will be treated as a dynamical system; secondly, one can then covert the boundary value problem
from x = 0 to x = 1 to a connecting problem between B0 and B3, which is stated below display
(2.3). Note that w = x = 0 is encoded in B0 and w = x = 1 is encoded in B3. Thus, whenever
one finds an orbit between B0 and B3, it automatically starts from x = 0 and ends at x = 1.
In particular, one can multiply the vector field of system (2.1) by any (positive) scale function
which may depend on state variables since this would not change the phase space portrait of
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system (2.1). The latter is applied in this paper that transforms (2.9) to (2.11). The need for
the change of variable is better shown in [Liu09] where more than two ion species are involved.

The boundary condition (1.5) becomes, for k = 1, 2,

φ(0) = V, ck(0) = lk, w(0) = 0; φ(1) = 0, ck(1) = rk, w(1) = 1. (2.2)

Following the framework in [41], we convert the boundary value problem to a connecting
problem. To this end, we denote C = (c1, c2)

T and J = (J1, J2)
T , and we preassign values of φ

and C at x1 and x2:
φ(xj) = φ[j] and C(xj) = C [j] for j = 1, 2.

Now for j = 0, 1, 2, 3, let Bj be the subsets of the phase space R7 defined by

Bj =
{

(φ, u, C, J, w) : φ = φ[j], C = C [j], w = xj

}
, (2.3)

Note that the set B0 is associated to the boundary condition in (2.2) at x = 0 and the
set B3 is associated to the boundary conditions at x = 1. Thus, the BVP (1.4) and (1.5) is
equivalent to the following connecting orbit problem: finding an orbit of (2.1) from B0 to B3.
The construction would be accomplished by finding first a singular connecting orbit – a union
of limiting slow orbits and limiting fast orbits, and then applying the exchange lemma to show
the existence of a connecting orbit for ε > 0 small (see [41] for details). For the problem at
hand, the construction of a singular orbit consists of one singular connecting orbit from B0 to
B1, one from B1 to B2, and one from B2 to B3 with a matching of (J1, J2) and u at x1 and x2
(see again [41] for details).

2.1 Singular connecting orbits from Bj−1 to Bj for j = 1, 2, 3

By setting ε = 0 in system (2.1), we get the slow manifold

Zj =
{
u = 0, z1c1 + z2c2 +Qj = 0

}
.

In terms of the independent variable ξ = x/ε, we obtain the fast system of (2.1), for k = 1, 2,

φ′ = u, u′ = −z1c1 − z2c2 −Qj − ε
hw(w)

h(w)
u,

c′k = −zkcku− ε
Jk

Dkh(w)
, J ′ = 0, w′ = ε,

(2.4)

where prime denotes the derivative with respect to ξ. The limiting fast system is, for k = 1, 2,

φ′ =u, u′ = −z1c1 − z2c2 −Qj , c′k = −zkcku, J ′ = 0, w′ = 0. (2.5)

The slow manifold Zj is precisely the set of equilibria of (2.5) with dimZj = 5. For the
linearization of (2.5) at each point on Zj , there are 5 zero eigenvalues associated to the tangent
space of Zj and the other two eigenvalues are ±

√
z21c1 + z22c2. Thus, Zj is normally hyperbolic

(see [17, 26]). We will denote the stable and unstable manifolds of Zj by W s(Zj) and W u(Zj),
respectively.

Let M [j−1,+] be the collection of all forward orbits from Bj−1 under the flow of (2.5) and
let M [j,−] be the collection of all backward orbits from Bj . Then the set of forward orbits
from Bj−1 to Zj is N [j−1,+] = M [j−1,+] ∩ W s(Zj), and the set of backward orbits from Bj
to Zj is N [j,−] = M [j,−] ∩ W u(Zj). Therefore, the singular layer Γ[j−1,+] at xj−1 satisfies
Γ[j−1,+] ⊂ N [j−1,+] and the singular layer Γ[j,−] at xj satisfies Γ[j,−] ⊂ N [j,−]. All those important
geometric objects are explicitly characterized in [41].
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2.1.1 Fast (layer) dynamics for singular layers at x1 and x2.

The limiting fast (layer) dynamics conserve electrochemical potentials, and hence, do not depend
on diffusion constant (see, e.g. Proposition 3.3 in [41]). We thus can apply the result about
the fast dynamics from [16] directly and only point out the differences. The relevant results are
Lemmas 3.4 and 3.5 in [16]. The differences are that we have to keep φ[1,−], φ[1,+], φ[2,−] and
φ[2,+] here in this paper, while in [16] it is known that φ[1,−] = V , φ[1,+] = φ[2,−] (denoted by V∗
there) and φ[2,+] = 0. With this modification, these lemmas are cast below for n = 2.

Lemma 2.1. The fast layer dynamics over x = x1 provides, for k = 1, 2,

(i) relative to (0, x1) where Q1 = 0,

z1c
[1]
1 e

z1(φ[1]−φ[1,−]) + z2c
[1]
2 e

z2(φ[1]−φ[1,−]) = 0, c
[1,−]
k = c

[1]
k e

zk(φ
[1]−φ[1,−]);

(ii) relative to (x1, x2) where Q2 6= 0,

z1c
[1]
1 e

z1(φ[1]−φ[1,+]) + z2c
[1]
2 e

z2(φ[1]−φ[1,+]) +Q2 = 0, c
[1,+]
k = c

[1]
k e

zk(φ
[1]−φ[1,+]);

(iii) the matching u
[1]
− = u

[1]
+ : c

[1,−]
1 + c

[1,−]
2 = c

[1,+]
1 + c

[1,+]
2 +Q2(φ

[1] − φ[1,+]).

Lemma 2.2. The fast layer dynamics over x = x2 provides, for k = 1, 2,

(i) relative to (x1, x2) where Q2 6= 0,

z1c
[2]
1 e

z1(φ[2]−φ[2,−]) + z2c
[2]
2 e

z2(φ[2]−φ[2,−]) +Q2 = 0, c
[2,−]
k = c

[2]
k e

zk(φ
[2]−φ[2,−]);

(ii) relative to (x2, 1) where Q3 = 0 ,

z1c
[2]
1 e

z1(φ[2]−φ[2,+]) + z2c
[2]
2 e

z2(φ[2]−φ[2,+]) = 0, c
[2,+]
k = c

[2]
k e

zk(φ
[2]−φ[2,+]);

(iii) the matching u
[2]
− = u

[2]
+ : c

[2,−]
1 + c

[2,−]
2 +Q2(φ

[2] − φ[2,−]) = c
[2,+]
1 + c

[2,+]
2 .

2.1.2 Slow dynamics for regular layers over (xj−1, xj).

The degeneracy of equal diffusion coefficients shows in the slow dynamics. We will point out
the exact place in the following construction of the slow orbits over the slow manifold

Zj =
{
u = 0, z1c1 + z2c2 +Qj = 0

}
.

Note that system (2.1) is degenerate at ε = 0 in the sense that all dynamical information on
(φ, c1, c2) would be lost when setting ε = 0. In [41], the dependent variables are rescaled as

u = εp, z2c2 = −z1c1 −Qj − εq.

Replacing (u, cn) with (p, q), slow system (2.1) becomes

φ̇ =p, εṗ = q, ċ1 = −z1c1p−
J1

D1h(w)
, J̇ = 0, ẇ = 1,

εq̇ =
(

(z1 − z2)z1c1 − z2Qj − εz2q
)
p+

1

h(w)

(z1J1
D1

+
z2J2
D2

)
.

9



The limiting slow system is

φ̇ =p, q = 0, ċ1 = −z1c1p−
J1

D1h(w)
, J̇ = 0, ẇ = 1,

0 =
(

(z1 − z2)z1c1 − z2Qj
)
p+

1

h(w)

(z1J1
D1

+
z2J2
D2

)
.

(2.6)

Therefore, on the new slow manifold

Sj =

p = − z1J1/D1 + z2J2/D2

h(w)
(

(z1 − z2)z1c1 − z2Qj
) , q = 0

 ,

system (2.6) reads

φ̇ =− z1J1/D1 + z2J2/D2

h(w)
(

(z1 − z2)z1c1 − z2Qj
) ,

ċ1 =
z1J1/D1 + z2J2/D2

h(w)
(

(z1 − z2)z1c1 − z2Qj
)z1c1 − J1

D1h(w)
,

J̇ =0, ẇ = 1.

(2.7)

On Sj where q = z1c1 + z2c2 +Qj = 0, it follows that

(z1 − z2)z1c1 − z2Qj = z21c1 + z22c2.

Remark 2.1. Note that, with equal diffusion constant condition D1 = D2, the zero current
I = z1J1 + z2J2 = 0 reduces system (2.7) to

φ̇ =0, ċ1 = − J1
D1h(w)

, J̇ = 0, ẇ = 1.

The system can be solved explicitly and the solution is simple enough which is the very reason
for the authors in [16] to obtain their rather specific results for general n. This is NOT the case
if Dk’s are not the same. In order to get reasonably explicit solution that can lead to advances
of understanding of the physical problem, one has serious trouble to treat even the case with
n = 2. In fact, we can only handle the case where n = 2 and z1 = −z2 at this moment.

We now get back to system (2.7) and add a further assumption that z1 = −z2. For zero
current I = z1J1 + z2J2 = 0 (so J1 = J2), we have

z1J1
D1

+
z2J2
D2

=
D2 −D1

D1D2
z1J1. (2.8)

Applying zero current condition (2.8), the limiting slow system (2.7) becomes,

φ̇ =− (D2 −D1)J1
D1D2h(ω)(2z1c1 +Qj)

, ċ1 = − (D2 +D1)z1c1 +D2Qj
D1D2h(ω)(2z1c1 +Qj)

J1, J̇1 = 0, ẇ = 1. (2.9)

Slow system (2.9) on (x0, x1) with Q1 = 0:

φ̇ =− (D2 −D1)J1
2D1D2h(ω)z1c1

, ċ1 = − D1 +D2

2D1D2h(ω)
J1, J̇1 = 0, ẇ = 1. (2.10)

10



The solution of (2.10) with the initial condition (V, l1, J1, 0) is,

w(x) = x, c1(x) = l1 −
D1 +D2

2D1D2
J1H(x), φ(x) = V − D1 −D2

z1(D1 +D2)
ln
c1(x)

l1
,

where H(x) =

∫ x

0

1

h(s)
ds. Evaluating the solution at w = x = x1 we get the following lemma.

Lemma 2.3. Over (0, x1) with z1c1(x) + z2c2(x) = −Q1 = 0 the slow dynamics system gives,

c
[1,−]
1 = l1 −

D1 +D2

2D1D2
J1H(x1), φ[1,−] = V − D1 −D2

z1(D1 +D2)
ln
c
[1,−]
1

l1
.

Slow system (2.9) on (x1, x2) with Q2 6= 0: Note that h(w) > 0. Also, ck’s are the concen-
trations of ion species. Therefore, we will be interested in solutions with ck > 0 for k = 1, 2, and
hence (z1 − z2)z1c1 − z2Q2 = z21c1 + z22c2 > 0.
Hence, if we multiply h(w)((z1− z2)z1c1− z2Q2) > 0 on the right hand side of system (2.9), the
phase portrait remains the same and we have,

d

dy
φ =

D1 −D2

D1D2
z1J1,

d

dy
c1 = −(D1 +D2)z

2
1J1

D1D2
c1 +

z1Q2

D1
J1,

d

dy
J1 =0,

d

dy
w = h(w)

(
2z21c1 + z1Q2

)
.

(2.11)

The solution of (2.11) with the initial condition (φ[1,+], c
[1,+]
1 , J1, x1) is,

φ(y) =φ[1,+] +
D1 −D2

D1D2
z1J1y,

c1(y) =e
−D1+D2

D1D2
z21J1yc

[1,+]
1 +

D2Q2

(D1 +D2)z1

(
e
−D1+D2

D1D2
z21J1y − 1

)
,∫ w

x1

1

h(s)
ds =− 2D1D2z1c

[1,+]
1

(D1 +D2)J1

(
e
−D1+D2

D1D2
z21J1y − 1

)
− 2D2z1Q2

D1 +D2

(
D1D2

e
−D1+D2

D1D2
z21J1y − 1

(D1 +D2)z21J1
+ y
)

+ z1yQ2.

(2.12)

Assume w(y∗) = x2 for some y∗ > 0, then φ(y∗) = φ[2,−] and c1(y
∗) = c

[2,−]
1 . Then, from (2.12)

one has the following result.

Lemma 2.4. Over (x1, x2) with z1c1(x) + z2c2(x) +Q2 = 0 the slow dynamics system gives,

φ[2,−] = φ[1,+] +
D1 −D2

D1D2
z1J1y

∗,

c
[2,−]
1 = e

−D1+D2
D1D2

z21J1y
∗
c
[1,+]
1 +

D2Q2

(D1 +D2)z1

(
e
−D1+D2

D1D2
z21J1y

∗
− 1
)
,

J1 = −D1D2
2
(
c
[2,−]
1 − c[1,+]

1

)
− (φ[2,−] − φ[1,+])Q2

(D1 +D2)
(
H(x2)−H(x1)

) .
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Slow system (2.9) on (x2, x3) with Q3 = 0: The slow dynamics system is (2.10) and the so-

lution with the initial condition (φ[2,+], c
[2,+]
1 , J1, x2) is,

c1(x) =c
[2,+]
1 − D1 +D2

2D1D2
J1
(
H(x)−H(x2)

)
, φ(x) = φ[2,+] − D1 −D2

z1(D1 +D2)
ln
c1(x)

c
[2,+]
1

.

Evaluating the solution at w = x = 1 we get the following lemma.

Lemma 2.5. Over (x2, 1) with z1c1(x) + z2c2(x) = 0 the slow dynamics system gives,

c
[2,+]
1 = r1 +

D1 +D2

2D1D2
J1
(
H(1)−H(x2)

)
, φ[2,+] =

D1 −D2

z1(D1 +D2)
ln

r1

c
[2,+]
1

.

2.2 Matching for Zero-current and Singular Orbits on [0, 1].

The final step for the construction of a connecting orbit over the whole interval [0, 1] is to match
the three singular orbits from previous section at the points x = x1 and x = x2. The matching

conditions are u
[1]
− = u

[1]
+ , u

[2]
− = u

[2]
+ , and that J1 has to be the same on all three subintervals.

Recall that we only consider the case where n = 2 (two ion species) with z1 = −z2. It follows
from Lemmas 2.1 and 2.2, and equations in Lemma 2.3 to Lemma 2.5,

c
[1]
1 e

z1(φ[1]−φ[1,−]) − c[1]2 e
−z1(φ[1]−φ[1,−]) = 0,

c
[2]
1 e

z1(φ[2]−φ[2,+]) − c[2]2 e
−z1(φ[2]−φ[2,+]) = 0,

z1c
[1]
1 e

z1(φ[1]−φ[1,+]) − z1c[1]2 e
−z1(φ[1]−φ[1,+]) +Q2 = 0,

z1c
[2]
1 e

z1(φ[2]−φ[2,−]) − z1c[2]2 e
−z1(φ[2]−φ[2,−]) +Q2 = 0,

2c
[1,−]
1 = c

[1]
1 e

z1(φ[1]−φ[1,+]) + c
[1]
2 e
−z1(φ[1]−φ[1,+]) +Q2(φ

[1] − φ[1,+]),

2c
[2,+]
1 = c

[2]
1 e

z1(φ[2]−φ[2,−]) + c
[2]
2 e
−z1(φ[2]−φ[2,−]) +Q2(φ

[2] − φ[2,−]),

J1
D1D2

= − 2(c
[1,−]
1 − l1)

(D1 +D2)H(x1)
= − 2(r1 − c[2,+]

1 )

(D1 +D2)(H(1)−H(x2))
,

= −2z1(c
[2,−]
1 − c[1,+]

1 )− (φ[2,−] − φ[1,+])z1Q2

(D1 +D2)(H(x2)−H(x1))
,

φ[2,−] = φ[1,+] +
D1 −D2

D1D2
z1J1y

∗,

c
[2,−]
1 = e

−D1+D2
D1D2

z21J1y
∗
c
[1,+]
1 +

D2Q2

(D1 +D2)z1

(
e
−D1+D2

D1D2
z21J1y

∗
− 1
)
,

(2.13)

where,

c
[1,−]
1 =c

[1]
1 e

z1(φ[1]−φ[1,−]) =

√
c
[1]
1 c

[1]
2 , c

[1,−]
2 = c

[1]
2 e

z2(φ[1]−φ[1,−]) =

√
c
[1]
1 c

[1]
2 ,

c
[2,+]
1 =c

[2]
1 e

z1(φ[2]−φ[2,+]) =

√
c
[2]
1 c

[2]
2 , c

[2,+]
2 = c

[2]
2 e

z2(φ[2]−φ[2,+]) =

√
c
[2]
1 c

[2]
2 ,

c
[1,+]
1 =c

[1]
1 e

z1(φ[1]−φ[1,+]), c
[1,+]
2 = c

[1]
2 e

z2(φ[1]−φ[1,+]),

c
[2,−]
1 =c

[2]
1 e

z1(φ[2]−φ[2,−]), c
[2,−]
2 = c

[2]
2 e

z2(φ[2]−φ[2,−]),

φ[1,−] =V − D1 −D2

z1(D1 +D2)
ln
c
[1,−]
1

l1
, φ[2,+] =

D1 −D2

z1(D1 +D2)
ln

r1

c
[2,+]
1

.

(2.14)
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Remark 2.2. In (2.13), the unknowns are: φ[1], φ[2], c
[1]
1 , c

[1]
2 , c

[2]
1 , c

[2]
2 , J1, φ

[1,+], φ[2,−], y∗ and
Q2 that is, there are eleven unknowns that matches the total number of equations on (2.13).

It follows from last two equations of (2.14),

φ[1] − φ[1,−] =
D1 +D2

2D2

(
φ[1] − V

)
+
D1 −D2

2z1D2
ln
c
[1]
1

l1
,

φ[2] − φ[2,+] =
D1 +D2

2D2
φ[2] − D1 −D2

2z1D2
ln

r1

c
[2]
1

.

(2.15)

3 Reduced System for Zero-current with z1 = −z2 > 0.

The matching system (2.13) is nonlinear and challenging to analyze in general. In [16], for equal
diffusion constants Dk’s, the study of reversal potential and reversal permanent charges has been
successfully carried out for a general n. With general Dk’s the problem becomes overwhelmingly
harder, at least, technically, even for the case that we will treat here where n = 2 with z1 = −z2.

In [14], the authors introduced two intermediate variables that allow a significant reduction
of the governing system of matching (2.13) without zero current assumption. We will use the
same intermediate variables for our reduction. Thus, we set

A =

√
c
[1]
1 c

[1]
2 and B =

√
c
[2]
1 c

[2]
2 . (3.1)

Note that A and B are the geometric mean of concentrations at x = x1 and x = x2 respectively.

It will be shown in (7.11)in the appendix that B = B(A) =
1− β
α

(l−A) + r. We will thus treat

B as a function of A instead of an independent variable from now on. We denote

l1 = l2 = l, r1 = r2 = r, Q2 = 2Q0, α =
H(x1)

H(1)
, β =

H(x2)

H(1)
, θ =

D2 −D1

D2 +D1
. (3.2)

Note that l and r are the concentrations of the ionic solutions at the left and right bathes,
respectively. Recall H(x) =

∫ x
0 h
−1(s)ds with h(x) being the (dimensionless) area of the cross-

section of the channel over x. In the simplest case where h(x) is a constant, H(x) is the ratio
between the length of the portion [0, x] of the channel over the cross-section area of the channel.
So 0 < α < β < 1 are normalized factor associated to the potions [0, x1] and [0, x2], respectively
(see, e.g. discussions at the end of Section 2 in [55]). The quantity θ ∈ (−1, 1) is a measurement
of unequal of D1 and D2, in particular, θ = 0 if and only if D1 = D2.

The vector (Q0, V, θ, α, β, l, r) contains major parameters which affect the behavior of the
system through their nonlinear interactions. In the sequel, we will always fix the parameters α,
β, l and r, and focus on the roles of (V,Q0, θ). One can see that the roles of (α, β, l, r) can be
studied within our analysis framework. For ease of notation, we also introduce

Sa :=
√
Q2

0 + z21A
2, Sb :=

√
Q2

0 + z21B
2, N :=

β − α
α

z1(A− l) + Sa − Sb. (3.3)

The most critical ingredient for our analysis is the following result on a reduced system of
the matching system (2.13).

Proposition 3.1. The matching system (2.13) for zero current I = 0 can be reduced to

G1(A,Q0, θ) = z1V and G2(A,Q0, θ) = 0, (3.4)
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where

G1(A,Q0, θ) =θ
(

ln
Sa + θQ0

Sb + θQ0
+ ln

l

r

)
− (1 + θ) ln

A

B
+ ln

Sa −Q0

Sb −Q0
,

G2(A,Q0, θ) =θQ0 ln
Sa + θQ0

Sb + θQ0
−N.

(3.5)

Proof. We defer the proof to the appendix Section 7.

At this moment, we would like to make some comments on the above reduction.

Remark 3.1. The reduction of (2.13) to system (3.4) is critical for the remaining analysis. We
comment that there is no practical principle to lead the reduction and no criterion for a ‘good’
final form of a reduction. In general, there could be infinitely many different forms of the
reduction. It turns out the above reduction works well.

For a uniform h(x), the quantity H(x) is the ratio of the length with the cross-section area
of the potion of the channel over [0, x]. The quantity H(x) has its origin in Ohm law for the
resistance of a uniform resistor. It appears that the quantities a and b together with the value
Q0 are the chief characteristics of the shape and permanent charge of the channel formation.

For the special case where h = 1, x1 = 1/3, x2 = 2/3, z1 = 1 = −z2, and D1 = D2, a reduced
system consists of F (A) = 0 in (48) in [14] and I = 0. One can get different equivalent forms
and, as expected, one equivalent reduced system can be put into exactly the same as the one
stated in Proposition 3.1. We also note that, for a given Q0, one cannot solve for A from either
F (A) = 0 or I = 0 uniquely. But, we will show that one can solve for A from G2 = 0 uniquely
– a critically important indication that the specific form of system (3.4) is special.

We now prepare several properties of the functions G1 and G2 to be used later on.

Lemma 3.2. One has

(i) ∂AG1(A,Q0, θ) has the same sign as that of Q0,

(ii) ∂Q0G1(A,Q0, θ) has the same sign as that of l − r,

(iii) ∂θG1(A,Q0, θ) has the same sign as that of l − r,

(iv) ∂AG2(A,Q0, θ) < 0,

(v) if θQ0 > 0, then ∂Q0G2(A,Q0, θ) has the same sign as that of (l − r)Q0,

(vi) ∂θG2(A,Q0, θ) has the same sign as that of (l − r)Q0.

Proof. Partial derivatives of G1 and G2 with respect to Q0 and A are,

∂AG1(A,Q0, θ) =(1− θ2)Q0

( 1

A(Sa + θQ0)
+

1− β
α

1

B(Sb + θQ0)

)
,

∂Q0G1(A,Q0, θ) =
(1− θ2)(Sa − Sb)

(Sa + θQ0)(Sb + θQ0)
,

∂θG1(A,Q0, θ) =g(Sa)− g(Sb) + ln
l

r
− ln

A

B
,

∂AG2(A,Q0, θ) =− 1− β
α

z21B

Sb + θQ0
− z21A

Sa + θQ0
− β − α

α
z1,

∂Q0G2(A,Q0, θ) =θ ln
Sa + θQ0

Sb + θQ0
+

(1− θ2)Q0(Sa − Sb)
(Sa + θQ0)(Sb + θQ0)

,

∂θG2(A,Q0, θ) =Q0(g(Sa)− g(Sb)),

(3.6)
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where

g(X) := ln(X + θQ0) +
θQ0

X + θQ0
. (3.7)

All statements except those for signs of ∂θGk’s follow directly from (3.6). For signs of ∂θGk’s,
note that

g′(X) =
X

(X + θQ0)2
> 0 for X > 0.

So g(Sa)− g(Sb) has the same sign as that of Sa − Sb. It is obvious that Sa − Sb has the same
sign as that of A−B and it will be shown in Theorem 3.4 that l− r and A−B have the same
sign too. The statements on the signs of ∂θGk’s then follow.

3.1 The Solution A = A(Q0, θ) of G2(A,Q0, θ) = 0.

Recall that A and B are the geometric mean of concentrations at x = x1 and x = x2 respectively,

and B =
1− β
α

(l − A) + r. One has B = A if and only if A = A∗ =
(1− β)l + αr

1− β + α
. It is clear

that l < A∗ < r if l < r and l > A∗ > r if l > r.

Theorem 3.3. For any given (Q0, θ), G2(A,Q0, θ) = 0 has a unique solution A = A(Q0, θ).

Proof. For any (Q0, θ), it follows from Lemma 3.2 that ∂AG2(A,Q0, θ) < 0, and hence, G2(A,Q0, θ)
is strictly decreasing in A. Let AM = l + αr/(1− β) be the largest value for A (when B = 0)
and let BM = (1− β)l/α+ r be the largest value for B (when A = 0).

Set x =
√
Q2

0 + z21B
2
M > |Q0| and y =

√
Q2

0 + z21A
2
M > |Q0|. Then,

G2(0
+, Q0, θ) =f1(x) := θQ0 ln

|Q0|+ θQ0

x+ θQ0
+
β − α
α

z1l − |Q0|+ x,

G2(A
−
M , Q0, θ) =f2(y) := θQ0 ln

y + θQ0

|Q0|+ θQ0
− β − α

α
z1(AM − l)− y + |Q0|.

It is easy to check that f ′1(t) > 0 > f ′2(t) for t > 0, and hence,

f1(x) > f1(|Q0|) =
β − α
α

z1l > 0 and f2(y) < f2(|Q0|) = −β − α
α

z1(AM − l) < 0.

Thus, for any (Q0, θ) there is a unique A = A(Q0, θ) such that G2(A(Q0, θ), Q0, θ) = 0.

In the following, we also denote B(A(Q0, θ)) by B(Q0, θ).

Theorem 3.4. The solution A = A(Q0, θ) of G2(A,Q0, θ) = 0 satisfies

(a) A(0, θ) = (1− α)l + αr and limQ0→±∞A(Q0, θ) = l,

(b) if l > r, then l > A(Q0, θ) > A∗ > B(Q0, θ) > r,

(c) if l < r, then l < A(Q0, θ) < A∗ < B(Q0, θ) < r,

(d) if θQ0 ≥ 0, then ∂Q0A(Q0, θ) has the same sign as that of (l − r)Q0.
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Proof. (a). The value A(0, θ) can be deduced from

G2(A, 0, θ) = −β − α
α

z1(A− l)− z1(A−B) = 0 and B =
1− β
α

(l −A) + r.

For the claim about the limits, one has, from G2(A(Q0, θ), Q0, θ) = 0,

lim
Q0→±∞

θQ0 ln
Sa + θQ0

Sb + θQ0
= lim
Q0→±∞

(β − α
α

z1(A− l) + Sa − Sb
)

=
β − α
α

z1 lim
Q0→±∞

(A− l).

On the other hand, apply L’Hospital rule to get

lim
Q0→±∞

Q0 ln
Sa + θQ0

Sb + θQ0
=− lim

Q0→±∞

(Q0

Sa
+ θ)(Sb + θQ0)− (Q0

Sb
+ θ)(Sa + θQ0)

(Sa + θQ0)(Sb + θQ0)
Q2

0 = 0.

Thus, limQ0→±∞A(Q0, θ) = l.

(b). Recall that, for A = A∗ = (1−β)l+αr
1−β+α , B = A∗. Thus,

G2(A
∗, Q0, θ) =

β − α
α

z1(l −A∗) =
β − α

1− β + α
z1(l − r).

Note that, for some S∗ between Sa and Sb,

ln
Sa + θQ0

Sb + θQ0
= ln(Sa + θQ0)− ln(Sb + θQ0) =

Sa − Sb
S∗ + θQ0

.

Thus, for some S∗ between Sa and Sb,

G2(l, Q0, θ) = θQ0 ln
Sa + θQ0

Sb + θQ0
− (Sa − Sb) = −(Sa − Sb)S∗

S∗ + θQ0
.

If l > r, then G2(A
∗, Q0, θ) > 0, which yields A∗ < A(Q0, θ) since G2 is decreasing in

A. The latter implies B(Q0, θ) < A∗ < A(Q0, θ), and hence, Sa > Sb, which then implies
G2(l, Q0, θ) < 0. Due to again that G2 is deceasing in A, r < A∗ < A(Q0, θ) < l if l > r
(independent of Q0).

(c). Similarly, if l < r, then G2(A
∗, Q0, θ) < 0 < G2(l, Q0, θ), and hence, A∗ > A(Q0, θ) > l.

(d). It follows from (3.6) that, if θQ0 > 0 or θ = 0, then ∂Q0G2 has the same sign as that
of (Sa − Sb)Q0. The latter has the same sign as that of (l − r)Q0. The statement then follows
from ∂AG2 < 0 and ∂Q0A = −∂Q0G2/∂AG2.

Remark 3.2. Note that, with zero current condition I = 0, we have that A(Q0, θ) always lies
between l and r for any Q0. This is not true without zero current condition (see [55]).

We believe that, if l 6= r, then A(Q0, θ), or equivalently, G2(A(Q0, θ), Q0, θ) has a unique
critical point in Q0. It is true if D1 = D2 (so θ = 0) but we could not establish it in general.
However, numerical simulations support our belief that A(Q0, θ) has a unique critical point in
Q0.

Theorem 3.5. The quantity ∂θA(Q0, θ) has the same sign as that of (l − r)Q0.

Proof. It follows from G2 = 0 in (3.5) that, ∂θA = −∂θG2/∂AG2. The statement then follows
from (iv) and (vi) in Lemma 3.2.
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3.2 Zero-current Flux J.

For the case of zero current with z1 = −z2, one has J1 = J2. Denote the equal fluxes by J that
we call it zero current flux. Once a solution (A, V ) of G1 = z1V and G2 = 0 is obtained, it
follows from (7.10) that J is given by

J(Q0, D1, D2) =− 2D1D2(A− l)
(D1 +D2)αH(1)

= − 2D1D2(r −B)

(D1 +D2)(1− β)H(1)
. (3.8)

Note that the functionA = A(Q0, θ) depends onD1 andD2 through θ = (D2−D1)/(D2 +D1)
so A is homogeneous of degree zero in (D1, D2) but J(Q0, D1, D2) is not.

The following result is a direct consequence of Theorems 3.4 and 3.5.

Corollary 3.6. The zero-current flux J = J(Q0, D1, D2) satisfies

(a) if θQ0 ≥ 0, then ∂Q0J and (l − r)Q0 have opposite signs,

(b) if Q0 > 0, then ∂D1J and l − r have the same sign,

(c) if Q0 < 0, then ∂D2J and l − r have the same sign.

Proof. Direct calculations from (3.8) give

∂Q0J =− 2D1D2

(D1 +D2)αH(1)
∂Q0A, ∂D1J =

(1 + θ)2

2αH(1)

(
l −A(Q0, θ) + (1− θ)∂θA

)
,

∂D2J =
(1− θ)2

2αH(1)

(
l −A(Q0, θ)− (1 + θ)∂θA

)
.

The statement follows from the above formulas and Theorems 3.4 and 3.5.

A non-intuitive outcome of the equations in (3.8), that can also be seen in Figure 2, is that

The zero-current J has the same sign as that of l − r.

Moreover, note that if D1 = D2, then the zero-current flux J is an even function in Q0, and
it is monotonic for Q0 > 0. But, if D1 6= D2, then the zero-current flux J is not an even function
in Q0 and monotonicity of the zero-current flux J in Q0 is complicated. See the sections 2.1.1
and 2.1.2 in [46] for more results on the zero-current flux.

Remark 3.3. We do not know the signs of ∂Q0J , ∂D1J , and ∂D2J under conditions other than
those in the statement of Corollary 3.6 in general.

4 Reversal Potential Vrev = Vrev(Q0, θ).

We are searching for the value V = Vrev of the transmembrane potential V = φ(0)− φ(1) that
produces zero current I. For the case we considered, we will show the existence and uniqueness
of reversal potentials.

Theorem 4.1. Consider ionic flow of two (n = 2) ion species with z1 = −z2. For any given
(Q0, θ), there exists a unique reversal potential Vrev = Vrev(Q0, θ).
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Figure 2: The zero-current flux J = J(Q0) for various values of (D1, D2) when l < r, which is
negative; it has the same sign as that of l − r, no matter what the values of diffusion constants
are. When D1 = D2, the zero-current flux is symmetric respect to Q0 and loses its symmetry
when D1 6= D2.

Proof. It follows from Theorem 3.3 that for any given (Q0, θ), there exists a unique A = A(Q0, θ)
such that G2(A(Q0, θ), Q0, θ) = 0. A reversal potential V = Vrev is then determined from
z1Vrev = G1(A(Q0, θ), Q0, θ) and is given by

Vrev(Q0, θ) =
θ

z1

(
ln
Sa + θQ0

Sb + θQ0
+ ln

l

r

)
− 1 + θ

z1
ln
A(Q0, θ)

B(Q0, θ)
+

1

z1
ln
Sa −Q0

Sb −Q0
, (4.1)

where Sa and Sb are given in terms of Q0 and A(Q0, θ) as in (3.3).

Based on formula (4.1) and definitions of Sa and Sb in (3.3), the following statement can be
obtained directly.

Corollary 4.2. For Q0 = 0, the reversal potential is Vrev(0, θ) =
θ

z1
ln
l

r
.

In this case of zero permanent charge, for equal diffusion coefficients D1 = D2 (so that θ = 0),
the reversal potential is zero independent of the concentrations l and r at both ends. But, for
unequal diffusion coefficients, the reversal potential is generally nonzero, which indicates that
an electric field is needed to balance the diffusion created by unequal ionic mobilities.

4.1 Dependence of the Reversal Potential Vrev on Q0.

We will consider how the reversal potential Vrev = Vrev(Q0, θ) depends on Q0. Recall that we
denote J1 = J2 by J .

Theorem 4.3. For the reversal potential Vrev = Vrev(Q0, θ), one has

(i) if l > r, then J > 0, and hence, − 1

z1
ln
l

r
< Vrev(Q0, θ) <

1

z1
ln
l

r
;

(ii) if l < r, then J < 0, and hence,
1

z1
ln
l

r
< Vrev(Q0, θ) < −

1

z1
ln
l

r
;

(iii) Vrev(0, θ) =
θ

z1
ln
l

r
and limQ0→±∞ Vrev(Q0, θ) = ± 1

z1
ln
l

r
.
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Proof. (i) It follows from part (b) in Theorem 3.4 and the formula for J in (3.8) that, if l > r,
then J > 0. The range for Vrev is a consequence of that fact that Jk has the same sign as that
of zkV + ln l/r. (ii) can be established similarly.

(iii) The value of Vrev(0, θ) is recast from Corollary 4.2 that follows from (4.1) directly.
To show the limits, we recall from Theorem 3.3 that limQ0→±∞A(Q0, θ) = l (and hence,
limQ0→±∞B(Q0, θ) = r). Note also that −1 < θ < 1. Therefore,

lim
Q0→+∞

ln
A(Q0, θ)

B(Q0, θ)
= ln

l

r
, lim

Q0→±∞
ln
Sa + θQ0

Sb + θQ0
= 0,

and

lim
Q0→+∞

ln
Sa −Q0

Sb −Q0
= 2 ln

l

r
, lim

Q0→−∞
ln
Sa −Q0

Sb −Q0
= 0.

Using (4.1), one then has

lim
Q0→+∞

z1Vrev(Q0, θ) =θ ln
l

r
− (1 + θ) ln

l

r
+ 2 ln

l

r
= ln

l

r
,

lim
Q0→−∞

z1Vrev(Q0, θ) =θ ln
l

r
− (1 + θ) ln

l

r
= − ln

l

r
.

The proof is completed.

The next result is a direct consequence of Theorem 4.3, whose proof will be omitted.

Corollary 4.4. One has,

(i) if D1 < D2, then, for some Q0 < 0, Vrev(Q0, θ) = 0;

(ii) if D1 > D2, then, for some Q0 > 0, Vrev(Q0, θ) = 0.

We now provide remarks on the physical basis for results in Theorem 4.3 and Corollary 4.4.

Remark 4.1. The statements (i) and (ii) in Theorem 4.3 can be obtained in a direct way as
follows. Note that, in general, Jk has the same sign as that of zkV + ln l/r. Thus, if l > r,

then for V ≤ V1 = − 1

z1
ln
l

r
, one has J1 ≤ 0 since z1V + ln l/r ≤ z1V1 + ln l/r = 0, and J2 > 0

since z2V + ln l/r = −z1V + ln l/r ≥ −z1V1 + ln l/r = 2 ln l/r > 0. Therefore, if l > r, then

Vrev > −
1

z1
ln
l

r
and, similarly, Vrev(Q0, θ) <

1

z1
ln
l

r
.

In [55], it shows that, as Q0 → +∞, J1(Q0)→ 0. Thus, J2(Q0)→ 0 from I(Q0) = 0. Since
J2 is proportional to −z1Vrev(Q0, θ)+ln l/r with a positive proportional constant in general (see
[55]), it follows that −z1Vrev(Q0, θ) + ln l/r → 0 as Q0 → +∞, which is exactly what claimed in
Theorem 4.3 for this limit. The other claim follows from the same argument.

Statement (iii) in Theorem 4.3 says that, if D1 < D2 and l > r, then Vrev(0, θ) > 0. This
makes sense since, for V = 0 and l > r, J2 > 0 and J1 > 0, and, with D1 < D2, J1 < J2.
To help J1 more than J2 to get J1 = J2, one needs to increase V and this is why, in this case,
Vrev(0, θ) > 0. The latter often implies that, if V = 0, then I(V = 0) < 0, or equivalently,
J2 > J1. Thus, intuitively, in order for the zero potential to be a reversal potential, a permanent
charge helping J1 more than J2 is needed; that is, the permanent charge should be negative,
which agrees with statement (i) in Corollary 4.4. Other statements in Corollary 4.4 can be
explained similarly.
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Concerning the monotonicity of Vrev = Vrev(Q0, θ) in Q0, we have

Theorem 4.5. For any given θ ∈ (−1, 1), one has

if θQ0 ≥ 0, then Vrev(Q0, θ) is increasing in Q0 for l > r and decreasing in Q0 for l < r.

Proof. It follows from z1Vrev = G1(A(Q0, θ), Q0, θ) and ∂Q0A = −∂Q0G2/∂AG2 that

∂Q0Vrev =
1

z1∂AG2

(
∂Q0G1∂AG2 − ∂AG1∂Q0G2

)
. (4.2)

The statements then follow from Lemma 3.2.

We conjecture that Vrev(Q0, θ) is always monotonic in Q0 but could not prove it. Numerical
simulations in Figure 3 support our conjecture.
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Figure 3: The function V = Vrev(Q0, D1, D2) for various values of (D1, D2): it is an odd function
in Q0 if D1 = D2 and the symmetry breaks if D1 6= D2.

For |Q0| small, we have

Theorem 4.6. Near Q0 = 0, the reversal potential Vrev(Q0, θ) is approximated by

Vrev(Q0, θ) =
θ

z1
ln
l

r
+

1− θ2

z21

(β − α)(l − r)(
(1− α)l + αr

)(
(1− β)l + βr

)Q0 +O(Q2
0). (4.3)

Proof. It follows from (3.6) that

∂AG1(A, 0, θ) = 0 and ∂Q0G1(A(0, θ), 0, θ) =
1− θ2

z1

A(0, θ)−B(0, θ)

A(0, θ)B(0, θ)
.

Recall that A(0, θ) = (1− α)l + αr and B(0, θ) = (1− β)l + βr. One then has

∂Q0Vrev(0, θ) =
1

z1
∂AG1(A(0, θ), 0, θ)∂Q0A(0, θ) +

1

z1
∂Q0G1(A(0, θ), 0, θ)

=
1− θ2

z21

(β − α)(l − r)(
(1− α)l + αr

)(
(1− β)l + βr

) .
The expansion (4.3) then follows from that Vrev(0, θ) =

θ

z1
ln
l

r
.
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It follows from (4.3) that, for small Q0, the reversal potential Vrev(Q0, 0) is of order O(1) in
general (if l 6= r) but, ifD1 = D2 (so that θ = 0), then the reversal potential Vrev(Q0, 0) = O(Q0).
This is consistent with the result in Corollary 4.2 and the statement followed the corollary.

4.2 Dependence of the Reversal Potential Vrev on θ.

Recall that θ = (D2 −D1)/(D2 +D1) is a measurement of the difference between D1 and D2

Proposition 4.7. One has ∂θVrev(Q0, θ) has the same sign as that of l − r.

Proof. Direct calculations from (4.1) give

∂θVrev(Q0, θ) =
1

z1

(
g(Sa)− g(Sb) + ln

lB(Q0, θ)

rA(Q0, θ)

)
,

where g(X) is defined in (3.7) and is increasing in X for X > 0. In particular, if l > r then
g(Sa) − g(Sb) > 0. Moreover, it follows from Theorem 3.4 that r < B(Q0, θ) < A(Q0, θ) < l.
The proof is thus complete for l > r. The case for l < r is similar.

Remark 4.2. Proposition 4.7 shows how diffusion coefficients affect reversal potential and reveals
a fascinating attribute that may not be completely intuitive at first glance. Indeed, recall the
observation in [16] that, for k = 1, 2,

Jk
Dk

∫ 1

0

1

h(x)ck(x)
dx = zkV + ln

l

r
. (4.4)

The relation, of course, holds for the zero current condition: J1 = J2 with V = Vrev. Now, if
we fix the diffusion constant D1 but increase D2 (so θ is increasing), then |J2| increases since

all but
J2
D2

in (4.4) are independent of D2 ([41]), and hence, to satisfy zero current condition,

we should increase |J1|. Intuitively increasing Vrev seems to accomplish the latter. But this
intuition agrees with Proposition 4.7 only for l > r and is the exactly opposite for l < r. That
is, for l < r, Proposition 4.7 says, as θ increases, Vrev(Q0, θ) decreases. This counterintuitive
behavior could be explained by the fact that c1(x) actually depends on Vrev and reducing Vrev
could increase |J1|. Unfortunately, we could not explain the behavior in physical terms and will
conduct further investigation needed to better understand the behavior.

4.3 A Comparison to Goldman-Hodgkin-Katz Equation for Vrev.

We will first recall Goldman-Hodgkin-Katz (GHK) equation for the reversal potential Vrev and
then make a comparison with our result.

Based on essentially the assumption that the electric potential φ(x) is linear in x (or the
electric field is constant), Goldman ([20]), and Hodgkin and Katz ([28]) derived an equation (the
GHK equation) for the reversal potential, which extends that of Nernst equation for a single ion
species. Under the assumption, the I-V (current-voltage) relation is given by

I = V

n∑
k=1

z2kDk
rk − lkezkV

1− ezkV
.
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For the case where n = 2 and z1 = −z2, the GHK equation for the reversal potential is

V GHK
rev (θ) =

1

z1
ln

(1− θ)r + (1 + θ)l

(1− θ)l + (1 + θ)r
. (4.5)

The assumption that the electric potential φ(x) is linear in x is thought to probably make
sense without channel structure, in particular, when Q0 = 0. This is not correct either. In fact,
when Q0 = 0, from Corollary 4.2, the reversal potential is

Vrev(0, θ) =
θ

z1
ln
l

r
,

which is different from that in (4.5). In our opinion, what is more important is that our result
on the reversal potential is the first for general Q0 6= 0 with different diffusion coefficient. Thus,
for n = 2 with z1 = −z2, the GHK equation for reversal potential should be replaced by

Vrev(Q0, θ) =
1

z1
G1(A(Q0, θ), Q0, θ)

with A(Q0, θ) being the solution of G2(A,Q0, θ) = 0. Figure 4 shows comparisons between the
reversal potential Vrev from our result with V GHK

rev as functions of D2/D1 with Q0 = 0 and
Q0 = 10.
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Figure 4: Comparison of Vrev(0) with Q0 = 0, V GHK
rev and Vrev(Q0) with Q0 = 10. Left panel:

l = 0.2 and r = 1. Right panel: l = 0.2 and r = 10.

It is very important to generalize this result to mixtures with more than two ion species.

5 Reversal Permanent Charge Qrev(V, θ).

In view of the duality of reversal potential V and the reversal permanent charge Q∗, we now
present a general result for reversal permanent charge with a given electric potential V . We
comment that there are differences between these two problems. On one hand, as probably
expected, reversal potentials should always exist. On the other hand, there is a simple necessary
condition for the existence of the reversal permanent charge Qrev as discussed above. This is
indeed established below for the special case of permanent charges Q in (A2).
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Theorem 5.1. For n = 2 with z1 = −z2, there exists a reversal permanent charge Qrev if and
only if (

z1V + ln
l

r

)(
z2V + ln

l

r

)
> 0. (5.1)

Proof. Since Jk, for k = 1, 2, has the same sign as that of zkV +ln
l

r
and z1 = −z2, the condition

in (5.1) is necessary for a zero current I, and hence, for the existence of a reversal permanent
charge. To show the condition is also sufficient, we set g1(Q0) := G1(A(Q0), Q0, θ)− z1V . From
Theorem 3.3 one obtains,

lim
Q0→+∞

ln
Sa −Q0

Sb −Q0
= 2 lim

Q0→+∞
ln
A

B
= 2 ln

l

r
, lim

Q0→−∞
ln
Sa −Q0

Sb −Q0
= lim

Q0→±∞
ln
Sa + θQ0

Sb + θQ0
= 0.

Then from above, the equation for G1 in (3.5), Lemma 3.3 and above one has,

lim
Q0→+∞

g1(Q0) = −z1V + ln
l

r
, lim

Q0→−∞
g1(Q0) = −z1V − ln

l

r
. (5.2)

The condition (5.1) implies that the above values have opposite signs. By the Intermediate
Value Theorem, there is at least one Q0 = Qrev(V, θ) such that g1(Q0) = 0.

This existence result can be viewed as a duality of Theorem 4.1 together with (i) and (ii) in
Theorem 4.3. The next result is a duality to (iii) of Theorem 4.3, whose proof will be omitted.

Theorem 5.2. For any (V, l, r) that satisfies the condition (5.1) one has,

lim
z1V→θ ln l/r

Qrev(V, θ) = 0 and lim
z1V→± ln l/r

Qrev(V, θ) = ±∞.

Recall we could not show but conjecture that Vrev(Q0, θ) is monotone in Q0 in Section 4.
Should the conjecture be shown, Qrev(V, θ) would be monotone in V .

6 Conclusion.

In this paper, we work on the classical PNP model allowing unequal diffusion constants and for
a single profile of permanent charges, to study the specific questions about reversal potentials
and reversal permanent charges that are among the central issues of biological concerns.

A major challenge for study properties of ionic flow through ion channel lies in the fact
that there are many specific physical parameters, including the boundary concentrations and
transmembrane electric potential, permanent charge (the value Q0 and the characteristic distri-
bution parameters α and β), diffusion coefficients that all are relevant and interact with each
other nonlinearly: different regions of the large dimensional parameter space are associated with
different properties. Furthermore all present experimental measurements about ionic flow are of
input-output type; that is, the internal dynamics within the channel cannot be measured with
the current technology. It is thus extremely hard to extract coherent properties or to formulate
specific characteristic quantities from the experimental measurements. Without knowing what
to simulate among the potentially rich behavior presented by ion channel problems, it is also
hard for numerical simulations to conduct any systematic studies.

It is not expected that the abstract theory of singular perturbations could provide concrete
results in general. For the PNP problem, the geometric singular perturbation approach applied in
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this paper was developed in [14, 41] that relies on (i) the geometric singular perturbation theory
based the advance of nonlinear dynamical system theory and (ii) two special structures of the
problem – one for the limiting fast subsystem and the other for the limiting slow subsystem. As a
result, the zeroth order terms for the asymptotic solution are determined by a governing system
– a system of algebraic equations that involves all parameters of the boundary value problem.
At least for simple setups, this framework led to discovery of rich effect of permanent charge
on cation flux and anion flux ([38, 55]), revealing of a mechanism of declining phenomenon –
increasing of the transmembrane electrochemical potential of an ion species in a particular way
leads to decreasing of the ionic flux ([55]), formulate critical values for ionic flows ([16, 37, 39, 45]).
For the reversal potential and reversal permanent charge problems studied in this paper, the
governing system consists of (2.13) and (2.14). The crucial step of the analysis in this paper
is our reduction of the system (2.13) and (2.14) to the single equation G2(A,Q0, θ) = 0 in
(3.4) for the reversal potential and to the system of two equations in (3.4) for the reversal
permanent charge – both involve the other physical parameters. We are then able to examine
a number of properties about the dependence of the reversal potential on permanent charge,
diffusion coefficients, etc. We like to point out that the differential equation system (1.4) is
a stiff problem to solve numerically but the system (3.4) is a regular problem for numerical
simulations. So the latter is much easier to solve numerically.

On the other hand, one can only expect that analysis could provide detailed and concrete
information in special cases or for a certain limit parameter values. Numerical simulation can
take the advantage of knowing what are important from such an analysis and extend the setup
to more physical meaningful ranges of parameters. This has been done in many works, for
example, in [43], numerical simulations were conducted to compute some critical electric poten-
tials, which were guided by the analytical result in [37] that provides the defining properties of
the critical electric potentials and explicit formulas for the critical values in terms of boundary
concentrations etc. in special cases.

It is our plan to continue the study to extend the capability of the analysis in this work and
to examine the topics numerically using more sophisticated models.

7 Appendix: Proof of Proposition 3.1.

We consider a special case where z1 = −z2. Set c
[1]
1 c

[1]
2 = A2 and c

[2]
1 c

[2]
2 = B2. We will use the

notion l, r, Q0, α, β, Sa, Sb and N introduced in (3.2) and (3.3).
With above terms, from (2.14) we get

c
[1,−]
1 = c

[1,−]
2 = A, c

[2,+]
1 = c

[2,+]
2 = B, c

[1,+]
1 =

Sa −Q0

z1
, c

[2,−]
1 =

Sb −Q0

z1
. (7.1)

From the third and fourth equations in (2.13) one has,

φ[1] − φ[1,+] =
1

z1
ln
Sa −Q0

z1c
[1]
1

, φ[2] − φ[2,−] =
1

z1
ln
Sb −Q0

z1c
[2]
1

. (7.2)

Then, from the first two equations of (2.13), (2.14) and (2.15) give

φ[1] = V +
2D2(

D1 +D2

)
z1

ln(z1A) +
(D1 −D2)(
D1 +D2

)
z1

ln(z1l)−
1

z1
ln(z1c

[1]
1 ),

φ[2] =
2D2(

D1 +D2

)
z1

ln(z1B) +
(D1 −D2)(
D1 +D2

)
z1

ln(z1r)−
1

z1
ln(z1c

[2]
1 ).

(7.3)
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The rest of system (2.13) becomes,

c
[1]
2 =c

[1]
1 e

2z1(φ[1]−φ[1,−]), c
[2]
2 = c

[2]
1 e

2z1(φ[2]−φ[2,+]),

z1A =Sa +Q0 ln
Sa −Q0

z1c
[1]
1

, z1B = Sb +Q0 ln
Sb −Q0

z1c
[2]
1

,

J1
D1D2

=− 2(A− l)
(D1 +D2)αH(1)

= − 2(r −B)

(D1 +D2)(1− β)H(1)

=− 2
(c

[2,−]
1 − c[1,+]

1 )− (φ[2,−] − φ[1,+])Q0

(D1 +D2)(β − α)H(1)
,

D2 −D1

D1D2
z1J1y

∗ =φ[1] − φ[2] +
1

z1
ln
c
[1]
1

(
Sb −Q0

)
c
[2]
1

(
Sa −Q0

)
Sb −Q0 =e

−D1+D2
D1D2

z21J1y
∗(
Sa −Q0

)
− 2D2Q0

D1 +D2

(
1− e−

D1+D2
D1D2

z21J1y
∗)
.

(7.4)

From third and fourth equations in (7.4),

c
[1]
1 =

Sa −Q0

z1
exp

{Sa − z1A
Q0

}
, c

[2]
1 =

Sb −Q0

z1
exp

{Sb − z1B
Q0

}
. (7.5)

The equations (7.3) and (7.5) give

φ[1] =V +
2D2(

D1 +D2

)
z1

ln(z1A) +
D1 −D2

(D1 +D2)z1
ln(z1l)−

1

z1
ln(Sa −Q0)−

Sa − z1A
z1Q0

,

φ[2] =
2D2(

D1 +D2

)
z1

ln(z1B) +
D1 −D2

(D1 +D2)z1
ln(z1r)−

1

z1
ln(Sb −Q0)−

Sb − z1B
z1Q0

.

(7.6)

Thus

φ[2] − φ[1] =− V +
2D2(

D1 +D2

)
z1

ln
B

A
− D1 −D2

(D1 +D2)z1
ln
l

r

− 1

z1
ln
Sb −Q0

Sa −Q0
+
Sa − Sb + z1(B −A)

z1Q0
.

(7.7)

Now, the equation (7.2) and y∗ equation in sixth line of (7.4) give,

φ[2,−] − φ[1,+] = φ[2] − φ[1] − 1

z1
ln
c
[1]
1

(
Sb −Q0

)
c
[2]
1

(
Sa −Q0

) .
But, from third and fourth equations of (7.4),

ln
c
[1]
1

(
Sb −Q0

)
c
[2]
1

(
Sa −Q0

) =
1

Q0

(
Sa − Sb + z1(B −A)

)
,

and hence,

φ[2,−] − φ[1,+] =− V +
2D2(

D1 +D2

)
z1

ln
B

A
− D1 −D2

(D1 +D2)z1
ln
l

r
− 1

z1
ln
Sb −Q0

Sa −Q0
. (7.8)
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Furthermore, it follows from above that,

φ[2,−] − φ[1,+] =φ[2] − φ[1] − 1

z1Q0

(
Sa − Sb + z1(B −A)

)
=
D1 −D2

D1D2
z1J1y

∗. (7.9)

Thus, J1 equations in (7.4), with equations in (7.9) and (7.1) give,

J1
D1D2

=− 2(A− l)
(D1 +D2)αH(1)

= − 2(r −B)

(D1 +D2)(1− β)H(1)

=− 2
B −A−Q0(φ

[2] − φ[1])
(D1 +D2)(β − α)H(1)

.

(7.10)

Now, from the equations in (7.10),

B =
1− β
α

(l −A) + r, φ[2] − φ[1] = −A− l + α(l − r)
αQ0

. (7.11)

Thus, the equations in (7.9) and (7.11) give,

J1y
∗

D1D2
=

1

z21
(
D2 −D1

)
Q0

N(A,Q0), (7.12)

where N = N(A,Q0) =
β − α
α

z1(A− l) + Sa − Sb. is defined in (3.3). On the other hand, from

(7.7) and (7.11) we obtain an equation in terms of A and Q0,

(β − α)(A− l)
αQ0

=V − 2D2(
D1 +D2

)
z1

ln
B

A
+

D1 −D2

(D1 +D2)z1
ln
l

r
+

1

z1
ln
Sb −Q0

Sa −Q0
− Sa − Sb

z1Q0
.

Now, it follows from above equation and the expression for N(A,Q0) that,

N

Q0
− z1V −

2D2

D1 +D2
ln
A

B
− D1 −D2

D1 +D2
ln
l

r
+ ln

Sa −Q0

Sb −Q0
= 0. (7.13)

Substituting (7.12) into the last equation of (7.4) we get the other equation for A and Q0,√
Q2

0 + z21B
2 −Q0 = e

(D1+D2)
(D1−D2)Q0

N(√
Q2

0 + z21A
2 −Q0

)
− 2D2Q0

D1 +D2

(
1− e

(D1+D2)
(D1−D2)Q0

N)
,

that is equivalent to

(D2 −D1)Q0

(D1 +D2)
ln
Sa + (D2−D1)Q0

(D1+D2)

Sb + (D2−D1)Q0

(D1+D2)

−N = 0.

This equation is G2 = 0 in Proposition 3.1. Also, adding G2/Q0 to equation (7.13) one obtains
G1 = z1V in Proposition 3.1. This completes the proof of Proposition 3.1.
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