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Abstract. We consider the numerical solution of time-harmonic acoustic scattering by obstacles
with uncertain geometries for Dirichlet, Neumann, impedance and transmission boundary conditions.
In particular, we aim to quantify diffracted fields originated by small stochastic perturbations of a
given relatively smooth nominal shape. Using first-order shape Taylor expansions, we derive tensor
deterministic first kind boundary integral equations for the statistical moments of the scattering
problems considered. These are then approximated by sparse tensor Galerkin discretizations via the
combination technique (Griebel et al. [20, 22]). We supply extensive numerical experiments con-
firming the predicted error convergence rates with poly-logarithmic growth in the number of degrees
of freedom and accuracy in approximation of the moments. Moreover, we discuss implementation
details such as preconditioning to finally point out further research avenues.
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1. Introduction. Modeling wave scattering is key in numerous fields ranging
from aeronautics to bioengineering or astrophysics. As applications become more
complex, the ability to efficiently quantify the effects of random perturbations orig-
inated by actual manufacturing or operation conditions becomes ever more relevant
for robust design. Under this setting, we consider standard time-harmonic wave scat-
tering models with only aleatoric uncertainty, i.e. randomness in the shapes. More
specifically, we aim at providing an accurate and fast uncertainty quantification (UQ)
method for computing statistical moments of wave scattering solutions assuming small
random perturbations or deviations from a nominal deterministic shape.

The model problems here considered involve solving Helmholtz equations in un-
bounded domains with constant coefficients supplemented by one or more different
boundary conditions (BCs), namely, Dirichlet, Neumann, impedance and transmis-
sion ones. Under reasonable decay conditions at infinity, deterministic versions of such
problems can be shown to be uniquely solvable even for Lipschitz scatterers [29, 31].
Considering Lipschitz parametrized transformations, the small perturbation assump-
tion leads to diffeomorphisms between nominal and perturbed domains. This, in turn,
gives rise to suitable shape Taylor expansions for the scattered fields, for which the
corresponding shape derivatives (SDs) must be computed. Restricting ourselves to
sufficiently smoother nominal domain, these SDs are solutions of homogeneous bound-
ary value problems (BVPs) with boundary data depending on the normal component
of the velocity field, allowed by the Hadamard structure theorem (see Theorem 2.27
in [34]).

We will then approximate fields in the perturbed domains by quantities defined
solely on the nominal shape. Indeed, for the cases considered –constant coefficients
and unbounded domains–, one can conveniently reduce the volume problems associ-
ated to the scattered fields as well as to their SDs, onto the scatterers’ boundaries
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by means of the integral representation formula [31]. This involves solving boundary
integral equations (BIEs) shown to be well posed.

The above described first order approximation (FOA) can be extended from the
deterministic case to now random (but small) perturbations [8], giving birth to equa-
tions with deterministic operators with stochastic right-hand sides. Assuming separa-
bility of the underlying functional spaces as well as Bochner integrability, application
of statistical moments on the linearized equation yields tensorized versions of the op-
erator equations, thus parting from the multiple solves required by Monte Carlo (MC)
methods. Yet, direct numerical approximation of these tensor systems gives rise to
the infamous curse of dimensionality. This can be, in turn, remedied by applying
the general sparse tensor approximation theory originally developed by von Peters-
dorff and Schwab [38], and which has multiple applications ranging from diffraction
by gratings [32] to neutron diffusion [16] problems. In our case, numerically, we will
employ the Galerkin boundary element method (BEM) to solve the arising first kind
BIEs. As both nominal solutions and SDs will be derived over the same surface,
the FOA-BEM allows for substantial computational savings by employing the same
matrix computations.

Depending on the regularity of solutions, statistical moments resulting from the
FOA-BEM can be computed by sparse tensor approximations robustly. Harbrecht,
Schneider and Schwab [23] studied the interior Laplace problem with Dirichlet BC
whereas the Laplace transmission problem was analyzed in [7]. Jerez-Hanckes and
Schwab [26] provide the numerical analysis of the method in the case of Maxwell
scattering. Computationally, further acceleration can be achieved by employing the
combination technique (CT), introduced by Griebel and co-workers [20, 22]. Specifi-
cally, the method allows for simple and parallel implementation, which we will further
detail in the manuscript. Throughout, we apply the FOA-BEM-CT method –referred
to as first-order sparse BEM (FOSB) method to alleviate notations– to the Helmholtz
problem. To our knowledge, the case of the FOSB method for the Helmholtz-UQ
remains untackled.

The manuscript is structured in the following way. First, we introduce the mathe-
matical tools used throughout in Section 2. Generic scattering problems formulations
as well as the description of the BVPs solved by the SDs are given in Section 3. We
then restrict ourselves to the associated BIEs in Section 4 and analyze their Galerkin
solutions in Section 5. Implementation aspects of the FOSB method are given in Sec-
tion 6 whereas numerical results are provided in Section 7. Finally, further research
avenues are highlighted in Section 8.

2. Mathematical tools. We start by setting basic definitions as well as the
functional space framework adopted for our analysis. As a reference, Table 3 beneath
Section 5 provides a non-exhaustive list of the acronyms used throughout this work.

2.1. General notation. Throughout, vectors and matrices are expressed using
bold symbols, (a·b) denotes the classical Euclidean inner product, ‖·‖2 :=

√
a · a refers

to the Euclidean norm, C is a generic positive constant and o, O are respectively the
usual little-o and big-O notations. Also, we set ı2 = −1, S1 and S2 are the unit circle
and sphere, respectively.

Let D ⊆ Rd, with d = 2, 3, be an open set. For a natural number k, we set
Nk := {k, k + 1, . . .}. For p ∈ N0 = {0, 1, . . .}, we denote by Cp(D) the space of
p-times differentiable functions over D, by Cp,α(D) the space of Hölder continuous
functions with exponent α, where 0 < α ≤ 1. Also, let Lp(D) be the standard
class of functions with bounded Lp-norm over D. For a Banach space X and an
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open set T ⊂ R, we introduce the usual Bochner space Cp(T ;X). Given s ∈ R,
q ≥ 0, p ∈ [1,∞], we refer to [31, Chapter 2] for the definitions of function spaces
W s,p(D), Hs(D), Hq

loc(D) and Hq
loc(∆, D). Norms are denoted by ‖·‖, with subscripts

indicating the associated functional space. Similarly, relative norms are denoted by
brackets e.g., [a− b] = ‖a− b‖/‖b‖ for a an approximation of a reference b.

For k ∈ N1, and xi ∈ Rd, i = 1, · · · , k, we set x := (x1, · · · ,xk). Besides, k-fold
tensors quantities are denoted with parenthesized subscripts, e.g., f (k) := f ⊗ · · ·⊗ f .
This notation applies indifferently to functions, domains and function spaces. The
diagonal terms of a k-fold tensor Σk at x are denoted by diag Σk(x) := Σk|x1=···=xk

.
Following [26, Section 4.1], for X,Y separable Hilbert spaces, we set B ∈ L(X,Y ) the
space of linear continuous mapping from X to Y and define the unique continuous
tensor product operator:

B(k) :=B⊗ · · · ⊗ B︸ ︷︷ ︸
k-times

∈ L(X(k), Y (k)).

2.2. Traces and surface operators. Let D ⊂ Rd with d = 2, 3 be open
bounded with Lipschitz boundary Γ := ∂D and complement exterior domain Dc :=
Rd\D. Equivalently, we will write D0 ≡ Dc and D1 ≡ D to refer to exterior and
interior domains, respectively. Accordingly, when defining scalar fields in Dc ∪D, we
use notation U = (U0,U1). For i = 0, 1, we introduce the continuous and surjective
trace mappings [31, Sections 2.6 and 2.7]:

(Dirichlet trace) γ0 : H1
loc(Di)→ H

1
2 (Γ),

(Neumann trace) γ1 : Hloc(∆, Di)→ H−
1
2 (Γ).

For a suitable scalar field Ui, i = 0, 1, we refer to a pair of traces ξi as Cauchy data if

(1) ξi ≡
(
λi
σi

)
:=

(
γ0Ui

γ1Ui

)
.

Likewise, we introduce the second-order trace operator γ2Ui := (∇2Ui|Γ)n·n = ∂2Ui

∂n2

∣∣
Γ

along with the tangential gradient ∇Γ and tangential divergence divΓ [29, Section
2.5.6].

2.3. Random domains. Throughout, we consider an open bounded Lipschitz
–nominal– domain D ⊂ Rd, d = 2, 3, of class C2,1 [28, Definition 3.28], with bound-
ary Γ := ∂D and exterior unit normal field n ∈ W 2,∞(Γ) pointing by convention
towards the exterior domain. Those domains are commonly referred to as domains
with Lyapunov boundary. The mean curvature H := div n belongs to W 1,∞(Γ).

Let (Ω,A,P) be a suitable probability space and X a separable Hilbert space.
For an index k ∈ N1 and x := (x1, · · · ,xk), and for U : Ω→ X a random field in the
Bochner space Lk(Ω,P;X) [26, Section 4.1], we introduce the statistical moments:

Mk[U(ω)] :=

∫
Ω

U(x1, ω) · · ·U(xk, ω)dP(ω),(2)

Vk[U(ω)] =: diagMk[U(ω)]− E[U(ω)]k,(3)

with M1 ≡ E being the expectation and V2 the pseudo-variance [32].
In a nutshell, the aim of the present work is as follows: given a random domain

with realization D(ω) specified later on, consider U(x, ω) defined over D(ω) as the
solution of a Helmholtz scattering problem (see Section 3). We seek at quantifying:

(4) E[U(ω)] and Mk[U(ω)− E[U(ω)]] for k ∈ N2.
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Remark 1 (Complex statistical moments). Statistical moments for complex ran-
dom fields induce several quantities of interest. As introduced in [14, Section V-A],
for k ∈ N2 and U ∈ Lk(Ω,P;X), the kth statistical moments are defined as

(5) αp;q ≡ αp;q[U(ω)] := E[UpU
q
], for p, q ∈ N0, such that p+ q = k.

Notice that symmetric moments are redundant, i.e. αp;q = αq;p. Also, for k = 2,
complex moments are the pseudo-covariance α2;0 and covariance α1;1 = E[UU]. In
this manuscript, we focus on

Mk[U] = αk;0 = α0;k.

However, some applications involve other choices for p, q. Still, our analysis applies
verbatim to αp;k up to conjugation of terms in the tensor deterministic formulation
in Subsection 4.2 (see, for instance, [32] for k = 2).

We consider a centered random velocity field field v ∈ Lk(Ω,P;W 2,∞(Γ;Rd)), i.e. such
that E[v(·, ω)] = 0. Also, assume ‖v(·, ω)‖W 2,∞(Γ) . 1 uniformly for all ω ∈ Ω and
introduce a family of random surfaces {Γt}t via the mapping

(6) Ω 3 ω 7→ Γt(ω) = {x + tv(ω), x ∈ Γ} =: Tt(Γ)(ω).

Following [26], we deduce that there exists ε > 0 such that, for each |t| < ε and
P-a.s. ω, the collection {Γt(ω)} generates bi-Lipschitz diffeomorphisms and induces
connected Lipschitz domain Dt(ω) by continuity of v(ω) P-a.s. on the compact surface
Γ. Besides, we define Dt(ω) corresponding to either Dc

t (ω) or Dc
t (ω)∪Dt(ω) according

to the problem considered. Finally, we notice that (v(ω) · n) ∈W 2,∞(Γ).

2.4. First-order approximations. With the domain transformation and ve-
locity field defined in Subsection 2.3, we are ready to introduce the concept of random
SD.

Definition 2 (Random SD). For ω ∈ Ω, consider a random shape dependent
scalar field Ut(ω) defined in Dt(ω) and denote U ≡ U0 for the nominal domain solu-
tion. Then, Ut(ω) admits a SD U′(ω) in D along v(ω) if the following limit exists

(7) U′(ω) := lim
t→0

Ut(ω)−U

t
.

Assuming SD belongs to H1
loc(D) and a Lipschitz condition, then the following Taylor

expansion holds for |t| < ε:

(8) Ut(x, ω) = U(x) + tU′(x, ω) +O(t2) in H1(Q(ω)), Q(ω) b D ∩Dt(ω).

Finally, following [12, Section 2.1], we introduce K such that

(9) K b D∩Ω
t , D∩Ω

t :=
⋂
ω∈Ω

Dt(ω).

Consequently, according to Equation (8) and using the embedding arguments of [12,
Lemma 5.9] for the variance, the quantities of interest can be accurately approximated
for k ≥ 2 by

(10)

E[Ut(ω)] = U +O(t2), in H1(K),

Mk[Ut(ω)−U] = tkMk[U′(ω)] +O(tk+1), in H1(K)(k), and

Vk[Ut(ω)] = tk diagMk[U′(ω)] +O(tk+1), in L2(K).
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Helmholtz-UQ

Step

Moments

Unknowns

a(E[U(ω)], Mk[U(ω)− E[U(ω)]])

FOA (U,Mk[U′(ω)])

Boundary
Reduction

(ξ, Σk)

CT (ξL, Σ̂kL)

Reconstuction (UL, M̂k[U′]L)

FOSB

Ref.

2.3

2.4

4.2

5

5

≈

⇔

≈

⇔

Fig. 1: Sequential description of the FOSB. For each step, we detail the related
section and unknwowns and precise whether it consists in an approximation (blue) or
an equivalent (green) one.

Hence, for a random class of parametrized perturbations (Equation (6)), the statisti-
cal moments (Equation (4)) can be approximated accurately through U, Mk[U′(ω)],
defined in D and D(k): the FOA amounts to computing U and Mk[U′(ω)]. Before
proceeding, we decide to sum up the main points of the FOSB method in Figure 1. It
describes the path followed throughout and, for each step, details the related section
and the quantity of interest considered. The technique is sequential from top to bot-
tom, and between each step we use arrows specify whether an approximation is done
or an equivalent formulation is used. Notice that the two “equivalent” steps enclose
the operations realized on the boundary of the nominal scatterer.

3. Deterministic Helmholtz scattering problems. Let us now describe the
Helmholtz problems considered in two and three dimensions. We characterize physical
domains by a positive bounded wave speed c and a material density constant µ –
representing, for instance, the permeability in electromagnetics. For time-harmonic
excitations of angular frequency ω > 0, set the wavenumber κ := ω/c and define the
Helmholtz operator:

Lκ : U 7→ −∆U− κ2U.

The Sommerfeld radiation condition (SRC) [29, Section 2.2] for U defined over Dc

and κ reads

(11) SRC(U, κ) ⇐⇒
∣∣∣ ∂
∂r

U− ıκU
∣∣∣ = o

(
r

1−d
2

)
for r := ‖x‖2 →∞,

for d = 2, 3. This condition will guarantee uniqueness of solutions Subsection 3.1 and
the definition of F ∈ C∞(Sd−1) the far-field [5, Lemma 2.5] such that

(12)
∣∣∣U− exp(ıκr)r

1−d
2 F(x/r)

∣∣∣ = O
(
r−

1+d
2

)
for r := ‖x‖2 →∞.
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β Problem D BCs

0 Sound-soft Dc γ0U = 0

1 Sound-hard Dc γ1U = 0

2 Impedance Dc γ1U + ıηγ0U = 0

3 Transmission Dc ∪D [γ0U]Γ = [µ−1γ1U]Γ = 0

U"#$

Γ

𝐧
𝐷( 𝐷)(	

𝐷				𝐷)	 Γ+ 	

Fig. 2: Overview of (Pβ) (left) and representation of domain transformations (right).

Remark 3 (Far-field Taylor expansions). As the far-field does not depend on do-
main transformations, the Taylor expansion for Ut,U and U′ in Equation (10) transfers
straightly to Ft,F and F′, respectively.

3.1. Problem Formulations. We introduce the following BVPs corresponding
to Dirichlet, Neumann, impedance and transmission BCs. By linearity, we can write
the total wave as a sum of scattered and incident ones, i.e. U = Usc + Uinc. Notation
(Pβ) with bold β will refer to any of the problems considered. For the sake of clarity,
we summarize these notations and illustrate domain perturbations in Figure 2.

Problem 4 (Pβ) (β = 0, 1, 2). Given κ > 0 and Uinc ∈ H1
loc(Dc) with LκUinc = 0

in Dc, we seek U ∈ H1
loc(Dc) such that

∆U + κ2U = 0 in Dc,

γβU = 0 on Γ, if β ∈ {0, 1}, or

γ1U + ıηγ0U = 0, η > 0 on Γ, if β = 2,

SRC(Usc, κ).

Problem 5 (P3). Let κi, µi > 0, i = 0, 1, with either κ0 6= κ1 or µ0 6= µ1, and
Uinc ∈ H1

loc(Dc) with Lκ0
Uinc = 0 in Dc. We seek (U0,U1) ∈ H1

loc(Dc)∪H1(D) such
that 

∆Ui + κ2
iU

i = 0 in Di, for i = 0, 1,

[γ0U]Γ = 0 on Γ,

[µ−1γ1U]Γ = 0 on Γ,

SRC(Usc, κ0).

Exterior problems (Pβ), β = 0, 1, represent the sound-soft and -hard acoustic wave
scattering while (P2) and (P3) describe the exterior impedance and transmission prob-
lems, respectively. Notice that (Pβ) is known to be well posed [28, Chapter 4].

3.2. Shape derivatives for Helmholtz scattering problems. We summa-
rize the BVPs, denoted by (SPβ), satisfied by the SD for each BC, as detailed in [25,
Table 5.6].

Problem 6 (SPβ) (β = 0, 1, 2). We seek U′ ∈ H1
loc(Dc) solution of

∆U′ + κ2U′ = 0 in Dc,

γβU′ = gβ on Γ, if β ∈ {0, 1}, or

γ1U′ + ıηγ0U′ = g2, η > 0 on Γ, if β = 2,

SRC(U′, κ),
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wherein, for U being the respective solution of (Pβ), we have

g0 := −γ1U(v · n),

g1 := divΓ ((v · n)∇ΓU) + κ2γ0U(v · n),

g2 := divΓ ((v · n)∇ΓU) + κ2γ0U(v · n) + ıη(v · n)(−γ1U− Hγ0U).

Problem 7 (SP3). We seek U′ = (U′0,U′1) ∈ H1
loc(Dc)×H1(D) solution of

∆U′i + κ2
iU
′i = 0 in Di, for i = 0, 1,

[γ0U′]Γ = h0 on Γ,

[ 1
µγ1U′]Γ = h1 on Γ,

SRC(U′0, κ0),

with boundary data built using U solution of (P3), as follows

h0 := −[γ1U]Γ(v · n),

h1 :=
[ 1

µ

]
Γ

divΓ ((v · n)∇ΓU) + [κ2]Γγ0U(v · n).

In the proposed setting, (SPβ) is known to be well posed (cf. [25, Section 3.2]).
Having described the deterministic problems, we now consider the random do-

mains described Subsection 2.3 and analyze, for each realization Ut(ω), solutions of
(Pβ). The prior choice of random domains ensures wellposedness of the perturbed
solution Ut(ω) and of its shape derivative U′(ω) for each realization. Therefore, we
apply the FOA framework of Subsection 2.4 to Ut(ω), allowing to obtain an accurate
approximation of the statistical moments of Ut(ω) through:

U and Mk[U′(ω)],

defined over D and D(k), respectively –check step 2 in Figure 1. In the same spirit as
in [12], the domain and perturbations considered allow for a bounded shape Hessian in
H1

loc(D), hence the Lipschitz condition for the SD. As these domains are unbounded,
we reduce the problem to the boundary Γ via BIEs. Notice that the randomness in
U′(ω) appears only through (v · n)(ω), which appears solely in BCs.

4. Boundary Reduction. In this section, we explain how to reduce the Helm-
holtz boundary value problems described before as well as their SDs onto the boundary
via the integral representation formula. Then, we consider the small random domain
counterparts and show how the SDs are equivalently reduced to BIEs comprising
deterministic operators with stochastic right-hand side. As mentioned initially, this
will fit the general framework described in [38] to compute statistical moments.

4.1. Boundary integral operators in scattering theory. First, we define
the duality product between ξ1 = (λ1, σ1) and ξ2 = (λ2, σ2) both in the Cartesian
product space H1/2(Γ)×H−1/2(Γ):

〈ξ1, ξ2〉Γ := 〈λ1, σ1〉Γ + 〈λ2, σ2〉Γ.

Recall the fundamental solution Gκ(x,y) of the Helmholtz equation for κ > 0:

(13) Gκ(x,y) :=


ı

4
H

(1)
0 (κ‖x− y‖2) for d = 2,

ı

4π

exp(ıκ‖x− y‖2)

‖x− y‖2
for d = 3,
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where H
(1)
0 is the zeroth-order Hankel function of the first kind. With this, we intro-

duce the single- and double-layer potentials for φ ∈ L1(Γ):

SLκ(φ)(x) :=

∫
Γ

Gκ(x− y)φ(y)dΓ(y) x ∈ Rd\Γ,

DLκ(φ)(x) :=

∫
Γ

∂

∂ny
Gκ(x− y)φ(y)dΓ(y) x ∈ Rd\Γ.

With this at hand, we introduce the block Green’s potential:

Rκ := (DLκ,−SLκ),

and for the sake of convenience, we identify implicitly the Cauchy data (Equation (1))
with the domain index for β = 2, i.e.:

(14) Rκ(ξ)(x) ≡ Rκi(ξ
i)(x), if x ∈ Di, i = 0, 1.

The identity operator Id and five continuous boundary integral operators in Lipschitz
domains for κ > 0, η > 0 and |s| ≤ 1 [6, Theorems 2.25 and 2.26]:

(15)

Vκ : Hs−1/2(Γ)→ Hs+1/2(Γ), Vκ := {{γ0}}Γ ◦ SLκ,
Kκ : Hs+1/2(Γ)→ Hs+1/2(Γ), Kκ := {{γ0}}Γ ◦ DLκ,
K′κ : Hs−1/2(Γ)→ Hs−1/2(Γ), K′κ := {{γ1}}Γ ◦ SLκ,
Wκ : Hs+1/2(Γ)→ Hs−1/2(Γ), Wκ := −{{γ1}}Γ ◦ DLκ,
B′κ,η : Hs+1/2(Γ)→ Hs−1/2(Γ), B′κ,η := Wκ − ıη

(
1
2 Id + K′κ

)
.

Also, we introduce the following operator:

Aκ :=

[
−Kκ Vκ

Wκ K′κ

]
,

along with

Âκ,µ :=

[
1 0

0 1/µ

][
−Kκ Vκ

Wκ K′κ

][
1 0

0 µ

]
=

[
−Kκ µVκ

1/µWκ K′κ

]
.

Next, we consider a radiating solution U, i.e. U = (U0,U1) such that LκUi =
0, i = 0, 1, and U0 with Sommerfeld radiation conditions [31, Section 3.6]. Therefore,
the following representation formula holds:

(16) U = DLκ([γ0U]Γ)− SLκ([γ1U]Γ) = Rκ([ξ]Γ) in D0 ∪D1.

Its Cauchy data ξi = (γ0Ui, γ1Ui) =: (λi, σi) ∈ H1/2(Γ)×H−1/2(Γ) satisfy

(17)
(Interior) ξ1 =

(
1
2 Id + Aκ

)
ξ1 =: P1

κξ
1,

(Exterior) ξ0 =
(

1
2 Id− Aκ

)
ξ0 =: P0

κξ
0 = (Id− P1

κ)ξ0.

Notice that the above identities are also valid for Âκ0,µ and Âκ1,µ. Operators P0
κ,P

1
κ

are dubbed exterior and interior Calderón projectors. They share the interesting prop-
erty that for i = 0, 1, (Piκ)2 = I, allowing for Calderón-based operator preconditioning
(see Subsection 6.2).

Lastly, we introduce SDir(D) ≡ S0(D) and SNeum(D) ≡ S1(D) the countable set
accumulating only at infinity of strictly positive eigenvalues of Helmholtz problem
with homogeneous Dirichlet and Neumann boundary conditions [31, Section 3.9.2].
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4.2. Tensor BIEs. We now show that the FOA analysis for (Pβ) can be reduced
to (Bβ) defined further in Generic Problem 10, consisting in two deterministic first
kind BIEs including a tensor one (refer to Figure 1). To begin with, we consider both
deterministic problems (Pβ) and (SPβ), and show that they can be reduced to two
wellposed BIEs of the form:

Generic Problem 8 (Deterministic BIEs). Provided Z ∈ L(X,Y ) and B ∈
L(Y, Y ) for separable Hilbert spaces X,Y , f ∈ Y and g ∈ Y , we seek ξ, ξ′ ∈ X
such that:

(18)

{
Zξ = f on Γ,

Zξ′ = Bg on Γ.

Equivalence between problems couple ((Pβ),(SPβ)) and Generic Problem 8 is derived
through the following steps:

(i) Using Subsection 4.1, we perform the boundary reduction for (Pβ) and (SPβ),
leading to Generic Problem 8 (see Appendix A);

(ii) We prove that Generic Problem 8 is well-posed in adapted Sobolev spaces
using Fredholm theory. Notice that we remove the spurious eigenvalues to
guarantee injective boundary integral operators.

Step (ii) is extensively surveyed for β = 0, 1, 2 in [6]; see Table 2.1 and Theorem 2.25
for β = 0, 1, and refer to Section 2.6 for β = 2. The transmission problem (β = 2) is
analyzed in [9, Section 3].

After reducing the deterministic problem to the boundary, we retake Subsec-
tion 2.4 and consider the random counterparts of (Pβ) and (SPβ), leading to U and
U′(ω), and perform correspondingly the boundary reduction. The generic random
BIEs for the SD read:

Generic Problem 9 (Random BIEs). Provided Z ∈ L(X,Y ) and B ∈ L(Y, Y )
for separable Hilbert spaces X,Y , g ∈ Lk(Ω,P;Y ), for k ∈ N2, we seek ξ′ ∈ Lk(Ω,P;X)
such that

(19) Zξ = Bg on Γ.

Applying Theorem 6.1 in [38], we deduce that the tensor operator equation admits a
unique solution ξ′ ∈ Lk(Ω,P;Y ) and that Mk[ξ′(ω)] ∈ Y . Therefore, we arrive at a
tensor BIE with stochastic right-hand sides, providing the final form of the wellposed
deterministic tensor operator BIEs (Bβ):

Generic Problem 10 (Bβ) (Formulation for the BIEs). Given Z ∈ L(X,Y ),
B ∈ L(Y, Y ) for separable Hilbert spaces X,Y , k ∈ N2, f ∈ Y and Mk[g] ∈ Y (k), seek
ξ ∈ X,Σk ∈ X(k) such that:

(20)

{
Zξ = f on Γ,

Z(k)Σk = B(k)Mk[g] on Γ(k).

We now detail the resulting sets of BIEs for each problem (Bβ) as well as for. As in
[38, Section 6.2], notice that the statistical moments and the layer potentials commute
by Fubini’s theorem.

Problem 11 (B0). If κ2 /∈ SDir(D), γ0Uinc ∈ H1/2(Γ) andMk[g0] ∈ H1/2(Γ)(k),
k ∈ N2, we seek γ1U ∈ H−1/2(Γ) and Mk[γ1U′] ∈ H−1/2(Γ)(k) such that:

(21)

{
Vκγ1U = γ0Uinc on Γ,

V
(k)
κ Mk[γ1U′] =

(
− 1

2 Id + Kκ
)(k)Mk[g0] on Γ(k).
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Then,

U = Uinc − SLκγ1U in Dc,

Mk[U′] =Mk[−SLκγ1U′ + DLκg0] in (Dc)(k)

= R(k)
κ Mk[(g0, γ1U′)] in (Dc)(k).

Problem 12 (B1). If κ2 /∈ SNeum(D), γ1Uinc ∈ H−1/2(Γ) andMk[g1] ∈ H−1/2(Γ)(k),
k ∈ N2, we seek γ0U ∈ H1/2(Γ) and Mk[γ0U′] ∈ H1/2(Γ)(k) such that:

(22)

{
Wκγ0U = γ1Uinc on Γ,

W
(k)
κ Mk[γ0U′] =

(
−
(

1
2 Id + K′κ

))(k)Mk[g1] on Γ(k).

Also,

U = Uinc + DLκγ0U in Dc,

Mk[U′] =Mk[−SLκγ1U′ + DLκg0] in (Dc)(k)

= R(k)
κ Mk[(γ0U′, g1)] in (Dc)(k).

Problem 13 (B2). If κ2 /∈ SNeum(D), γ1Uinc ∈ H−1/2(Γ) andMk[g2] ∈ H−1/2(Γ)(k),
k ∈ N2, we seek γ0U ∈ H1/2(Γ) and Mk[γ0U′] ∈ H1/2(Γ)(k) such that:

(23)

{
B′κ,ηγ0U = γ1Uinc on Γ,

(B′κ,η)(k)Mk[γ0U′] =
(

1
2 Id + K′κ

)(k)Mk[g2] on Γ(k).

Moreover,

U = Uinc + (ıηSLκ + DLκ)γ0U in Dc,

Mk[U′] =Mk[(ıηSLκ + DLκ)γ0U′ − SLκg2] in (Dc)(k)

= R(k)
κ Mk[(γ0U′, g2 − ıηγ0U′)] in (Dc)(k).

Problem 14 (B3). For ξinc := (γ0Uinc, γ1Uinc) ∈
[
H1/2(Γ)×H−1/2(Γ)

](k)
and

Mkh =Mk(h0, h1) ∈ (H1/2(Γ)×H−1/2(Γ))(k), for k ∈ N2, we seek ξ0 := (γ0U0, γ1U0) ∈
H1/2(Γ)×H−1/2(Γ) and Mk[ξ′] ≡Mk[ξ′

0
] ∈ (H1/2(Γ)×H−1/2(Γ))(k) such that:

(24)


(
Âκ0,µ0 + Âκ1,µ1

)
ξ0 = ξinc on Γ,(

Âκ0,µ0
+ Âκ1,µ1

)(k)

Mk[ξ′] =
(

1
2 Id + Âκ1,µ1

)(k)

Mk[h] on Γ(k).

Also,

U(x) = Uinc(x)− SLκ0
γ1U0 + DLκ0

γ0U0, x ∈ Dc,

U(x) = −SLκ1γ1U1 + DLκ1γ0U1, x ∈ D,
Mk[U′] =Mk[Rκ(ξ)] = R(k)

κ Mk[ξ] in D(k).

Ultimately, we sum up the functional spaces and BIEs for (PBβ) in Table 1. Also,
corresponding Sobolev spaces of higher regularity will be denoted Xs, Y s, for s ≥ 0,
with Y 0 ≡ Y and X0 ≡ X. Operator C refers to the left-preconditioner that is used
for operator preconditioning purposes, as detailed later on in Subsection 6.2.
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β Problem Xs Y s Z C

0 Soft H−1/2+s(Γ) H1/2+s(Γ) Vκ Wκ

1 Hard H1/2+s(Γ) H−1/2+s(Γ) Wκ Vκ

2 Impedance H1/2+s(Γ) H−1/2+s(Γ) Wκ − ıη
(

1
2
Id + K′κ

)
Vκ

3 Transmission H1/2+s(Γ)×H−1/2+s(Γ) H1/2+s(Γ)×H−1/2+s(Γ) (Âκ0,µ0 + Âκ1,µ1 ) (Âκ0,µ0 + Âκ1,µ1 )

Table 1: Overview of the BIEs for (Bβ) and associated operator preconditioner em-
ployed in Subsection 6.2.

5. Galerkin Method and Sparse Tensor Elements. We now aim to solve
numerically the variational forms arising from the BIEs described in Generic Prob-
lem 10. Let us introduce a nested shape-regular and quasi-uniform family {Ml}l∈N0

of surface triangulations consisting of triangles or quadrilaterals, with each level l
associated to a meshwidth hl > 0. For β = 0, 1, we define the associated boundary
element spaces V β0 ⊂ V

β
1 ⊂ · · ·V

β
l ⊂ H

1
2−β(Γ):

V 0
l := {λ ∈ C(Γ) : λ|K ∈ Pp(K), ∀K ∈Ml, p ∈ N1},
V 1
l := {σ ∈ L2(Γ) : σ|K ∈ Pp(K), ∀K ∈Ml, p ∈ N0}.

where Pp(K) stands for the space of polynomials of degree ≤ p, p ∈ N0 on the cell
K. Notice that under regular enough Neumann data, i.e. Neumann traces belong to
H(d−1)/2+δ(Γ) [31, Theorem 2.5.4] for any δ > 0, we can also use piecewise continuous
functions e.g., piecewise linear functions P1, as in Section 7. Afterwards, we intro-
duce usual best approximation estimates for the h-version of boundary elements [31,
Chapter 9].

Lemma 15 (Interpolation error for Dirichlet traces). For 0 ≤ t ≤ s ≤ p+ 1 and
all λ ∈ Hs(Γ), there holds

(25) inf
vl∈V 0

l

‖λ− vl‖Ht(Γ) ≤ Chs−t‖λ‖Hs(Γ),

where C > 0 is independent of h and λ.

Lemma 16 (Interpolation error for Neumann traces). For 0 ≤ t ≤ s ≤ p+ 1 and
all σ ∈ Hs(Γ), there holds

(26) inf
vl∈V 1

l

‖σ − vl‖H−t(Γ) ≤ Chs+t‖σ‖Hs(Γ),

where C > 0 is independent of h and λ.

5.1. First-order statistical moments. Adopting the notation in Table 1, we
define XL ⊂ X from V 0

L and V 1
L , and arrive at the Galerkin formulation for ξ:

Generic Problem 17 (Galerkin formulation). Seek ξL ∈ XL ⊂ X such that:

(27) 〈ZξL, φL〉Γ = 〈f, φL〉Γ, ∀φL ∈ XL.

We define NL := card(XL). Classical results for coercive operators [31] ensure that
there exists a minimum resolution L0 such that the discrete solution is well defined
and converges quasi-optimally in X. Thus, provided that ξ ∈ Xs for any 0 ≤ s ≤ p+1,
by Lemmas 15 and 16 it holds

(28) ‖ξ − ξL‖X ≤ Chs‖ξ‖Xs .
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5.2. Higher-order statistical moments and CT. Having introduced the ten-
sor L2-product 〈·, ·〉Γ(k) [22], we state the tensor deterministic variational forms of the
BIEs:

Generic Problem 18 (Tensor Galerkin). Given k ∈ N2, seek ΣkL ∈ X
(k)
L such

that

(29) 〈Z(k)ΣkL,Θ
k
L〉Γ(k) = 〈B(k)Mk[g],Θk

L〉Γ(k) , ∀Θk
L ∈ X

(k)
L .

As shown in [38, Section 3.5], there is a L0(κ) ∈ N0 for which, for all L ≥ L0(κ), the
tensorized problem admits a discrete inf-sup, and has a unique solution converging
quasi-optimally in X(k). From here, we deduce the following error estimates

(30) ‖Σk − ΣkL‖X(k) ≤ Chs‖Σk‖(Xs)(k) .

provided that Σk ∈ (Xs)(k), for any 0 ≤ s ≤ p+1. Now, we introduce the complement
spaces:

W0 := X0, Wl := Xl\Xl−1, l > 0,

and consider the sparse tensor product space:

(31) X̂
(k)
L (L0) =

⊕
‖l‖1≤L+(k−1)L0

Wl1 ⊗ · · · ⊗Wlk

Then, we can state the following stability condition.

Lemma 19 ([38, Theorem 5.2]). For k ∈ N2, there exists L0(k) and ĉS such that
for all L ≥ L0, it holds

(32) inf
06=Σ̂∈X̂(k)

L

sup
0 6=Θ̂∈X̂(k)

L

〈Z(k)Σ̂, Θ̂〉Γ(k)

‖Σ̂‖X(k)‖Θ̂‖X(k)

≥ 1

ĉS
> 0.

Therefore, we deduce that the problem is well posed and we deduce the following
convergence error in sparse tensor spaces:

Lemma 20 ([38, Theorem 5.3]). Provided that Σk ∈ (Xs)(k) for any 0 ≤ s ≤ p+1,
the following error bound holds for L ≥ L0(k):

‖Σk − Σ̂kL‖X(k) ≤ Chs| log h|(k−1)/2‖Σk‖(Xs)(k) .

We solve the Galerkin system in the sparse tensor space applying the CT [20]. It
consists in solving the full systems for l specified in [22, Theorem 13] and for associated
spaces Xk

l as described below.

Generic Problem 21 (Tensor Galerkin - Subblocks). Given k ∈ N2, seek Σkl ∈
X

(k)
l such that

(33) 〈(Zl1 ⊗ · · · ⊗ Zlk)Σkl ,Θ
k
l 〉Γ(k) = 〈B(k)Mk[g],Θk

l 〉Γ(k) , ∀Θk
l ∈ Xl.

Thus, following [22, Lemma 12 and Theorem 13], the Galerkin orthogonality allows
to rearrange the solution in the sparse tensor space as

(34) Σ̂kL(L0) =

k−1∑
i=0

(−1)i
(
k − 1

i

) ∑
‖l‖1=L+(k−1)L0−i

Σkl .
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Dirichlet traces Neumann traces

Norm ‖ · ‖H1/2(Γ) ‖ · ‖H−1/2(Γ)

ξL h3/2 h2

ΣkL h3/2 h2

Σ̂kL h3/2| log h|(k−1)/2 h2| log h|(k−1)/2

Table 2

FOA First-Order Approximation

SD Shape Derivative

FOSB First-Order Sparse Boundary

BIE Boundary Integral Equation

MC Monte-Carlo

CT Combination Technique

Table 3

Table 2 (left): Expected convergence rates for the quantities of interest for k ∈ N2 with
P1 discretization and affine meshes. Table 3 (right): Non-exhaustive list of acronyms.

The total number of degrees of freedom (dofs) is of order dofs = O(NL logk−1NL).
Finally, we plug the unknowns ξL, Σ̂

k
L into the volume reconstruction formulas

presented in Subsection 4.2 and obtain the couple

(35) UL(x), and M̂k[U′]L(x), for x ∈ D,x ∈ D(k),

being the final approximate delivered by the method.

Remark 22 (Affine meshes). Meshing by planar surface elements induces a geo-
metrical error, which typically limits the order of convergence of Galerkin BEM to
O(h2). Following [31, Chapter 8], we present in Table 2 the conjectured convergence
rates for P1 discretization with affine meshes for the mean field and two-point covari-
ance for both Neumann and Dirichlet trace counterparts for (Bβ).

6. Implementation considerations. In what follows, we aim at understanding
several technical aspects related to the implementation of the FOSB scheme.

6.1. Symmetric covariance kernels. Consider the case k = 2 for a solution
Σ2 ≡ Σ. In most applications, the right-hand side is a symmetric pseudo-covariance
kernel, which entails a symmetric solution Σ(x1,x2) = Σ(x2,x1). Therefore, the
sparse tensor approximation or the CT allow for a two-fold reduction of the dofs for a
given accuracy, since for any l1, l2 ∈ N0, the matrix representation of unknowns reads
Σl1,l2 = ΣT

l2,l1
, its transpose. We express the latter in Table 4, for (L0, L) = (0, 5)

and (2, 5) and for the test case that we detail further in Subsection 7.2, and giving

N2
L = 595, 984 in the full tensor space V

(2)
L , evidencing the efficiency of the CT and

the benefits due to symmetry of the solution. Indeed, for L,L0 ∈ N0, L0 ≥ L, the CT
yields:

(36) Σ̂L(L0) =
∑

l1+l2=L+L0

Σl1,l2 −
∑

l1+l2=L+L0−1

Σl1,l2 ,

while its symmetric counterpart uses a reduced number of subblock indices:

Σ̂L(L0) =
∑

l1+l2=L+L0
l2<l1

(Σl1,l2 + Σl2,l1)−
∑

l1+l2=L+L0−1
l2<l1

(Σl1,l2 + Σl2,l1)

+ Σ(L+L0)/2 − Σ(L+L0)/2−1, if L+ L0 is odd.

The remark applies identically to complex Hermitian covariance matrices, as Σl1,l2 =

Σl2,l1

T
= ΣH

l2,l1
(see Remark 1) and can be directly generalized for higher moments.
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L = 5 and L0 = 0 L = 5 and L0 = 2

165, 740 87, 672 413, 980 225, 808

Table 4: Subspaces used for the classical CT (left of each cell) and the symmetric CT
(right of each cell) for k = 2. In last row, we detail dofs of each scheme. Notice that
N2
L = 595, 984.

6.2. Preconditioning. The CT allows to solve smaller subsystems by gathering
the operators assembled over distinct levels –on the indices stated in Equation (34).
It is known that the condition number of tensor operators grows with the dimension
(cf. [19, Section 3] and [16]). Hence, the need to precondition with an adapted frame-
work such that the linear systems remains at least mesh independent. We opt to apply
operator-based preconditioners such as Calderón preconditioning [24, 15] and assume
for β = 0, 1, 2 that κ2 /∈ {SDir, SNeum}. On each level, we apply the preconditioner C
proposed in Table 1. We propose the following result for the induced linear system in
Lemma 23.

Lemma 23 (Mesh independence result). For k ∈ N1 and for each l = (lk)k with
lk ∈ N0, lk ≥ L0(k) such as defined in Section 5, the discretized Galerkin system
issued from operator (CZ)(k) has a spectral condition number κ2 independent of the
mesh size, i.e. remains bounded as ‖l‖1 →∞.

Proof. The result is proved for k = 1 in [24] and applies straightforwardly to
k ≥ 2 as the condition number of tensor operators is multiplicative [16].

This last result shows mesh independence of the numerical scheme, i.e. it guarantees
the h-stable (linear) convergence of GMRES (refer to [17, Section 4]). Also, as the
domains have a Lyapunov boundary, Kκ is compact in both H1/2(Γ) and L2(Γ) (see
the discussion after Theorem 2.49 in [6]). Consequently, the induced operators are
second-kind Fredholm operators of the form I + K : X → X [1] with X a separable
Hilbert space, which entails fast asymptotic convergence (i.e. super-linear) of iterative
solvers [37]. Additionally, L2-compactness is advantageous as it is naturally suited
to the euclidean norm-based GMRES [4]. Still, second-kind Fredholmness is not
transferred to (I+K)(k), as the cross-terms are not compact, e.g., for k = 2, I⊗K and
K⊗ I are not compact at a continuous level.

Remark 24 (Non-compactness of cross-terms). As stated in [39, Corollary 1] for
X a Hilbert complex space and A,B ∈ L(X):

(37) B⊗ A is nonzero and compact ⇐⇒ A and B are both nonzero and compact.

Suppose that K is nonzero and I⊗K. Therefore, I is compact, which is a contradiction,
proving that I⊗ K is not compact. Similarly, we ensure that K⊗ K is compact.

Despite the above, super-linear convergence for the higher moments is likely: cluster-
ing properties of A are surprisingly transferred to the tensor operator as hinted by
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the next result.

Theorem 25 (Clustering properties of the tensor matrix equation). Consider
that A = I + K : X → X with X a separable Hilbert space and K a compact operator.
Therefore, for k ∈ N2, the discretized system of A(k) has a cluster at 1.

Proof. As K is compact, its singular values σj(K), j = 1, · · · with σj(K) → 0
as j → ∞. Therefore, the singular values of (I ⊗ K) give σj,l(I ⊗ K) = σj(K) → 0.
Therefore, I⊗K has a cluster at 1. The same proof applies to any cross-term. Finally,
as the constants in the asymptotic bounds are independent of the mesh side, the
clustering property transfers at discrete level.

To quantify a possible super-linear behavior at iteration m ∈ N1, we introduce rm the
GMRES residual and the convergence factor given by the following m-th root:

(38) Qm :=

(
‖rm‖2
‖r0‖2

)1/m

.

Notice that the super-linear behavior shows up in the final phase of convergence of
Krylov solvers and “is often not seen unless one iterates to very small relative errors
and the condition number is large” ([2, Section 13.5]).

6.3. Wavenumber analysis. In this manuscript, we focus on first-kind BIEs
preconditioned via Calderón identities. Still, the proposed technique does not give
results concerning the wavenumber dependence in the constants of: (i) the FOA; (ii)
the quasi-optimality constant of the sparse tensor approximation; and, (iii) the con-
dition number. Despite being out of the scope of this manuscript, we aim at giving
a few remarks about the analysis for high wavenumbers. The smoothness of the do-
mains considered here hints at using non-resonant L2-combined field formulations [31,
Section 3.9.4], but would require a more complex analysis to prove enough regular-
ity for the shape derivative, namely to prove that Cauchy data (λi, σi) for the SD
i = 0, 1 belong to H1(Γ) and L2(Γ) respectively. Furthermore, extensive results were
proved for (Pβ), and the analysis could be carried on, under additional restrictive
requirements on the domain such as star-shapedness (refer e.g., to [35, 18, 17]. Those
surveys can lead to elliptic formulations, allowing for application of Céa’s lemma [10],
with a simple characterization of the κ-dependence of the constants of (ii) and (iii).
Concerning item (i), we expect the constant to be specified with the help of the BVP
for the shape Hessian, provided sufficient regularity of both domain and transforma-
tions. Furthermore, star-shapedness is a classical assumption for the UQ by random
domains, as it allows to handle the domain transformations more easily.

7. Numerical Results. We now apply the proposed technique to realistic ap-
plications. In order to investigate the accuracy of the first-order shape approximation,
in Subsection 7.1 we analyze with the shape sensitivity analysis of sound-soft and -
hard problems for a kite-shaped object. Thus, the transmission problem is set over
the unit sphere and focus is set on the CT for the two-point covariance field i.e. k = 2.
The error convergence rates for the CT relying on the Mie series are analyzed in Sub-
section 7.2. Finally, the behavior of GMRES is discussed in Subsection 7.3 and the
FOSB is compared to MC simulation for a complex case in Subsection 7.4. Domains
are excited by a plane wave polarized along the x-direction, i.e. Uinc(x) = eıκx, with
x = (x, y, z) ∈ R3.

All simulations are performed via the open-source Galerkin boundary element li-
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Fig. 3: Transformed boundaries function to t, meshed with 3, 249 vertices.

brary Bempp 3.2 [33].1 The induced linear systems are preconditioned by strong-form
multiplicative Calderón preconditioning (cf. [27]). Tests are executed on a 32 core, 4
GB RAM per core, 64-bit Linux server using Python 2.7.6. Default parameters used
throughout are the following: linear systems are solved with restarted GMRES(200)
[30] with a tolerance of 10−4. Simulations are accelerated with Hierarchical Matrices
(H-mat) [3, Chapter 2] combined with the Adaptive Cross Approximation algorithm
(ACA) [3, Section 3.4]. The relative tolerance for ACA is set to 10−5. Meshes and sim-
ulations are fully reproducible using pioneering Bempp-UQ platform, a documented
Python/Bempp-based plug-in including Python Notebooks.2

In our simulations, we shall represent the polar radar cross section (RCS) over
the unit circle S1 and in decibels (dB) defined by:

RCSt(θ) := 10 log10

(
4π
|Fscat
t |2

|Finc|2

)
, θ := atan2(y, x) ∈ [0, 2π].

7.1. Kite-shaped object: FOA analysis. First, we aim at evidencing FOA’s
accuracy. For this, we introduce a kite-shaped object perturbed according to Γt :=
{x + tv, x ∈ Γ}, with v := [(z2 − 1)(cos(θ) − 1), 0.25 sin(θ)(1 − z2), 0] in Cartesian
axes. In Figure 3, we represent the family of transformed boundaries considered here,
corresponding to t = {0.01, 0.1, 0.25, 0.5, 1.0}. For wavenumbers κ = 1 and κ = 8, we
illuminate the object for β = 0, 1 and solve (Pβ) for all the values of t. We compare
the far-field and RCS of Ut (in black) to:

U, the zeroth order approximation (ZOA, in red), and
(U + tU′), the FOA (in blue).

Notice that the zeroth order approximation has no role in the FOA scheme, but will
be used throughout as an additional reference for comparison purposes. The Galerkin
discretization for κ = 1 (resp. κ = 8) was realized with a precision of 30 (resp. 20)
triangular elements per wavelength and led to a Galerkin matrix of size N = 3249
(resp. N = 9820).

Table 5 presents RCSs for β = 0, 1 and κ = 1, 8. For different values of t, we plot
RCS in dB of Ut on the left along with the one of the FOA (U + tU′). The x-axis
represents the translated angle (θ + π) in radians. We remark that (i) as expected,
the FOA gives a proper approximation for small values of t, (ii) the approximation
seems less accurate for the shadow region, due to the oscillatory behavior of the latter
and (iii) there is an evident dependence of the quality of the approximation function

1https://bempp.com/download/
2https://github.com/pescap/Bempp-UQ
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κ = 8
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0
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0
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Table 5: RCS patterns (in dB) versus the angle (θ + π) in radians.

to the wavenumber. As an effect, we see that the FOA is accurate in a wider range
of values of t for κ = 1 than for κ = 8.

To corroborate these remarks, we plot in Table 6 on the left-side of each cell: the
error [·]L2(S1) for F and (F + tF′) the FOA for

t ∈ {0.025, 0.05, 0.075, 0.1, 0.125, 0.25, 0.5, 0.75, 1.00}.

These figures evidence the predicted linear and quadratic errors of both zero and first
order approximations (see Remark 3). Besides, we observe that the FOA is indeed
more accurate that F for small values of t. Still, the accuracy range of the FOA
decreases strongly with κ. For instance, for β = 0, 1 and κ = 1, the FOA gives a 15%
error for t ≤ 0.5. Dissimilarly for κ = 8, the latter remains true only for t ≤ 0.1 for
β = 0 and even gives an error of 20% for β = 1.

The right-side of each cell in Table 6 presents the RCS pattern of Ut,U and
(U + tU′) for (κ, t) = (1, 0.5) and (κ, t) = (8, 0.1). Let us focus on κ = 8 and for
t ≥ 0.25: the FOA is clearly out of its admissible range. Next, we detail further the
relative errors: in Table 7, we represent [·]L2(S1) in a log-log scale function to t and
verify that for κ = 1, the error rate are as expected. For κ = 8, the FOA presents
slightly reduced convergence rates for small values of t due to discretization error.

Henceforth, we aim at studying the wavenumber dependence of the approximates.
We now fix t = 0.1 and solve the problem for κ ∈ {1, · · · , 10}, with a precision of 20
elements per wavelength for each κ. In Figure 4, for β = 0, 1, we display the relative
L2-error of the approximates on S1 function to κ. We notice a linear dependence of
the error for U with respect to κ and a dependence of order O(κ3/2) for the FOA for
β = 0 and β = 1, respectively. The curves show a stable asymptotic behavior function
to the wavenumber. The latter hints at using κ3/2t = O(1) to keep an accuracy for
the FOA bounded independently of the wavenumber. Notice that this estimate is
more restrictive that the intuitive bound κt = O(1) proposed in [32], confirming the
need for a proper wavenumber analysis for the FOA (Subsection 6.3).
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Table 6: ZOA (red) vs. FOA (blue): Relative L2-error on S1 function to t (left) and
RCS patterns (in dB) for (κ, t) = (1, 0.25) and (κ, t) = (8, 0.1) (right).

Sound-soft problem Sound-hard problem

κ = 1
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κ = 8
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h 1.02

h 1.79

Table 7: ZOA (red) vs. FOA (blue): Relative L2-error on S1 function to t in log-log
scale.

7.2. Unit sphere: convergence analysis. Consider the unit sphere D :=
{x ∈ R3 : ‖x‖2 ≤ 1} and focus on the convergence rates for the mean field and second
order statistical moment. In order to inspect the behavior of both Dirichlet and
Neumann traces separately for the second moment, we dispose of a known solution,
set ξinc = (γ0Uinc, γ1Uinc), µ0 = µ1 = 1, and consider the following BIEs with
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Fig. 4: ZOA (red) vs. FOA (blue): Relative L2-error on S1 function to κ for β = 0
(left) and β = 1 (right) and polynomial fit.

ξ := ξ0 = (ξ0, ξ1):

(Âκ0,µ0 + Âκ1,µ1)ξ = ξinc, on Γ,

(Âκ0,µ0 + Âκ1,µ1)(2)Σ = ξinc ⊗ ξinc, on Γ(2).

Using the Mie series, we know exactly ξ as well as Σ = ξ ⊗ ξ. Due to the domain
regularity and the piecewise linear discretization on an affine mesh, we expect con-
vergence rates of Table 2 to be verified. In particular here, the asymptotic error is
limited by the discretization error for Dirichlet counterpart of traces, i.e.

‖Σ− Σ̂L‖(H1/2(Γ)×H−1/2(Γ))(2) = C| log h|1/2h3/2‖ξ(2)
0 ‖H1/2(Γ)(2) + o(h3/2).

For the sake of conciseness, we decide to focus on the error for the Dirichlet and
Neumann counterparts of the solution and not on cross terms in H1/2(Γ)⊗H−1/2(Γ)
and H−1/2(Γ) ⊗ H1/2(Γ) as they provide similar results to the problems (Pβ), β =
0, 1, 2.

We set µ0 = µ1 = 1, and solve the transmission problem for two couples of
wavenumbers, referred to as the low frequency (LF): (κ0, κ1) = (0.4, 1) and high
frequency (HF): (κ0, κ1) = (8, 2) cases. We generate a sequence of meshes obtained
by subdividing each triangle into two new ones, and by projecting the new vertices
onto S2. We obtain a cardinality for Vl of Nl = O(2l) and set L = 9. First, we study
the convergence rates for the first moment and full tensor solutions in Table 8. We
remark a O(h3/2) and O(h2) convergence rate for the Dirichlet and Neumann traces
respectively. Also, we notice an oscillatory behavior of the error for the Dirichlet trace
for the HF case.

Next, we focus on the sparse tensor approximation and the minimal resolution
level. For values of L0 ∈ {0, 1, 2, 3, 4}, in Table 10 we represent the relative energy
norm error of Σ̂L(L0) versus the full solution ΣL function to 1/h. We restrict the
case L0 = 4 to the HF case, as lower refinement levels give satisfactory results. As
expected, we remark that for a sufficient minimal resolution level, the solution in the
sparse tensor space converges with the same rate as the full solution ΣL (in black).

We also represent the precision r, which represents the number of elements per
wavelength in the x-axis. For the HF case: (i) the sparse solution inherits of limited
convergence rate for small values of 1/h; and, (ii) appears to oscillate less than in the
full space.

In order to better assess the quality of the sparse approximate function to L0,
we present in Table 10 the same energy norm errors as in Table 9 function to dofs
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LF: (κ0, κ1) = (0.4, 1) HF: (κ0, κ1) = (2, 8)

k = 1, ξL

k = 2,ΣL

Table 8: Relative errors in energy norm of the Dirichlet and Neumann Traces on S2

and (S2)(2) for the LF and HF cases. Relative energy norm error for Dirichlet (red)
and Neumann (blue) trace components with respect to the inverse mesh density 1/h.

the number of dofs used to get the approximation. The optimal resolution level L̂0

depends on the type of trace and the frequency. In the sequel, we focus on the sym-
metric case (refer to Subsection 6.1). In Table 11 we corroborate that the symmetry
of the right-hand side benefits the sparse tensor approximation, as roughly half of the
linear systems of the classical CT are needed.

7.3. Unit Sphere: Iterative solvers. We focus on the practical implemen-
tation of the CT. We solve the sub-blocks of the symmetric CT with GMRES and
a tolerance of 10−8. Figure 5 showcases the number of dofs and GMRES iterations
needed to reach the prescribed tolerance of each sub-block for given indices l1 and
l2. We highlight the case L = 7 and L0 = 0 with bold (resp. italic) notation for the
added (resp. subtracted) sub-blocks for the symmetric CT (cf. Table 4). Below, as
a reference, we show the results for the first moment. The number of dofs on the
diagonal (i.e. the bold and italic ones) are of size N0 ×NL (resp. N0 ×NL−1). Thus,
the resolution of subsystems of equivalent size when implementing the CT.

We also remark the effectiveness of Calderón preconditioning, as we notice that
the number of iterations remains of 8 independently of l1 and l2. Also, the number of
iterations passes from 3 for first moment to 8, likely due to κ2(A⊗B) = κ2(A)κ2(B).
Besides, we show the solver times in seconds in Table 12. Accordingly, we consider
the HF case: we plot the relative residual l2-error of GMRES in Figure 6 (in log-log
scale). First, in black (resp. gray), we represent the iterations for k = 1 and L = 0
(resp. l ∈ {1, · · · , 7}). We remark that: (i) the iteration count increases compared
to the LF case; (ii) the relative error is reasonably resilient with the meshwidth, as
the curves are close to each other; and, (iii) fast convergence of the residual towards
zero. Still, mesh independence is key in reducing the sensibility to the meshwidth but



HELMHOLTZ SCATTERING BY RANDOM DOMAINS 21

Dirichlet trace Neumann trace

LF:Σ̂L(L0)
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HF:Σ̂L(L0)
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2

1

0

1 2 4 8 16r

Table 9: Relative errors in energy norm function to h of the Dirichlet and Neumann

Traces on (S2)
(2)

for the LF and HF cases.

does not necessarily leads to faster convergence of GMRES, as the condition number
remains bounded but can be large, as highlighted for the second moment. Indeed, for
several values of (l1, l2) we add error convergence curves of GMRES for k = 2, and
renew the previous remark, with a noticeable deterioration of the convergence results.

Based on the above, we further investigate the properties of the resulting linear
systems and the convergence behavior. In Table 13, we portray again the GMRES
residual error, in a semi-log scale (first row). Also, we present the convergence factor
at each iteration (second row). The first row shows that all curves present at least a
linear decrease, ensuring convergence of GMRES. Moreover, the convergence for the
first moment is too fast to observe a super-linear phase. The second moment curves
present poor convergence rates close to 1, with a very slow decrease (see the bottom-
right figure), giving a moderate super-linear behavior, still noticeable for Σ1,2 and Σ0,3

(see the top-right figure). To finish, we introduce M the mass and A the impedance
matrices. In Table 14, we plot the eigenvalues distributions of the resulting linear
systems (in strong form, such as done in [27]). We remark that the spectra present
some clustering at one and have similar patterns. Also, we see that the tensor matrix
for k = 2 has a more scattered cluster, and much more outliers. The latter emerges
from the property of the tensor operator, and was expectable. To finish, despite
the presence of non-compact terms at continuous level, we observe discrete clustering
properties due to Theorem 25.

To conclude, the HF case shows that the limiting step of the CT is decisively
the solver step, and justifies even more the use of efficient preconditioning techniques.
In addition, the tensor operator structure of the CT and its speedup with hierarchi-
cal matrices allow for limited memory requirements for the impedance matrices and
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Dirichlet trace Neumann trace

LF:Σ̂L(L0)

L̂0 = 0 L̂0 = 0, 1

HF:Σ̂L(L0)

L̂0 = 3, 4 L̂0 = 1, 2

Table 10: Relative errors in energy norm function to dofs of the Dirichlet and Neu-

mann Traces on (S2)
(2)

for the LF and HF cases.

l2\l1 0 1 2 3 4 5 6 7

7 319,696

6 159,952 307,600

5 80,080 154,000 301,840

4 40,144 77,200 151312 299,536

3 20,176 38,800 76,048 150,544

2 10,192 19,600 38,416

1 5,200 10,000

0 2,704

k = 1 52 100 196 388 772 1,540 3,076 6,148

l2\l1 0 1 2 3 4 5 6 7

7 8

6 8 8

5 8 8 8

4 8 8 8 8

3 8 8 8 8

2 8 8 8

1 8 8

0 8

k = 1 3 3 3 3 3 3 3 3

Fig. 5: Numbers of dofs for each subsystem (left) and GMRES iterations to reach
prescribed tolerance (right).

matrix-matrix product function to the number of dofs of the subsystems. These results
motivate the use of hierarchical matrices to describe both unknown and right-hand
side, in order to reduce matrix-matrix product execution times (cf. [13]).
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Dirichlet trace Neumann trace

LF: Σ̂L(L0)

HF: Σ̂L(L0)

Table 11: Symmetric case: relative errors in energy norm function to dofs of the

Dirichlet and Neumann Traces on (S2)
(2)

for the LF and HF cases.

l2\l1 0 1 2 3 4 5 6 7

7 1,588

6 613 1,320

5 459 688 1,167

4 209 436 601 1,107

3 98.8 157 392 583

2 49.4 77.3 174

1 25.9 44.3

0 8.83

k = 1 0.246 0.328 0.767 1.25 1.83 5.51 10.7 17.7

Table 12 Fig. 6

Table 12 (left) : solver times (in seconds) for the LF case. Figure 6 (right): relative
l2-error of GMRES in log-log scale for the HF case.

7.4. Real case: Non-smooth domain. To finish, we compare FOSB with
Monte Carlo simulations for a complex case: the sound-soft scattering by a unit
Fichera Cube with κ = 5. We perturb the boundary face located at the z = 0.5-
plane –represented in red in Figure 10 later on– and use P0 elements. We set L0 = 0
and L = 2 and generate a sequence of nested meshes associated with discrete spaces
X0, X1, X2 of cardinality N0 = 1140, N1 = 2804 and N2 = 6370. The zeroth level
corresponds to a precision of 10 elements per wavelength and related meshes are found
in Figure 7.
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k = 1 k = 2

Residual error of GMRES ‖rm‖2 function to iteration count m

‖rm‖2

Convergence estimate Qm function to iteration count m

Qm

Table 13: HF case: Complete survey of the GMRES convergence

Fig. 7: Sequence of nested meshes used to perform the FOSB.

Given uniformly distributed random variables Yij ∈ U [−1, 1], i = 0, · · · , 5, the
perturbation field is given as:

(39) v(x, ω) :=

5∑
i=0

5∑
j=0

Υi(x)Υj(y)Yij êz, x ∈ Γ, z = 0.5,

with Υi denoting fundamental sine splines of the form | sin(qπx)|, x ∈ [0, 0.5], q ∈
{2, 4, 6} with support of length 0.5/(q+ 1) represented in Figure 8. Therefore, for x1

and x2 in Γ, and z1 = z2 = 0.5, we have

(40) Mk[v · n](x1,x2) =

5∑
i=0

5∑
j=0

1

3
Υi(x1)Υj(y1)Υi(x2)Υj(y2).
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Table 14: HF case: Eigenvalues distribution dependence on L for the resulting pre-
conditioned matrix (M−1AM−1A)(k), k = 1, 2.
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Fig. 8: Splines sinusoidal functions used for random families of perturbed boundaries

The perturbation parameter is set to t = 0.075. As a reference, we compute the mean
field and variance through Monte Carlo method with M = 5000 simulations (see [32,
Section 5]). For each realization, we deform the mesh corresponding to level L = 2
and obtain U(ωm). Next, we evaluate:

(41) UMC :=
1

M

M∑
m=1

U(ωm), and VMC :=
1

M

M∑
m=1

(U(ωm)−UMC)(U(ωm)−UMC).

In Figure 9, we plot mesh elements corresponding to z = 0.5 for the nominal shape (in
red). Therefore, we plot deformed mesh issued from realizations of the perturbation
field (in blue).

For the implementation of a symmetric FOSB, we use an indirect formulation [31]
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Fig. 9: Nominal mesh (red) and transformed meshes corresponding to realizations of
MC simulation (blue).

Y
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XY

Fig. 10: Volume plot of the squared density for U (left) and the standard deviation√
V̂ obtained through the FOSB method.

for the tensor equation and choose a Near-Field preconditioner [15] as it outperformed
the Multiplicative Calderón preconditioner in solution times. In Figure 10, we plot
the total squared density of U (left) and the standard deviation –square root variance–√
V̂ (right). We remark that the area close to the perturbed boundary has a higher

variance while the zone behind the Fichera Cube has low sensibility to shape variation.
In Table 15 we compare the RCSs provided by both methods, namely MC (left

column) and FOSB (right column) –we inspire ourselves of the plots in [21]. In the first
row, we represent the approximation of the mean field (red) and its sensibility (blue).
Second row focuses on RCS for the squared root variance. We remark that both
methods show similar patterns. Indeed, the relative L2-error on S1 between the FFs

differ by a 11.0% (resp. 18.4%) for UMC and U (resp.
√
VMC and

√
V̂), evidencing

accuracy of the FOSB scheme. The latter is interesting as it shows that the FOA
behaves well for domains with corners, albeit lacking theoretical results on it. Finally,
the symmetric CT led to a total dofs = 18, 420, 424 compared to N2

L = 41, 088, 100
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Table 15: Final comparative results between the MC (left) and FOSB (right) methods.
First row shows the approximation for the mean RCS (red) and its standard deviation
(blue) while second rows focuses on the standard deviation. RCSs are in represented
(dB) versus the angle (θ + π) in radians.

for the full tensor space. As a comparison, MNL = 38, 460, 000 for MC. The total
execution time for MC was 13 hours 26 min. compared to 6 hours 19 min. for the
FOSB.

8. Conclusion. In this work, we tackled UQ for random shape Helmholtz scat-
tering problem. Under small perturbation assumptions, we applied the FOSB method
and allowed for an accurate approximation of statistical moments with an almost op-
timal memory and computational requirements. We provided the complete analysis
for Helmholtz boundary value problems and added comments concerning the efficient
implementation of the schemes. Numerical experiments evidenced the applicability
of the technique and showed good scalability and robustness when coupled with fast
resolution methods and efficient preconditioners. Observe that theory presented in
Section 5 and Subsection 6.2 and numerical results of Subsections 7.2 and 7.3 are of in-
terest for general Helmholtz-based tensor operators BIEs, as they are developed aside
from the FOA framework. Conversely, the FOA and the numerical results of Sub-
section 7.1 apply to low-rank approximation-based schemes to solve the deterministic
equation [11].

Further research includes asymptotic wavenumber analysis of each specific bound-
ary condition and under additional requirements would lead in some cases to elliptic
formulations, simplifying greatly the Galerkin scheme –Céa’s lemma– and the sparse
tensor approximation. We hope that the analysis carried on in [17] can be extended to
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the FOSB method for the exterior sound-soft problem, and would provide κ-explicit
estimates of the constants involved in the scheme along with bounds for the GMRES
for both nominal solution and sub-blocks for the CT.

In parallel, this work suggests the use of more efficient tools such as: (i) mul-
tilevel matrix-matrix product and compression techniques for the covariance kernel
(e.g., hierarchical matrices or low-rank approximations), (ii) efficient iterative solvers
for multiple right-hand sides [36], and (iii) fast preconditioning techniques [15]. Those
improvements would allow to compute higher moments in a satisfactory number of
operations. Also as a by-product of our study we have rendered available the Bempp-
UQ plug-in for further improvement and usage. Our code currently supports the
P1 projection between grids, the tensor GMRES, the CT for k = 2 and the FOA
for all problems considered here. Current work seeks to implement the FOA for
Maxwell equations; speed up the preconditioner matrix assembly for both Helmholtz
and Maxwell cases; and incorporate high-order quadrature rules routines for UQ pur-
poses.

Appendix A. Boundary reduction.

A.1. Case: (Pβ). Set Ai ≡ Aκi and recall the following identity:

Lemma 26. Let U be the solution of problem (Pβ) with ξinc := (γ0Uinc, γ1Uinc).
Thus, for ξ := (γ0U0, γ1U0), we have

(42)

(
1

2
Id + A0

)
ξ = ξinc.

Proof. Consider U the solution of (Pβ). Since Uinc provides admissible Cauchy
data inside the scatterer and Uscat is a radiative Helmholtz equation, the following
identities hold:

(43)

(
1

2
Id− A0

)
ξscat = ξscat, and

(
1

2
Id + A0

)
ξinc = ξinc.

Summing both equations, we get,

A0(2ξinc − ξ) =
1

2
ξ ⇒

(
A0 +

1

2
Id

)
ξ = 2A0ξ

inc = ξinc.

This last result allows us to determine directly the BIEs of U from the BCs for
β = 0, 1, 3. Let us focus on (P2). Second row of Lemma 26 and the BCs rewrite:

(44)

(
Wκ − ıη

(
1

2
Id + K′κ

))
γ0U = γ1Uinc.

Next, the integral representation formula (16) gives:

Uscat = −SLκ(γ1Uscat) + DLκ(γ0Uscat) in Dc, and

0 =− SLκ(γ1Uinc) + DLκ(γ0Uinc) in Dc.

Summing both equations yields

(45) U = Uinc − SLκ(γ1U) + DLκ(γ0U) in Dc,

giving the final results for the expected field.
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A.2. Case: (SPβ). Similarly, boundary reduction for the shape derivative is
deduced from the following identities for ξ′ := ξ0:

(46)

(
1

2
Id− A0

)
ξ′ = ξ′, and

(
1

2
Id + A1

)
ξ′1 = ξ′1, if β = 3,

by considering the boundary conditions. In particular, for β = 2:

−Wκγ0U′ +

(
1

2
Id− K′κ

)
γ1U′ = γ1U′

⇒
(
Wκ − ıη

(
1

2
Id + K′κ

))
γ0U′ =

(
1

2
Id + K′κ

)
g2.

Finally, we detail the potential reconstruction for the transmission problem. Repre-
sentation formulas Equation (16) yield:

U′
i

= −SLκi
γ1U′i + DLκi

γ0U′i in Di, i = 0, 1

= Rκ(ξ) in D (Equation (14)).
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