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INFINITESIMAL RIGIDITY IN NORMED PLANES

SEAN DEWAR

Abstract. We prove that a graph has an infinitesimally rigid placement in a non-Euclidean
normed plane if and only if it contains a (2, 2)-tight spanning subgraph. The method uses an
inductive construction based on generalised Henneberg moves and the geometric properties of
the normed plane. As a key step, rigid placements are constructed for the complete graph K4

by considering smoothness and strict convexity properties of the unit ball.
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1. Introduction

A framework (G, p) is an embedding p of the vertices of a simple graph G into a given
normed space. With a given framework we wish to determine if it is continuously rigid i.e. all
continuous motions of (G, p) that preserve the distances between vertices joined by an edge
can be extended to a rigid motion of X. For Euclidean spaces it was shown by L. Asimow
and B. Roth that if (G, p) is infinitesimally rigid (rigid under infinitesimal deformations) then
(G, p) is continuously rigid; further, determining whether (G, p) is infinitesimally rigid can be
decided by matrix rank calculations [3] [4]. In the same pair of papers, Asimow and Roth also
observed that infinitesimal rigidity is a property of the graph, in the sense that either almost all
embeddings of G give an infinitesimally rigid framework, or none of them do. We say a graph
G is rigid in X if it admits an infinitesimally rigid placement in X, and flexible otherwise.

In his 1970 paper [14], G. Laman proved we could construct all isostatic graphs (rigid graphs
with no proper spanning rigid subgraphs) from a single edge by using Henneberg moves; the
(2-dimensional) 0-extension, where we add a vertex and connect it to two distinct vertices, and
the (2-dimensional) 1-extension, where we delete an edge and then add a vertex connected to
the ends of the deleted edge and one other vertex. A key observation is that every isostatic
graph must be (2, 3)-tight ; a graph where |E(H)| ≤ 2|V (H)| − 3 for all subgraphs H ⊂ G with
|V (H)| ≥ 2 (the (2, 3)-sparsity condition) and |E(G)| = 2|V (G)| − 3 (see [14, Theorem 5.6]).
Laman then proceeded to prove the following results:

Proposition 1.1. [14, Theorem 6.4, Theorem 6.5] Henneberg moves preserve the (2, 3)-tightness
and (2, 3)-sparsity of graphs. Further, any (2, 3)-tight graph on 2 or more vertices can be con-
structed from K2 by a finite sequence of Henneberg moves.

Proposition 1.2. [14, Proposition 5.3, Proposition 5.4] If G is isostatic in the Euclidean plane
and G′ is the graph formed from G by a Henneberg move then G′ is also isostatic in the Euclidean
plane.
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Combining Proposition 1.1 and Proposition 1.2 we obtain the following:

Theorem 1.3. [14, Theorem 5.6, Theorem 6.5] For any graph G with |V (G)| ≥ 2, G is isostatic
in the Euclidean plane if and only if G is (2, 3)-tight.

In this article we consider the following question: if X is a non-Euclidean normed plane (a
2-dimensional space with a norm that is not induced by an inner product) can we characterise
graphs that are rigid in X? Framework rigidity in non-Euclidean normed spaces has been
considered for ℓp normed spaces [11], polyhedral normed spaces [9] and matrix normed spaces
such as the Schatten p-normed spaces [10]. For some normed planes we have similar results
to Theorem 1.3; for example a graph G is isostatic in any ℓp plane (p 6= 2) or any polyhedral
normed plane if and only if G is (2, 2)-tight i.e. |E(H)| ≤ 2|V (H)| − 2 for all subgraphs H ⊂ G
(the (2, 2)-sparsity condition) and |E(G)| = 2|V (G)| − 2 [11] [9]. If G is isostatic in any non-
Euclidean normed plane, G will be (2, 2)-tight (see part iii of Theorem 3.11). In fact, these
(2, 2)-tight graphs are exactly the rigid graphs for any non-Euclidean normed plane, which we
prove with the following result:

Theorem 1.4. Let X be a non-Euclidean normed plane. Then a graph G is isostatic in X if
and only if G is (2, 2)-tight.

To prove Theorem 1.4 we employ a similar method to Laman, however, we require two
additional graph operations: vertex splitting (see Section 5.3) and vertex-to-K4 extensions (see
Section 5.4). These graph operations were originally applied in the context of infinitesimal
rigidity in [23] and [20] respectively. The following result provides an analogue for Proposition
1.1.

Proposition 1.5. [20, Theorem 1.5] Henneberg moves, vertex splitting and vertex-to-K4 ex-
tensions preserve (2, 2)-tightness and (2, 2)-sparsity. Further, if G is (2, 2)-tight then it may
constructed from K1 by a finite sequence of Henneberg moves, vertex splitting and vertex-to-K4

extensions.

To complete our characterisation we need an analogue of Proposition 1.2. Of the four graph
operations, the vertex to K4 proves the most challenging. In particular, we must first establish
that K4 is isostatic in any non-euclidean normed plane.

The structure of the paper will be as follows.
In Section 3 we shall lay out some of the basic definitions and results for graph rigidity in

non-Euclidean normed spaces. We shall also develop many of the tools we will need to prove
Theorem 1.4, such as how to approximate frameworks with non-differentiable edge-distances
with frameworks with differentiable edge-distances.

In Section 4 we shall prove that K4 is rigid in all normed planes. To do this we shall split into
three cases dependent on whether the normed plane X is smooth (the norm of X is differentiable
at every non-zero point) or strictly convex (the unit ball of X is strictly convex). The cases will
be:

(i) X is not strictly convex,
(ii) X is strictly convex but not smooth,
(iii) X is both strictly convex and smooth.

For the first case we will construct an infinitesimally rigid placement of K4 that takes advantage
of the lack of strict convexity. In the second case we shall construct a sequence of placements
pn of K4 and show that (K4, p

n) will be infinitesimally rigid for large enough n. In the last case
we shall use methods utilised in [5] to prove the existence of an infinitesimally rigid placement
of K4.

In Section 5 we shall define the required graph operations that we need and show each move
preserves graph isostaticity in non-Euclidean normed planes.

In Section 6 we shall prove Theorem 1.4 using the results from Section 4 and Section 5, and
we shall give some immediate corollaries to the result. We shall also use Theorem 1.4 to give
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some sufficient connectivity conditions for graph rigidity analogous to those given by Lovász &
Yemini for the Euclidean plane in [17].

2. Preliminaries

All normed spaces (X, ‖ · ‖) shall be assumed to be over R and finite dimensional; further we
shall denote a normed space by X when there is no ambiguity. For any normed space X we
shall use the notation BX

r (x), BX
r [x] and SX

r [x] for the open ball, closed ball and the sphere
with centre x ∈ X and radius r > 0 respectively. When it is clear what normed space we are
talking about we shall drop the X; if the normed space is the dual space X∗ we shall shorten
to B∗

r [f ], B
∗
r (f) and S∗

r [f ] for any f ∈ X∗ and r > 0. For any x1, x2 ∈ X we denote by

[x1, x2] := {tx1 + (1− t)x2 : t ∈ [0, 1]} (x1, x2) := {tx1 + (1− t)x2 : t ∈ (0, 1)}.

the closed line segment (for x1, x2) and open line segment (for x1, x2) respectively.
Given normed spaces X,Y we shall denote by L(X,Y ) the normed space of all linear maps

from X to Y with the operator norm ‖ · ‖op and A(X,Y ) to be space of all affine maps from X
to Y with the norm topology. If X = Y we shall abbreviate to L(X) and A(X) and if Y = R

with the standard norm we define X∗ := L(X,R) and refer to the operator norm as ‖ · ‖ when
there is no ambiguity. We denote by ι the identity map on X.

2.1. Support functionals, smoothness and strict convexity. Let x ∈ X and f ∈ X∗,
then we say that f is support functional of x if ‖f‖ = ‖x‖ and f(x) = ‖x‖2. By an application
of the Hahn-Banach theorem it can be shown that every point must have a support functional.

We say that a non-zero point x is smooth if it has a unique support functional and define
smooth(X) ⊆ X \ {0} to be the set of smooth points of X.

The dual map of X is the map ϕ : smooth(X) ∪ {0} → X∗ that sends each smooth point to
its unique support functional and ϕ(0) = 0. It is immediate that ϕ is homogeneous since f is
the support functional of x if and only if af is the support functional of ax for a 6= 0.

Remark 2.1. If X is Euclidean with inner product 〈·, ·〉 then all non-zero points are smooth
and we have ϕ(x) = 〈x, ·〉 where 〈x, ·〉 : y 7→ 〈x, y〉.

Proposition 2.2. [6, Proposition 2.3] For any normed space X the following properties hold:

(i) For x0 6= 0, x0 ∈ smooth(X) if and only if x 7→ ‖x‖ is differentiable at x0.
(ii) If x 7→ ‖x‖ is differentiable at x0 then it has derivative 1

‖x0‖
ϕ(x0).

(iii) The set smooth(X) is dense in X and smooth(X)c has Lebesgue measure zero with respect
to the Lebesgue measure on X.

(iv) The map ϕ is continuous.

If smooth(X) ∪ {0} = X then we say that X is smooth. We define a norm to be strictly
convex if ‖tx+ (1− t)y‖ < 1 for all distinct x, y ∈ S1[0] and t ∈ (0, 1). The following is a useful
property of strictly convex spaces.

Proposition 2.3. Let X be strictly convex then the following hold:

(i) ϕ is injective.
(ii) If x, y ∈ X are linearly independent then ϕ(x), ϕ(y) are linearly independent.

Proof. (i): Suppose ϕ(x) = ϕ(y) for x 6= y, then ‖x‖ = ‖y‖; as ϕ is homogenous we may assume
without loss of generality that ‖x‖ = ‖y‖ = 1. For all t ∈ (0, 1) we have

1 = tϕ(x)x+ (1− t)ϕ(y)y = ϕ(x)(tx + (1− t)y) ≤ ‖tx+ (1− t)y‖,

thus X is not strictly convex.
(ii): Suppose ϕ(x), ϕ(y) are linearly dependent, then ϕ(x) = cϕ(y) for some c ∈ R. As ϕ is

homogenous it follows ϕ(x) = ϕ(cy), thus by part i, x = cy as required. �
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As every point has at least one support functional we shall define for each x ∈ X the set ϕ[x]
of support functionals of x; note that x is smooth if and only if |ϕ[x]| = 1.

Proposition 2.4. For any x ∈ X \ {0} the following holds:

(i) ϕ[x] is a compact and convex subset of S∗
‖x‖[0].

(ii) If dimX = 2 then ϕ[x] = [f, g] for some f, g ∈ X∗ and x ∈ smooth(X) if and only if
f = g.

Proof. (i): For each f ∈ ϕ[x] we have ‖f‖ = ‖x‖ by definition thus ϕ[x] ⊂ S∗
‖x‖[0]. Given

f, g ∈ ϕ[x] and t ∈ [0, 1] we note that (tf + (1− t)g)(x) = ‖x‖2 and

‖tf + (1− t)g‖ ≤ t‖f‖+ (1− t)‖g‖ = ‖x‖,

thus tf + (1 − t)g ∈ ϕ[x] and ϕ[x] is convex. Finally if (fn)n∈N is a convergent sequence of
support functionals of x with limit f then ‖f‖ = ‖x‖ and f(x) = limn→∞ fn(x) = ‖x‖2 thus
f ∈ ϕ[x]; since this implies ϕ[x] is a closed subset of the compact set S∗

‖x‖[0] then it too is
compact.

(ii): If x is smooth then ϕ[x] = {ϕ(x)} = [ϕ(x), ϕ(x)]. Suppose x is not smooth, then by
i, ϕ[x] is a compact convex subset of the 1-dimensional manifold S∗

‖x‖[0], and hence is a line

segment. �

We define for S1[0] the (inner) Löwner ellipsoid S of S1[0], the unique convex body of
maximal volume bounded by S1[0] which has a Minkowski functional ‖ · ‖S : X → R≥0 that
can be induced by an inner product. It is immediate that ‖x‖S ≥ ‖x‖ for all x ∈ X and the
Euclidean space (X, ‖ · ‖S) has unit sphere S. For more information on Löwner ellipsoids see
[22, Chapter 3.3].

Proposition 2.5. Suppose dimX ≥ 2. For all x ∈ S1[0] ∩ smooth(X) there exists y ∈ S1[0] ∩
smooth(X) such that x 6= y and ϕ(x), ϕ(y) are linearly independent.

Proof. By [2, Lemma 6.1] there exists y1, . . . , yd ∈ S1[0] that lie on the Löwner ellipsoid S of
S1[0]. Suppose fi is a support functional for yi with respect to ‖ · ‖ and choose any x ∈ S. As
S ⊂ B1[0] (the unit ball of (X, ‖ · ‖)) then |fi(x)| ≤ 1, thus f is a support functional for yi with
respect to ‖ · ‖S also. As (X, ‖ · ‖S) is Euclidean then it follows that y1, . . . , yd are smooth and
ϕ(y1), . . . , ϕ(yd) are linearly independent.

If x = yi for some i = 1, . . . , d then there exists j 6= i such that x 6= yj and we let y = yj. If
x 6= yi for all i = 1, . . . , d then ϕ(x) has to be linearly independent to some ϕ(yi) and we let
y = yi. �

2.2. Isometries of Euclidean and non-Euclidean planes. We shall define Isom(X, ‖ ·‖) to
be the group of isometries of (X, ‖·‖) and IsomLin(X, ‖·‖) to be the group of linear isometries of
X with the group actions being composition; we shall denote these as Isom(X) and IsomLin(X)
if there is no ambiguity. It can be seen by Mazur-Ulam’s theorem [22] that all isometries of
a finite dimensional normed space are affine i.e. each isometry is the unique composition of a
linear isometry followed by a translation, thus Isom(X) has the topology inherited from A(X).

It follows from the Closed Subgroup theorem [19, Theorem 5.1.14] that for any normed space
the group of isometries is a Lie group (a smooth finite dimensional manifold with smooth group
operations) while the group of linear isometries is a compact Lie group since it is closed and
bounded in L(X). We denote by Tι Isom(X) the tangent space of the smooth manifold Isom(X)
at the identity map ι : X → X.

For 2-dimensional normed spaces we can immediately categorize Isom(X) into one of two
possibilities.

Proposition 2.6. Let X be a normed plane, then the following holds:
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(i) If X is Euclidean then there are infinitely many linear isometries of X and Tι Isom(X) =
span{T1, T2, T0} where T1, T2 are linearly independent translations and T0 is a linear map.

(ii) If X is non-Euclidean then there are a finite amount of linear isometries of X and
Tι Isom(X) = span{T1, T2} where T1, T2 are linearly independent translations.

Proof. (i): As all Hilbert spaces of the same dimension are isometrically isomorphic then X is
isometrically isomorphic to the Euclidean plane and the result follows.

(ii): As remarked in [22, pg. 83] there are only finitely many linear isometries ι := L0,
L1, . . . , Ln of X and so by Mazur-Ulam’s theorem [22, Theorem 3.1.2] we have

Isom(X) = {Tx ◦ Li : x ∈ X, i = 0, . . . , n}

where Tx(y) = x+ y for all y ∈ X. We can now see that the tangent space at ι is exactly the
space of translations and the result follows. �

3. Framework and graph rigidity

3.1. Frameworks. We shall assume that all graphs are finite and simple i.e. no loops or parallel
edges. We will denote V (G) and E(G) to be the vertex and edge sets of G respectively. If H
is a subgraph of G we will represent this by H ⊆ G. For a set S we shall denote by KS the
complete graph on the set S; alternatively we will denote Kn to be the complete graph on n
vertices (n ∈ N). For any set S ⊂ V (G) we denote by G[S] the induced subgraph of G on S.

Let X be a normed space. We define a (bar-joint) framework to be a pair (G, p) where G is

a graph and p ∈ XV (G); we shall refer to p as a placement of G. For all X and G we will gift
XV (G) and RE(G) the following norms:

‖ · ‖V (G) : (xv)v∈V (G) 7→ max
v∈V (G)

‖xv‖ ‖ · ‖E(G) : (ae)e∈E(G) 7→ max
e∈E(G)

‖ae‖.

For x ∈ XV (G), a ∈ RE(G), and H ⊂ G we define x|H := (xv)v∈V (H) ∈ XV (H) and a|H :=

(ae)e∈E(H) ∈ RE(H).
A placement p is in general position if for any choice of distinct vertices v0, v1, . . . , vn ∈ V (G)

(n ≤ dimX) the set {pvi : i = 0, 1, . . . , n} is affinely independent. For any graph G we let G(G)
be the set of placements of G in general position. As G(G) is the complement of an algebraic

set then G(G) is an open dense subset of XV (G) and G(G)c has measure zero with respect to

the Lebesgue measure of XV (G).
For frameworks (H, q) and (G, p) we say (H, q) is a subframework of (G, p) (or (H, q) ⊆ (G, p))

if H ⊆ G and pv = qv for all v ∈ V (H). If H is also a spanning subgraph we say that (H, q) is
a spanning subframework of (G, p).

3.2. The rigidity map and rigidity matrix. We say that an edge vw ∈ E(G) of a framework

(G, p) is well-positioned if pv − pw ∈ smooth(X); if this holds we define ϕv,w := ϕ
(

pv−pw
‖pv−pw‖

)

to

be the support functional of vw for p. If our placement has a superscript, i.e. pδ, then we will
define ϕδ

v,w to be the support functional of the edge vw for pδ (if it is well-positioned). If all
edges of (G, p) are well-positioned we say that (G, p) is well-positioned and p is a well-positioned
placement of G. We shall denote the subset of well-positioned placements of G in X by the set
W(G).

Lemma 3.1. [6, Lemma 4.1] The set W(G) is dense in XV (G) and W(G)c has measure zero

with respect to the Lebesgue measure of XV (G).

We can extend this result to placements where we fix some subset of points.

Lemma 3.2. Let ∅ 6= V ( V (G) and p ∈ XV chosen such that pv − pw ∈ smooth(X) for all
vw ∈ E(G), v,w ∈ V . Then the set

W(G)V := {q ∈ XV (G)\V : q ⊕ p ∈ W(G)}
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is dense in XV (G)\V and W(G)cV has measure zero with respect to the Lebesgue measure of

XV (G)\V .

Proof. If G has one edge the result can be seen to immediately follow from part iii of Lemma
2.2. Suppose this holds for all graphs with n − 1 edges and let G be a graph with n edges.
If there exists no edge connecting V and V (G) \ V then W(G)V = W(G[V (G) \ V ]) and so
the result follows from Lemma 3.1. Suppose there exists vw ∈ E(G) such that v ∈ V and
w ∈ V (G) \ V . Define G1, G2 to be the subgraphs of G where V (G1) = V (G2) = V (G),
E(G1) := E(G) \ {vw} and E(G2) := {vw}. By assumption W(G1)

c
V and W(G2)

c
V have

measure zero, thus as W(G)cV = W(G1)
c
V ∪ W(G2)

c
V then it too has measure zero. As the

complement of a measure zero set is dense the result follows by induction. �

We define the rigidity operator of G at p in X to be the continuous linear map

dfG(p) : X
V (G) → RE(G), x = (xv)v∈V (G) 7→ (ϕv,w(xv − xw))vw∈E(G).

Lemma 3.3. [6, Lemma 4.3] The map

dfG : W(G) → L(XV (G),RE(G)), x 7→ dfG(x)

is continuous.

We say that a well-positioned framework (G, p) is regular if for all q ∈ W(G) we have
rank dfG(p) ≥ rankdfG(q). We shall denote the subset of W(G) of regular placements of G by
R(G).

Lemma 3.4. [6, Lemma 4.4] The set R(G) is a non-empty open subset of W(G).

Lemma 3.5. The set R(G) ∩ G(G) is a non-empty open subset of W(G).

Proof. By Lemma 3.1, W(G)c has measure zero. As G(G)c is an algebraic set then it is closed

with measure zero, thus G(G) ∩ W(G) is dense in XV (G) and G(G) ∩ W(G) is an open dense
subset of W(G). By Lemma 3.4, R(G) is open in W(G) and so the result follows. �

For any well-positioned framework we can define the rigidity matrix of (G, p) in X to be the
|E(G)| × |V (G)| matrix R(G, p) with entries in the dual space X∗ given by

ae,v :=

{

ϕv,w, if e = vw ∈ E(G)

0, otherwise

for all (e, v) ∈ E(G) × V (G).
For any |E(G)| × |V (G)| matrix A with entries in the dual space X∗ we may regard A as the

linear transform from XV (G) to RE(G) given by

u 7→ A(u) :=





∑

w′∈V (G)

a(vw,w′)(uw′)





vw∈E(G)

.

By this definition we see that A has row independence if and only if A is surjective when consid-
ered as a linear transform. With this definition we note that R(G, p) is a matrix representation
of dfG(p); we shall often use the notation R(G, p) if we wish to observe properties involving the
structure of the matrix and dfG(p) if we wish to observe properties of the linear map.

3.3. Infinitesimal rigidity and independence of frameworks. We define u ∈ XV (G) to be
a trivial (infinitesimal) motion of p if there exists g ∈ Tι Isom(X) such that (g(pv))v∈V (G) = u.
For any placement p we shall denote T (p) to be the the set all trivial infinitesimal motions of p.

If (G, p) is well-positioned we say that u ∈ XV (G) is an (infinitesimal) flex of (G, p) if
dfG(p)u = 0; we will denote by F(G, p) the set of all infinitesimal flexes of (G, p). The set
F(G, p) is clearly a linear space as it is exactly the kernel of the rigidity operator. By [6,
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Lemma 4.5] it follows T (p) ⊆ F(G, p). We define a flex to be trivial if it is also a trivial motion
of its placement.

A well-positioned framework (G, p) is infinitesimally rigid (in X) if every flex is trivial and
infinitesimally flexible (in X) otherwise. We shall define a well-positioned (G, p) framework
to be independent if the rigidity operator of G at p, dfG(p), is surjective and define (G, p) to
be dependent otherwise. If a framework is infinitesimally rigid and independent we shall say
that it is isostatic. We shall use the convention that any framework with no edges (regardless
of placement) is independent; this will include the null framework (K0, p) where V (K0) =
E(K0) = ∅. We note that (K1, p) is rigid and so with our assumptions it will be isostatic.

We have a few equivalent definitions for independence. We first define for any well-positioned
framework (G, p) an element (avw)vw∈E(G) ∈ RE(G) to be a stress of (G, p) if it satisfies the stress
condition at each vertex v ∈ V (G), i.e.

∑

w∈NG(v)

avwϕv,w = 0.

Proposition 3.6. For any well-positioned framework the following are equivalent:

(i) (G, p) is independent.
(ii) R(G, p) has independent rows.
(iii) |E(G)| = rankdfG(p).
(iv) The only stress of (G, p) is the zero stress i.e. avw = 0 for all vw ∈ E(G).

Proof. (i ⇔ ii): If we consider R(G, p) as a linear transform then it is surjective if and only if
it has row independence. As R(G, p) = dfG(p) when considered as a linear transform the result
follows.

(i ⇔ iii): This follows immediately as im dfG(p) ⊆ RE(G).
(ii ⇔ iv): A non-zero stress is equivalent to a linear dependence on the edges of R(G, p). �

Remark 3.7. Let (G, p) be a well-positioned framework, then we may define a subset E ⊂ E(G)
to be independent if the subframework generated on the edge set E is an independent framework.
Since framework independence is a property determined by matrix row independence then the
power set of E(G) with the independent sets as defined will be a matroid.

The following gives us some necessary and sufficient conditions for infinitesimal rigidity.

Theorem 3.8. [13, Theorem 10] Let (G, p) be well-positioned in X, then the following hold:

(i) (G, p) is independent ⇒ |E(G)| = (dimX)|V (G)| − dimF(G, p).
(ii) (G, p) is infinitesimally rigid ⇒ |E(G)| ≥ (dimX)|V (G)| − dim T (p).

Corollary 3.9. [6, Lemma 4.11] Let (G, p) be a independent framework with |V (G)| ≥ dimX+
1. Then for all H ⊂ G with |V (H)| ≥ dimX + 1 we have |E(H)| ≤ (dimX)|V (H)| −
dim Isom(X). If (G, p) is isostatic then |E(G)| = (dimX)|V (G)| − dim Isom(X).

The following gives an equivalence for isostaticity.

Proposition 3.10. Let (G, p) be a well-positioned framework in X. If any two of the following
properties hold then so does the third (and (G, p) is isostatic):

(i) |E(G)| = (dimX)|V (G)| − dimT (p)
(ii) (G, p) is infinitesimally rigid
(iii) (G, p) is independent.

Proof. Apply the Rank-Nullity theorem to the rigidity operator of G at p. The result follows
the same method as [7, Lemma 2.6.1.c]. �



8 SEAN DEWAR

3.4. Rigidity and independence of graphs in the plane. Let G be any graph and k ∈
{2, 3}. If for all H ⊆ G we have that

|E(H)| ≤ max{2|V (H)| − k, 0}

then we say that G is (2, k)-sparse. If G is (2, k)-sparse and

|E(G)| = 2|V (G)| − k

then we say that G is (2, k)-tight.
We shall say a graph G is rigid in X if there exists p ∈ XV (G) such that (G, p) is infinitesimally

rigid. Likewise we shall define a graph to be independent in X if there exists an independent
placement of G and isostatic in X if there exists an isostatic placement of G.

Theorem 3.11. Let X be a normed plane. We let k = 3 if X is Euclidean and k = 2 if X is
non-Euclidean. For any graph G with at least two vertices the following holds:

(i) If |V (G)| ≤ 3 then G is rigid if and only if X is Euclidean and G = K2 or K3.
(ii) If G is independent then G is (2, k)-sparse.
(iii) If G is isostatic G is (2, k)-tight.
(iv) If G is rigid then G contains a (2, k)-tight spanning subgraph.

Proof. We note k = Isom(X) by Proposition 2.6.
(i): This follows from [6, Propositin 5.7] and [6, Theorem 5.8].
(ii) & (iii): Suppose |V (G)| ≥ 3. Let (G, p) be an independent placement of G, then any

subframework (H, q) is also independent. If |V (H)| ≤ 2 then H is (2, k)-tight, thus by Corollary
3.9 applied to any such subframework (H, q) we have that G is (2, k)-sparse and (2, k)-tight if
it is isostatic. Suppose |V (G)| = 2, then no graph us isostatic if X is non-Euclidean by i. If X
is Euclidean then we note that K2 is the only isostatic graph and it is (2, 3)-tight.

(iv): This follows from iii. �

Corollary 3.12. Let X be a normed plane and k := Isom(X). For any graph G with at least
3 vertices, if two of the following hold so does the third (and G is isostatic):

(i) |E(G)| = 2|V (G)| − k
(ii) G is independent
(iii) G is rigid.

Proof. By Lemma 3.5 we may choose a regular placement p of G in general position. By [6,
Corollary 3.10] and [6, Theorem 3.14], dimT (p) = dim Isom(X). We now apply Proposition
3.10. �

Remark 3.13. We note that any framework in a non-Euclidean normed plane will be full by
part ii of Proposition 2.6, i.e. for any placement p we have dim T (p) = dim Isom(X) = 2. For
an in-depth discussion on the topic see [6].

3.5. Pseudo-rigidity matrices and approximating not well-positioned frameworks.

Often frameworks which are not well-positioned can be used to obtain information about well-
positioned frameworks. We can apply the following method to test for independence, mainly
applied in sections 4.2 and 5.

Suppose (G, p) is a not well-positioned framework in a normed space (X, ‖·‖) with an open set
of smooth points, then there exists a non-empty subset F ⊂ E(G) of non-well-positioned edges.
For each vw ∈ F we will choose some f ∈ X∗ and define ϕv,w := f . We define ϕv,w to be the
pseudo-support functional of vw for p. Using the support functionals of the edges in E(G) \ F
and the chosen pseudo-support functionals of the edges in F we define φ := {ϕv,w : vw ∈ E(G)}
to be the set of support functionals and pseudo-support functionals for our framework and
R(G, p)φ to be the |E(G)| × |V (G)| pseudo-rigidity matrix generated by our set φ in the same
manner as described in Section 3.2. We shall also use the notation (G, p)φ to indicate that we
are considering (G, p) with the pseudo-rigidity matrix R(G, p)φ.
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We define (G, p)φ to be independent if R(G, p)φ has row independence and dependent oth-

erwise. We define a vector a := (avw)vw∈E(G) ∈ RE(G) to be a pseudo-stress of (G, p)φ if it
satisfies the pseudo-stress condition i.e. for all v ∈ V (G),

∑

w∈NG(v) avwϕv,w = 0. Following

from Proposition 3.6 we can see that (G, p)φ is independent if and only if the only pseudo-stress
is (0)vw∈E(G).

Suppose we have a sequence (pn)n∈N of well-positioned placements of G such that pn → p as
n → ∞ and the sequences (ϕn

v,w)n∈N inX∗ converge for all vw ∈ E(G), where ϕn
v,w is the support

functional of vw in (G, pn). If vw ∈ E(G)\F then by part iv of Proposition 2.2, ϕn
v,w → ϕv,w as

n → ∞. We say that (G, p)φ is the framework limit of (G, pn) (or (G, pn) → (G, p)φ as n → ∞)
if ϕn

v,w → ϕv,w for all vw ∈ E(G).

Proposition 3.14. Suppose (G, p)φ is the framework limit of the sequence of well-positioned
frameworks ((G, pn))n∈N in X. If R(G, p)φ has row independence then there exists N ∈ N such
that (G, pn) is independent for all n ≥ N .

Proof. First note that if we consider |E(G)|× |V (G)| matrices with entries in X∗ to be elements

of L(XV (G),RE(G)) as described in Section 3.2 then they will have row independence if and only
if they are surjective. As (G, pn) → (G, p)φ as n → ∞ then R(G, pn) → R(G, p)φ entrywise as

n → ∞. Since the set of surjective maps of L(XV (G),RE(G)) is an open subset and R(G, p)φ is
surjective then by Lemma 3.3 the result follows. �

4. Rigidity of K4 in all normed planes

In this section we shall prove the following.

Theorem 4.1. K4 is rigid in all normed planes.

This shall follow from Lemma 4.8, Lemma 4.12 and Lemma 4.23. We shall consider three
separate cases; not strictly convex normed planes (Section 4.1), strictly convex but not smooth
normed planes (Section 4.2), and strictly convex and smooth normed planes (Section 4.3).

4.1. The rigidity of K4 in not strictly convex normed planes.

Lemma 4.2. For any x ∈ S1[0] ∩ smooth(X) the set ϕ(x)−1[{1}] ∩ S1[0] is closed and convex.

Proof. Choose y, z ∈ ϕ(x)−1[{1}] ∩ S1[0], then ϕ(x)(ty + (1 − t)z) = 1 for all t ∈ [0, 1]. We
further note that

1 = |ϕ(x)(ty + (1− t)z)| ≤ ‖ty + (1− t)z‖ ≤ 1,

thus ty + (1 − t)z ∈ S1[0] also and ϕ(x)−1[{1}] ∩ S1[0] is convex. As ϕ(x) is continuous then
ϕ(x)−1[{1}] ∩ S1[0] is closed also. �

If dimX = 2 it follows that ϕ(x)−1[{1}]∩S1[0] = [x1, x2] as S1[0] is a 1-dimensional topological
manifold homeomorphic to the circle.

Lemma 4.3. If [x1, x2] ⊂ S1[0] and x, y ∈ [x1, x2] ∩ smooth(X) then ϕ(x) = ϕ(y).

Proof. If x1 = x2 this is immediate so assume x1 6= x2. Choose x := t0x1 +(1− t0)x2 ∈ (x1, x2)
for t0 ∈ (0, 1) and define the convex and differentiable map f : [0, 1] → R where

f(t) := ϕ(x)(tx1 + (1− t)x2) = tϕ(x)x1 + (1− t)ϕ(x)x2.

We note f(t0) = 1 and f ′(t) = ϕ(x)x1 − ϕ(x)x2, thus if f is not constant then there exists
t ∈ [0, 1] where f(t) > 1; however we note

|f(t)| ≤ t|ϕ(x)x1|+ (1− t)|ϕ(x)x2| ≤ 1,

a contradiction. As f is constant then f(t) = f(t0) = 1 for all t ∈ [0, 1], thus ϕ(x) is a support
functional for all y ∈ [x1, x2] and the result follows. �
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Lemma 4.4. Let x, y ∈ S1[0] ∩ smooth(X) where ϕ(x)−1[{1}] ∩ S1[0] = [x1, x2] and x1 6= x2.
Define a, b ∈ R such that y = ax1 + bx2, then one of the following holds:

(i) a, b ≥ 0 or a, b ≤ 0 and ϕ(x), ϕ(y) are linearly dependent.
(ii) a < 0 < b or b < 0 < a and ϕ(x), ϕ(y) are linearly independent.

Proof. (i): If a = 0 then y = x2 or −x2 and ϕ(x), ϕ(y) are linearly dependent; similarly if b = 0
then ϕ(x), ϕ(y) are linearly dependent. We first note that ϕ(x)y = a+ b. If a, b > 0 then

a+ b = ϕ(x)y ≤ ‖y‖ = ‖ax1 + bx2‖ ≤ a+ b,

thus ϕ(x) is a support functional of y. If a, b < 0 then similarly we have ϕ(y) = −ϕ(−y) =
−ϕ(x); in either case ϕ(x), ϕ(y) are linearly dependent.

(ii): Let a < 0 < b and ϕ(x), ϕ(y) be linearly dependent. As ϕ(y) = −ϕ(−y) we may assume
ϕ(y) = ϕ(x), thus ϕ(x)y = 1. By assumption this implies y ∈ [x1, x2]; it follows that there
exists t ∈ [0, 1] such that

y = tx1 + (1− t)x2,

thus a, b ≥ 0 contradicting our assumption. We see a similar contradiction if b < 0 < a and
ϕ(x), ϕ(y) be linearly dependent, thus the result holds. �

Lemma 4.5. Let X be a normed plane that is not strictly convex, then there exists x, y ∈
S1[0] ∩ smooth(X) such that the following holds:

(i) ϕ(x)−1[{1}] ∩ S1[0] = [x1, x2] with x1 6= x2.
(ii) ϕ(x), ϕ(y) are linearly independent.
(iii) y = ax1 − bx2 for a, b > 0.
(iv) −ax1 + 2bx2 ∈ smooth(X).

Proof. By our assumption that X is not strictly convex there exists x ∈ S1[0]∩ smooth(X) such
that ϕ(x)−1[{1}]∩S1[0] = [x1, x2] with x1 6= x2. By Proposition 2.5 and Lemma 4.4 there exists
y′ ∈ S1[0]∩smooth(X) such that ϕ(x), ϕ(y′) are linearly independent and ϕ(y) = cϕ(x1)−dϕ(x2)
for c, d > 0. If −cx1 + 2dx2 is smooth define a := c, b := d and y := y′.

Suppose −cx1+2dx2 is not smooth. Define the linear isomorphism T ∈ L(X) where T (x1) =
−x1 and T (x2) = 2x2 and D := T−1(smooth(X)). By part i of Proposition 2.2, smooth(X)c has
Lebesgue measure zero. As T−1 is linear then Dc = T−1(smooth(X)c) must also have Lebesgue
measure zero, thus D ∩ smooth(X) is a dense subset in X. Since ϕ is continuous if we choose
y ∈ D ∩ smooth(X) sufficiently close to y′ then ϕ(x), ϕ(y) will be linearly independent. It then
follows by Lemma 4.4 that if y = ax1 − bx2 then a, b > 0 and by our choice of y we will also
have −ax1 + 2bx2 ∈ smooth(X) as required. �

We define for any x1, x2 ∈ X the following sets:

(i) The open cone,

cone+(x1, x2) := {ax1 + bx2 : a, b > 0} = {rx : x ∈ (x1, x2), r > 0}.

(ii) The closed cone,

cone+[x1, x2] := {ax1 + bx2 : a, b ≥ 0} = {rx : x ∈ [x1, x2], r ≥ 0}.

(iii) The two-sided open cone,

cone(x1, x2) := cone+(x1, x2) ∪ cone+(−x1,−x2).

(iv) The two-sided closed cone,

cone[x1, x2] := cone+[x1, x2] ∪ cone+[−x1,−x2].

If x1, x2 are linearly independent then the (two-sided) open cone is open and the (two-sided)
closed cone is cone.
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Lemma 4.6. Let x1, x2 ∈ S1[0] be linearly independent in a normed plane X and f ∈ X∗ be a
support functional of both x1 and x2. Then the following holds:

(i) If y ∈ cone+[x1, x2] then ‖y‖f is a support functional for y.
(ii) If y ∈ cone+(x1, x2) then y is smooth.

Proof. (i): Let y ∈ cone+[x1, x2]. By scaling we may assume ‖y‖ = 1, thus y = tx1 + (1 − t)x2
for some t ∈ [0, 1]. We now note that

f(y) = tf(x1) + (1− t)f(x2) = 1

and thus f is a support functional for y.
(ii): Suppose y ∈ cone+(x1, x2) is not smooth. By scaling we may assume ‖y‖ = 1, thus

y = tx1+(1− t)x2 for some t ∈ (0, 1). As y is not smooth then y has support functional g ∈ X∗

with f 6= g. If g isn’t a support functional for either x1 or x2 then

g(y) = tg(x1) + (1− t)g(x2) < 1,

thus g is a support functional for both x1, x2. It follows by i that f, g are support functionals
for all x ∈ cone+(x1, x2), thus cone(x1, x2) ⊆ smooth(X)c. As cone(x1, x2) is a non-empty open
set this contradicts part iii of Proposition 2.2. �

Lemma 4.7. Let L be a line in a normed plane X that does not contain 0, then the set
smooth(X) ∩ L is dense in L.

Proof. Suppose otherwise, then there exists distinct x1, x2 ∈ L and r > 0 such that (x1, x2) lies in
L \ smooth(X). We note that x1, x2 must be linearly independent as 0 /∈ L, thus cone+(x1, x2)
is a non-empty open subset of X. Since ϕ is homogeneous it follows that cone+(x1, x2) ⊆
smooth(X)c which contradicts part iii of Proposition 2.2. �

We are now ready for our key lemma of the section.

Lemma 4.8. Let X be a normed plane that is not strictly convex, then K4 is rigid in X.

Proof. Choose x, y ∈ S1[0]∩smooth(X) as in Lemma 4.5 and let V (K4) = {v1, v2, v3, v4}. Define
for r > 0 the placement pr of K4 where:

(i) prv1 = 0,
(ii) prv2 = ax1 − ry = (1− r) ax1 + rbx2,
(iii) prv3 = bx1 + ry = rax1 + (1− r) bx2,
(iv) prv4 = (1− 2r) y = (1− 2r) ax1 − (1− 2r) bx2.

We note for all 0 < r < 1
3 the following holds:

(i) prv2 − prv1 , prv3 − prv1 , p
r
v2

− prv4 ∈ cone+(x1, x2).
(ii) prv2 − prv3 and prv4 − prv1 are positive scalar multiples of y.
(iii) prv4 − prv3 = (1− 3r) ax1 − (2− 3r) bx2 /∈ cone[x1, x2].

Define the line

L := {ax1 − 2bx2 + 3r(−ax1 + bx2) : r ∈ R},

then by Lemma 4.7 it follows we may choose r ∈
(

0, 13
)

such that prv4 − prv3 is smooth. Fix r so
that this holds and define ϕr

v,w to be the support functional of vw in (K4, p
r). We now note the

following holds:

(i) ϕr
v2,v1

, ϕr
v3,v1

, ϕr
v2,v4

= ϕ(x) (Lemma 4.6).
(ii) ϕr

v2,v3
, ϕr

v4,v1
= ϕ(y).

(iii) ϕr
v4,v3

= f for some f ∈ S∗
1 [0] where f, ϕ(x) are linearly independent (part ii of Lemma

4.4).
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v4
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v1

v3

y

x1 x2

Figure 1. A diagram to illustrate Lemma 4.8 applied to a not strictly con-
vex normed plane X. (Left): The constructed infinitesimally rigid framework
(K4, p

r). (Right): The unit ball of X. The edge directions from our placement
have been added as their corresponding colour lines, x1, x2 have been added as
blue dashed lines and cone[x1, x2] is shown as the blue area indicated.

We now obtain the following rigidity matrix for R(K4, p
r):























v1 v2 v3 v4

v1v2 −ϕ(x) ϕ(x) 0 0

v1v3 −ϕ(x) 0 ϕ(x) 0

v1v4 −ϕ(y) 0 0 −ϕ(y)

v2v3 0 ϕ(y) −ϕ(y) 0

v2v4 0 ϕ(x) 0 −ϕ(x)

v3v4 0 0 f −f























As ϕ(x), ϕ(y) are linearly independent and f, ϕ(x) are linearly independent then it follows that
R(K4, p

r) has independent rows, thus (K4, p
r) is independent. Since K4 is independent in X it

follows by Corollary 3.12 that K4 is isostatic as required. �

4.2. The rigidity of K4 in strictly convex but not smooth normed planes. The following
technical lemmas will be of use later.

Lemma 4.9. Suppose we have a placement p of a K4 graph with vertices v1, v2, v3, v4 where all
edges but v1v4 are well-positioned. Further suppose that ϕv1,v2 = ϕv3,v4 = ϕ(x), ϕv1,v3 = ϕv2,v4 =
ϕ(y) and ϕv2,v3 = ϕ(ω) where ϕ(x), ϕ(y), ϕ(ω) are pairwise independent support functions and
ϕ(ω) = aϕ(x) + bϕ(y) for some a, b ∈ R. Let φ be the set of support functionals of (K4, p) with
the pseudo-support functional ϕv1,v4. If ϕv1,v4 and aϕ(x) − bϕ(y) are linearly independent then

R(K4, p)
φ has row independence.

Proof. We see that with the given parameters R(K4, p)
φ is of the form























v1 v2 v3 v4

v1v2 ϕ(x) −ϕ(x) 0 0

v1v3 ϕ(y) 0 −ϕ(y) 0

v1v4 ϕv1,v4 0 0 −ϕv1,v4

v2v3 0 ϕ(ω) −ϕ(ω) 0

v2v4 0 ϕ(y) 0 −ϕ(y)

v3v4 0 0 ϕ(x) −ϕ(x)

























INFINITESIMAL RIGIDITY IN NORMED PLANES 13

Suppose (cvw)vw∈E(G) is a pseudo-stress of (K4, p)
φ. By the second column

−cv1v2ϕ(x) + cv2v3ϕ(ω) + cv2v4ϕ(y) = (cv2v3a− cv1v2)ϕ(x) + (cv2v3b+ cv2v4)ϕ(y) = 0,

thus as ϕ(x), ϕ(y) are linearly independent, cv1v2 = cv2v3a and cv2v4 = −cv2v3b. By the third
column

−cv1v3ϕ(y)− cv2v3ϕ(ω) + cv3v4ϕ(x) = −(cv2v3a− cv3v4)ϕ(x)− (cv2v3b+ cv1v3)ϕ(y) = 0,

thus as ϕ(x), ϕ(y) are linearly independent, cv3v4 = cv2v3a and cv1v3 = −cv2v3b. By the first
column combined with our previous results we see that

cv1v2ϕ(x) + cv1v3ϕ(y) + cv1v4ϕv1,v4 = cv2v3(aϕ(x) − bϕ(y)) + cv1v4ϕv1,v4 = 0.

Thus as ϕv1,v4 is linearly independent of aϕ(x) − bϕ(y), cv2v3 = cv1v4 = 0. This implies c = 0

and thus R(K4, p)
φ has row independence. �

Lemma 4.10. For all z ∈ X there exists x, y ∈ smooth(X) so that x + y = z and x − y ∈
smooth(X). If z /∈ smooth(X) ∪ {0} then x, y are linearly independent.

Proof. If z = 0 choose any x ∈ smooth(X) and define y := −x; similarly if z ∈ smooth(X) let
x := 2z and y := −z. Now suppose z /∈ smooth(X)∪{0}. It follows from part iii of Proposition
2.2 the sets z+smooth(X) and z− smooth(X) have Lebesgue measure zero complements, thus
the complement of (smooth(X) − z) ∩ (smooth(X) + z) has Lebesgue measure zero; it follows
that the set is non-empty and we may choose w ∈ (smooth(X) − z) ∩ (smooth(X) + z). If we
define x := 1

2(z+w) and y := 1
2(z−w) then x, y, x− y ∈ smooth(X) and z = x+ y. If x, y are

linearly dependent then z is smooth, a contradiction, thus x, y are linearly independent. �

Lemma 4.11. Let X be a strictly convex normed plane, z 6= 0 be non-smooth with ‖z‖ = 1,
ϕ[z] = [f, g] and define X+ := (f − g)−1(0,∞), X− := (f − g)−1(−∞, 0). If (zn)n∈N is a
sequence of smooth points that converges to z with ‖zn‖ = 1, then the following properties hold:

(i) (ϕ(zn))n∈N has a convergent subsequence.
(ii) If ϕ(zn) → h as n → ∞ then h = f or g.
(iii) If ϕ(zn) → h as n → ∞ and ϕ(zn) ∈ X+ for large enough n then h = f .
(iv) If ϕ(zn) → h as n → ∞ and ϕ(zn) ∈ X− for large enough n then h = g.

Proof. (i): This holds as S∗
1 [0] is compact.

(ii): Choose any ǫ > 0, then we may choose N ∈ N such that for all n ≥ N

‖h− ϕ(zn)‖ <
ǫ

2
and ‖z − zn‖ <

ǫ

2
.

We now note that h is a support functional for z as ‖h‖ = 1 and

|1− h(z)| = |ϕ(zn)(zn)− h(z)|

≤ |ϕ(zn)(zn)− ϕ(zn)(z)| + |ϕ(zn)(z)− h(z)|

≤ ‖zn − z‖+ ‖ϕ(zn)− h‖

< ǫ,

thus h ∈ [f, g].
If h lies in the interior of [f, g] then for large enough n ∈ N we would have ϕ(zn) in the

interior of [f, g] (with respect to S∗
1 [0]), thus ϕ(zn) is a support functional of z. If z 6= zn then

we note that [z, zn] ∈ S1[0] as for any t ∈ [0, 1]

1 = ϕ(zn)(tz + (1− t)zn) ≤ ‖tz + (1− t)zn‖ ≤ 1,

however this contradicts the strict convexity of X. If z = zn then as zn is smooth z is also
smooth, however this contradicts the assumption that z is non-smooth. As the only non-interior
points are f, g the result follows.
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(iii): Suppose for contradiction that ϕ(zn) → g as n → ∞. As f 6= g then they must be
linearly independent (as otherwise 0 ∈ [f, g] ⊂ S∗

1 [0]), thus for each n ∈ N there exists an, bn ∈ R

such that ϕ(zn) = anf + bng; since ϕ(zn) → g then for large enough n we have that bn > 0. We
note that if an, bn ≥ 0 for large enough n then

‖ϕ(zn)‖ = ‖anf + bng‖

≤ an + bn

= anf(z) + bng(z)

= ϕ(zn)(z)

≤ ‖ϕ(zn)‖,

thus ϕ(zn) is a support functional of z which as noted before either contradicts that X is strictly
convex or that zn is smooth and z is non-smooth. Suppose that for large enough n we have
an < 0 < bn. We now note that

ϕ(zn)(zn) = anf(zn) + bng(zn)

= an(f − g)(zn) + (an + bn)g(zn)

< (an + bn)g(zn) as zn ∈ X+

≤ an + bn

= ‖bng‖ − ‖ − anf‖

≤ ‖anf + bng‖

= ‖ϕ(zn)‖

which implies ϕ(zn)(zn) < 1 contradicting that ϕ(zn) is the support functional of zn and ‖zn‖ =
1. It follows that ϕ(zn) 9 g, thus ϕ(zn) → f by ii.

iv now follows by the same method given above. �

We are now ready for our key lemma.

Lemma 4.12. Let X be a strictly convex normed plane with non-zero non-smooth points, then
K4 is rigid in X.

Proof. We consider K4 to be the complete graph on the vertex set {v1, v2, v3, v4}. Let z be a
non-zero non-smooth point of X with ‖z‖ = 1. By Lemma 4.10, we can choose smooth linearly
independent x, y ∈ X such that z = x+ y and w := x− y is smooth.

Define the placements p, qk of K4 for k ∈ Z \ {0} where

pv1 = 0, pv2 = x, pv3 = y, pv4 = x+ y = z,

and:

qkv1 = 0, qkv2 = x+
1

k
x, qkv3 = y, qkv4 = x+ y +

1

k
x = z +

1

k
x.

By Lemma 3.2 there exists for each k ∈ Z \ {0} a well-positioned placement pk such that
‖pk − qk‖V (K4) <

1
k2

and pkv1 = 0.

By part iv of Proposition 2.2, the support functionals ϕk
v,w for pk satisfy the following:

(i)

lim
k→∞

ϕk
v2,v1

= lim
k→−∞

ϕk
v2,v1

= lim
k→∞

ϕk
v4,v3

= lim
k→−∞

ϕk
v4,v3

=
1

‖x‖
ϕ(x),

(ii)

lim
k→∞

ϕk
v3,v1

= lim
k→−∞

ϕk
v3,v1

= lim
k→∞

ϕk
v4,v2

= lim
k→−∞

ϕk
v4,v2

=
1

‖y‖
ϕ(y),
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Figure 2. From left to right: (K4, p
−ni), (K4, p) and (K4, p

ni) for i ∈ N. The
red dashed edge indicates the edge v1v4 of (K4, p) is not well-positioned. We
note that the support functional of the green edge will approximate g while the
support functional of the blue edge will approximate f .

(iii)

lim
k→∞

ϕk
v2,v3

= lim
k→−∞

ϕk
v2,v3

=
1

‖w‖
ϕ(w).

By part ii of Proposition 2.4, ϕ[z] = [f, g] for some f 6= g. We now further define X+ :=
(f − g)−1(0,∞), X− := (f − g)−1(−∞, 0). We note that (f − g)x 6= 0 (as otherwise x, z
are linearly independent), thus without loss of generality we may assume x ∈ X+. For each
k ∈ Z \ {0} define dk := pkv4 − qkv4 , then ‖dk‖ < 1

k2
. As

(f − g)
(

pkv4 − pkv1

)

= (f − g)

(

z +
1

k
x+ dk

)

=
1

k
(f − g)(x) + (f − g)(wk)

and ‖f − g‖ ≤ 2 it follows that

1

k
(f − g)(x)−

2

k2
≤ (f − g)

(

pkv4 − pkv1

)

≤
1

k
(f − g)(x) +

2

k2
,

thus there exists N ∈ N such that if k ≥ N then pkv4 − pkv1 ∈ X+ and if k ≤ −N then

pkv4 − pkv1 ∈ X−. By part i of Lemma 4.11 it follows that there exists a strictly increasing
sequence (ni)i∈N in N such that

lim
i→∞

ϕni
v4,v1

= f lim
i→∞

ϕ−ni
v4,v1

= g.

Define φf to be the support functionals of (K4, p) with pseudo-support functional ϕv4,v1 = f
and likewise define φg to be the support functionals of (K4, p) with pseudo-support functional

ϕv4,v1 = g. We note that R(K4, p
ni) → R(K4, p)

φf and R(K4, p
−ni) → R(K4, p)

φg as i → ∞.

There exists unique a, b ∈ R such that ϕ(w) = aϕ(x)+ bϕ(y). By Lemma 4.9, R(K4, p)
φf has

row independence if f is linearly independent of aϕ(x) − bϕ(y) and R(K4, p)
φg has row inde-

pendence if g is linearly independent of aϕ(x)− bϕ(y). Both f, g cannot be linearly dependent
to aϕ(x)− bϕ(y) as f, g are linearly independent, thus either R(K4, p)

φf or R(K4, p)
φg has row

independence. By Lemma 3.14 this implies that for large enough i we have either (K4, p
ni)

or (K4, p
−ni) are independent and thus there exists an independent placement of K4. It now

follows by Proposition 3.10 that K4 is rigid also. �

4.3. The rigidity of K4 in strictly convex and smooth normed planes. For this section
we shall define {v1, v2, v3, v4} to be the vertex set of K4 and e := v1v4. Given a normed plane
X we shall fix a basis b1, b2 ∈ S1[0].

Definition 4.13. Let (G, p) be a framework in X. We say (G, p) is in 3-cycle general position
if every subframework (H, q) ⊂ (G, p) with H ∼= K3 is in general position.
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Lemma 4.14. Let (K4 − e, p) be in 3-cycle general position in a strictly convex normed plane
X. Then the following holds:

(i) For all q ∈ f−1
K4−e[fK4

(p)], (K4 − e, q) is in 3-cycle general position.

(ii) If (K4 − e, p) is well-positioned, then (K4 − e, p) is independent.

Proof. (i): Suppose (K4− e, q) is not in 3-cycle general position, then without loss of generality
we may assume qv1 , qv2 , qv3 lie on a line. By possibly reordering vertices we note that we have

‖qv1 − qv2‖+ ‖qv2 − qv3‖ = ‖qv1 − qv3‖.

Define a12 = ‖pv1 − pv2‖, a23 = ‖pv2 − pv3‖, x12 = (pv1 − pv2)/a12 and x23 = (pv2 − pv3)/a23.
As p is in general position we note a12, a23 > 0 and x12, x23 are linearly independent. As
q ∈ f−1

K4
[fK4

(p)] then we have that

‖a12x12 + a23x23‖ = ‖a12x12‖+ ‖a23x23‖.

We note that a23/(a12 + a23) = 1 − a12/(a12 + a23), thus if we let t := a12/(a12 + a23) then
t ∈ (0, 1) and

‖tx12 + (1− t)x23‖ =
‖a12x12 + a23x23‖

(a12 + a23)
=

‖a12x12‖+ ‖a23x23‖

(a12 + a23)
= ‖tx12‖+ ‖(1 − t)x23‖ = 1

which contradicts the strict convexity of X.
(ii): Suppose a ∈ RE(K4)\{e} is a stress of (K4 − e, p). By observing the stress condition at

v1 we note

av1v2ϕv1,v2 + av1v3ϕv1,v3 = 0.

As (K4 − e, p) is in 3-cycle general position then by part ii of Proposition 2.3 it follows av1v2 =
av1v3 = 0. By the same method if we observe the stress condition at v4 we see that av2v4 =
av3v4 = 0. We now see that the stress condition at v2 is

av1v2ϕv2,v1 + av2v3ϕv2,v3 + av2v4ϕv2,v4 = av2v3ϕv2,v3 = 0,

thus a = 0 and (K4 − e, p) is independent. �

Define for any graph G and vertex v ∈ V (G) the map

fG,v : X
V (G) → RE(G) ×X, p 7→ (fG(p), pv);

it is immediate that fG,v is differentiable at p if and only if p is well-positioned. We note that
the kernel of dfG,v(p) is exactly the space of infinitesimal flexes u of (G, p) where uv = 0.

Lemma 4.15. Let X be a strictly convex and smooth normed plane and suppose (K4 − e, p) is
in 3-cycle general position with pv1 = 0, then V (p) := f−1

K4−e,v1
[fK4−e,v1(p)] is a 1-dimensional

compact Hausdorff C1-manifold.

Proof. As K4 − e is connected it that follows V (p) is bounded. As fK4−e,v1 is continuous then

V (p) is closed, thus V (p) is compact; further as XV (K4) is Hausdorff so too is V (p).
Choose any q ∈ V (p), then by part i of Lemma 4.14, (K4− e, q) is in 3-cycle general position.

By part ii of Lemma 4.14, (K4−e, q) is independent, thus for all q ∈ V (p) we have that dfK4,v1(q)
is surjective i.e. p is a regular point of fK4−e,v1 . It now follows from [19, Theorem 3.5.2(ii)] that
V (p) is a C1-manifold with dimension dimker dfK4−e,v1(p) = 1. �

We denote by T the circle group i.e. the set {eiφ : φ ∈ (−π, π]} with topology and group
operation inherited from C\{0}. We note there exists a surjective continuous map θ : X \{0} →
T given by

x = λb1 + µb2 7→
λ+ µi

√

λ2 + µ2
;
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so long as the basis b1, b2 ∈ X is fixed then θ will be well-defined. We note that if we restrict
θ to S1[0] then it is a homeomorphism. Let x, y ∈ X \ {0} be linearly independent, then
θ(x)θ(y)−1 = eiφ 6= ±1; if φ ∈ (0, π) then we say xθy while if φ ∈ (−π, 0) then we say yθx.

Choose any two linearly independent points x, y in a normed plane X and define L(x, y) to
be the unique line through x and y. By abuse of notation we also denote by L(x, y) the unique
linear functional L(x, y) : X → R where L(x, y)x = L(x, y)y = 1. We say that z, z′ ∈ X are on
opposite sides of the line L(x, y) if and only if L(x, y)z < 1 < L(x, y)z′ or vice versa.

Lemma 4.16. Let X, p and V (p) be as defined in Lemma 4.15. Define the maps f, g : V (p) →
{−1, 1} where

f(q) =

{

1, if qv2θqv3
−1, if qv3θqv2

and

g(q) =

{

1, if L(qv2 , qv3)(qv4) > 1

−1, if L(qv2 , qv3)(qv4) < 1,

then f, g are well-defined and continuous.

Proof. We note that f is not well-defined at q if and only if qv2 , qv3 are linearly dependent. By
part i of Lemma 4.14, as (K4 − e, q) is in 3-cycle general position and qv1 = 0 then qv2 , qv3 are
linearly independent, thus f is well-defined at all q ∈ V (p).

The map g is not well-defined at q if either qv2 , qv3 are linearly dependent or qv4 lies on
L(qv2 , qv3). By part i of Lemma 4.14, as either would imply (K4 − e, q) is not in 3-cycle general
position we have that g is well-defined.

As f and g are locally constant they are continuous. �

Lemma 4.17. [18, Proposition 31] Let X be a strictly convex normed plane and a, b, c ∈ X \{0}
be distinct with ‖b‖ = ‖c‖. If aθb, bθc and aθc, or cθb, bθa and cθa, then ‖a− b‖ < ‖a− c‖.

Lemma 4.18. Let X be a strictly convex normed plane, x, y ∈ X be distinct and rx, ry > 0. If
Srx [x] ∩ Sry [y] 6= ∅ then one of the following holds:

(i) Srx [x] ∩ Sry [y] = {z} and x, y, z are colinear.
(ii) Srx [x] ∩ Sry [y] = {z1, z2} for z1 6= z2. Further, if x = 0 then z1θy and yθz or vice versa,

and if x, y are linearly independent then z1, z2 are on opposite sides of the line L(x, y).

Proof. Let θ : S1[0] → T be as previously described. Define the continuous map φ : [−π, π] →
Srx [x], φ(t) := rxθ

−1(ei(t+t0)) + x, where rxθ
−1(eit0) the unique point between x, y on Srx [x];

we note that φ(−π) = φ(π). Now define the map h : [−π, π] → R, h(t) := ‖φ(t) − y‖, then
h(−π) = h(π). It follows from Lemma 4.17 that h is strictly increasing on [0, π] and strictly
decreasing on [−π, 0].

If φ(0) ∈ Srx [x] ∩ Sry [y] then for all t 6= 0,

‖φ(t)− y‖ = h(t) > h(0) = ry,

thus Srx [x]∩Sry [y] = {z} with z := φ(0); similarly if φ(π) ∈ Srx [x]∩Sry [y] then Srx [x]∩Sry [y] =
{z} with z := φ(π) and so i holds.

Suppose φ(0), φ(π) /∈ Srx [x] ∩ Sry [y]. We note that as Srx [x] ∩ Sry [y] 6= ∅ then there exists
t1 ∈ (−π, π) \ {0} so that h(t1) = ry. First suppose t1 ∈ (−π, 0), then for all t ∈ (t1, 0) and
t′ ∈ (−π, t1) we have h(t) < h(t1) < h(t′), thus there are no other intersection points in (−π, 0).
As h|[0,π] is strictly increasing and

h(0) < h(t1) = ry < h(−π) = h(π)
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then by the Intermediate Value Theorem there exists a unique value t2 ∈ (0, π) so that h(t2) =
ry, thus Srx [x]∩Sry [y] = {φ(t1), φ(t2)} with −π < t1 < 0 < t2 < π. Similarly if t1 ∈ (0, π) then
Srx [x] ∩ Sry [y] = {φ(t1), φ(t2)} with −π < t2 < 0 < t1 < π.

If x = 0 then it is immediate that φ(t1)θφ(0) and φ(0)θφ(t2). As φ(0) is a positive scalar
multiple of y then φ(t1)θy and yθφ(t2). Now suppose x, y are linearly independent, then we now

note that φ(t1) and φ(t2) lie on opposite sides of the line through x, y as ei(t1+t0) and ei(t2+t0)

lie on opposite sides of the line through eit0 and e−it0 . �

Lemma 4.19. Let X, p and V (p) be as defined in Lemma 4.15. Let q1, q2 ∈ V (p) with f(q1) =
f(q2), g(q1) = g(q2) and q1v2 = q2v2 , then q1 = q2.

Proof. By part i of Lemma 4.14, q1, q2 are in 3-cycle general position. As q1v1 , q
1
v2
, q1v3 are not

colinear then by Lemma 4.18 there exists exactly one other point z ∈ X such that ‖z − q1v1‖ =

‖q1v3 − q1v1‖ and ‖z − q1v2‖ = ‖q1v3 − q1v2‖. We note that as q1v1 = q2v1 = 0 and q1v2 = q2v2 then

q2v3 = q1v3 or q2v3 = z. By part ii of Lemma 4.18, either zθq1v2 and q1v3θz or vice versa. If q2v3 = z

then f(q2) = −f(q1), thus q2v3 = q1v3 .

Similarly, as q1v2 , q
1
v3
, q1v4 are not colinear then by Lemma 4.18 there exists exactly one other

point z′ ∈ X such that ‖z′ − q1v2‖ = ‖q1v4 − q1v2‖ and ‖z′ − q1v3‖ = ‖q1v4 − q1v3‖. By part ii of

Lemma 4.18, z′, q1v4 are on the opposite sides of L(q1v2 , q
1
v3
). If q2v4 = z′ then g(q2) = −g(q1),

thus q2v4 = q1v4 . �

Lemma 4.20. Let X, p and V (p) be as defined in Lemma 4.15. The path-connected components
of V (p) are exactly f−1[1] ∩ g−1[1], f−1[1] ∩ g−1[−1], f−1[−1] ∩ g−1[1] and f−1[−1] ∩ g−1[−1].
Further, each f−1[i] ∩ g−1[j] component is a path-connected compact Hausdorff 1-dimensional
C1-manifold.

Proof. By multiple applications of Lemma 4.18 it follows that f−1[1]∩ g−1[1], f−1[1]∩ g−1[−1],
f−1[−1] ∩ g−1[1] and f−1[−1] ∩ g−1[−1] are non-empty sets.

Choose i, j ∈ {1,−1}. Suppose there exists disjoint path-connected components of A,B ⊂
f−1[i] ∩ g−1[j], then by Lemma 4.15, A,B are both path-connected compact Hausdorff 1-
dimensional C1-manifolds. As every path-connected compact Hausdorff 1-dimensional manifold
is homeomorphic to a circle (see [16, Theorem 5.27]) we may define the homeomorphisms α :
T → A and β : T → B. We will define αvi , βvi to be the vi component of α and β respectively.

Suppose there exists z1, z2 ∈ T such that αv2(z1) = αv2(z2), then by Lemma 4.19, α(z1) =
α(z2), thus the map αv2 : T → S‖pv2‖

[0] is injective; similarly, the map βv2 : T → S‖pv2‖
[0]

is also injective. As T is compact then by the Brouwer’s theorem for invariance of domain
[15, Theorem 1.18] it follows αv2 , βv2 are homeomorphisms, thus we may choose z, z′ ∈ T so
that αv2(z) = βv2(z

′). By Lemma 4.19 it follows α(z) = β(z′) and A,B are not disjoint path-
connected components. �

Lemma 4.21. Let X, p and V (p) be as defined in Lemma 4.15 and V0(p) be the path-connected
component of V (p) that contains p. Suppose pv4 = pv2 + pv3 , then for all q ∈ V0(p) we have
qv4 = qv2 + qv3.

Proof. Choose q ∈ V0(p) then by Lemma 4.20, f(q) = f(p) and g(q) = g(p). Define q′ to be
the placement of K4 − e where q′vi = qvi for i = 1, 2, 3 and q′v4 = q′v2 + q′v3 . We immediately
note q′ ∈ V (p) and f(q′) = f(p). Suppose q′ 6= q, then by Lemma 4.19 we must have −g(q′) =
g(q) = g(p); however

L(pv2 , pv3)(pv4) = L(pv2 , pv3)(pv2 + pv3) = 2 > 1

and

L(q′v2 , q
′
v3
)(q′v4) = L(q′v2 , q

′
v3
)(q′v2 + q′v3) = 2 > 1,

and so g(q′) = 1 = g(p), a contradiction, thus q′ = q and the result follows. �
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(K4 − e, q2)

(K4 − e, q1)

α(t)

Figure 3. The frameworks (K4− e, q1) and (K4− e, q2) in some strictly convex
and smooth normed plane X, as described in Lemma 4.23. The inner dotted
shape represents the unit sphere of X and the outer dotted shape represents
the sphere of X with radius ‖q2v4‖. As the framework follows the differentiable
path α(t) the distance ‖αv1(t) − αv4(t)‖ is non-constant; when the derivative
of t 7→ ‖αv1(t) − αv4(t)‖ is non-zero at point s we add the edge v1v4 and note
(K4, α(s)) will be infinitesimally rigid.

We will finally need the following result which will help us separate when we are dealing with
Euclidean and non-Euclidean normed planes.

Theorem 4.22. [1, p. 323] If X is a non-Euclidean normed plane then for all 0 < ǫ < 2 where
ǫ 6= 2cos(kπ/2n) (n, k ∈ N, 1 ≤ k ≤ n),

inf{‖a+ b‖ : ‖a− b‖ = ǫ, ‖a‖ = ‖b‖ = 1} < sup{‖a+ b‖ : ‖a− b‖ = ǫ, ‖a‖ = ‖b‖ = 1}.

Lemma 4.23. Let X be a normed plane that is strictly convex and smooth, then K4 is rigid in
X.

Proof. If X is Euclidean this follows from Theorem 1.3 so suppose X is non-Euclidean.
Choose any 0 < ǫ < 2 so that ǫ 6= 2cos(kπ/2n) for all n, k ∈ N with 1 ≤ k ≤ n. By the

continuity of the norm we may choose a placement p of K4 so that:

(i) pv1 = 0,
(ii) ‖pv2‖ = ‖pv3‖ = 1,
(iii) pv2θpv3 ,
(iv) ‖pv2 − pv3‖ = ǫ,
(v) pv4 = pv2 + pv3 ,

We note f(p) = 1 as pv2θpv3 , and g(p) = 1 as

L(pv2 , pv3)(pv4) = L(pv2 , pv3)(pv2 + pv3) = 2 > 1.

We note that (K4 − e, p) is in 3-cycle general position and so by Lemma 4.15 and Lemma
4.20, V0(p) = f−1[1]∩g−1[1] is a path-connected compact Hausdorff 1-dimensional C1-manifold.
We note that for every pair a, b in S1[0] with ‖a− b‖ = ǫ there exists q ∈ V0(p) so that qv2 = a
and qv3 = b or vice versa, thus there exists q1, q2 ∈ V0(p) so that

‖q1v4‖ = inf{‖a+ b‖ : ‖a− b‖ = ǫ, ‖a‖ = ‖b‖ = 1}

‖q2v4‖ = sup{‖a+ b‖ : ‖a− b‖ = ǫ, ‖a‖ = ‖b‖ = 1};

further, by Theorem 4.22 we have that ‖q2v4‖ − ‖q1v4‖ > 0.

As V0(p) is a path connected C1-manifold that is C1-diffeomorphic to T we may define a C1-
differentiable path α : [0, 1] → V0(p) where α(0) = q1, α(1) = q2 and α′(t) 6= 0 for all t ∈ [0, 1].
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Figure 4. A 0-extension (left) and a 1-extension (right).

By Lemma 4.21, αv4(t) = αv2(t) + αv3(t) for all t ∈ [0, 1]; further, as αv2(t), αv3 are linearly
independent, thus αv4(t) 6= 0. As X is smooth, (K4, α(t)) is well-positioned for all t ∈ [0, 1]. By
part i and part ii of Proposition 2.2, for all 1 ≤ i < j ≤ 4, (i, j) 6= (1, 4) and t ∈ [0, 1],

0 =
d

dt
‖αvi(t)− αvj (t)‖ = ϕ

(

αvi(t)− αvj (t)

‖αvi(t)− αvj (t)‖

)

(α′
vi
(t)− α′

vj
(t)),

thus α′(t) is a non-trivial flex of (K4 − e, α(t)) with α′
v1
(t) = 0. By part ii of Lemma 4.14,

(K4 − e, α(t)) is independent and so it follows from Theorem 3.8 that α′(t) is the unique (up
to scalar multiplication) non-trivial flex of (K4 − e, α(t)) with α′

v1
(t) = 0. By the Mean Value

Theorem it follows that there exists s ∈ [0, 1] so that

ϕ

(

αv4(s)

‖αv4(s)‖

)

(α′
v4
(s)) =

d

dt
‖αv4(t)‖|t=s = ‖q2v4‖ − ‖q1v4‖ > 0,

thus α′(s) is not a flex of (K4, α(s)). As F(K4, α(s)) ⊂ F(K4 − e, α(s)) then (K4, α(s)) is
infinitesimally rigid as required. �

5. Graph operations for the normed plane

In this section we shall define a set of graph operations and prove that they preserve iso-
staticity in non-Euclidean normed planes. The Henneberg moves and the vertex split have also
been shown to preserve isostaticity in the Euclidean normed plane and can even be generalised
to higher dimensions [7] [23], however the vertex-to-K4 extension is strictly a non-Euclidean
normed plane graph operation as it will not preserve (2, 3)-sparsity.

5.1. 0-extensions.

Lemma 5.1. 0-extensions preserve independence, dependence and isostaticity in any normed
plane.

Proof. Let G be an independent graph in a normed plane X. Since we can only apply 0-
extensions to graphs with at least two vertices we may assume that |V (G)| ≥ 2 and define
v1, v2 ∈ V (G) to be the vertices where we are applying the 0-extension. By Lemma 3.5 we
may choose p ∈ R(G) ∩ G(G). Let G′ be the 0-extension of G at v1, v2 with added vertex
v0. By Proposition 2.5 we may choose linearly independent y1, y2 ∈ smooth(X) such that
‖y1‖ = ‖y2‖ = 1 and ϕ(y1), ϕ(y2) ∈ X∗ are linearly independent. Define for i = 1, 2 the lines

Li := {pvi + tyi : t ∈ R},

then since pv1 6= pv2 (as p is in general position) and y1, y2 are linearly independent then there
exists a unique point z ∈ L1 ∩ L2 and z 6= pvi for i = 1, 2. Define p′ to be the placement of
G′ that agrees with p on V (G) with p′v0 = z. We recall that ϕ′

v,w be the support functional

vw ∈ E(G′); it is immediate that if vw ∈ E(G) then ϕ′
v,w = ϕv,w. By possibly multiplying yi

by −1 we may assume that ϕ′
v0,vi

= ϕ(yi) for i = 1, 2.
Choose any stress a = (avw)vw∈E(G′) of (G

′, p′), then by observing the stress condition at v0
we note that

0 = av0v1ϕ
′
v0,v1

+ av0v2ϕ
′
v0,v2

= av0v1ϕ(y1) + av0v2ϕ(y2).

Since ϕ(y1), ϕ(y2) are linearly independent then av0vi = 0 for i = 1, 2 and a|G is a stress of
(G, p). It now follows that there exists a non-zero stress of (G′, p′) if and only if there exists a
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non-zero stress of (G, p). By Proposition 3.6 we have that (G′, p′) is independent if and only
if (G, p) is independent, thus G′ is independent if G is independent. As G ⊂ G′ then G is
independent if G′ is independent; this implies that G′ is dependent if G is dependent. As G
was chosen arbitrarily then it follows that 0-extensions preserve independence and dependence.

By Proposition 1.1 and Proposition 1.5, (2, k)-tightness is preserved by 0-extensions (for
k = 2, 3), thus it follows from Corollary 3.12 that isostaticity is also preserved. �

5.2. 1-extensions.

Lemma 5.2. 1-extensions preserve independence and isostaticity in any normed plane.

Proof. Let G be independent, then as 1-extensions require 3 vertices we may assume |V (G)| ≥ 3.
We shall supposeG′ is a 1-extension of G that involves deleting the edge v1v2 ∈ E(G) and adding
a vertex v0 connected to the end points and some other distinct vertex v3 ∈ V (G). By Lemma
3.5 it follows that there exists a regular (and thus independent) placement p of G in general
position.

By Proposition 2.5 there exists y ∈ smooth(X), ‖y‖ = 1, such that y, pv1 − pv2 are linearly
independent and ϕ(y), ϕv1 ,v2 are linearly independent. We note that as y, pv1 − pv2 are linearly
independent and pv1 , pv2 , pv3 are not colinear (since (G, p) is in general position) then the line
through pv1 , pv2 and the line through pv3 in the direction y must intersect uniquely at some
point z 6= pv3 . By parts iii and iv of Proposition 2.2, if z = pvi for some i = 1, 2 we may perturb
y to some sufficiently close y′ ∈ smooth(X) such that the pairs y′, pv1 − pv2 and ϕ(y′), ϕv1,v2 are
linearly independent and our new intersection point z′ is not equal to pvi for i = 1, 2; we will
now assume y is chosen so that this holds.

Define p′ to be the placement of G′ where p′v = pv for all v ∈ V (G) and p′v0 = z. We recall
that ϕ′

v,w be the support functional vw ∈ E(G′); it is immediate that if vw ∈ E(G) \ {v1v2}
then ϕ′

v,w = ϕv,w. We note that ϕ′
v1,v0

, ϕ′
v0,v2

, ϕ′
v1,v2

are all pairwise linearly dependent, thus
there exists f ∈ S∗

1 [0] and σvi,vj ∈ {−1, 1} such that ϕ′
vi,vj

= σvi,vjf for distinct i, j ∈ {0, 1, 2},

with σvj ,vi = −σvi,vj . We further note that, due to our choice placement, at least one of ϕ′
v1,v0

,
ϕ′
v0,v2

must be equal to ϕ′
v1,v2

; we may assume by our ordering of v1, v2 and choice of f that

σv1,v0 = σv1,v2 = 1. We may also assume we chose y such that ϕ′
v0,v3

= ϕ(y) and note that ϕ(y)
is linearly independent of f by our choice of z.

Choose any stress a := (avw)vw∈E(G′) of (G
′, p′). If we observe a at v0 we note

av0v1ϕ
′
v0,v1

+ av0v2ϕ
′
v0,v2

+ av0v3ϕ
′
v0,v3

= (σv0,v2av0v2 − av0v1)f + av0v3ϕ(y) = 0,

thus since f, ϕ(y) are linearly independent, av0v3 = 0 and σv0,v2av0v1 = av0v2 . Define b :=
(bvw)vw∈E(G) where bvw = avw for all vw ∈ E(G) \ {v1v2} and bv1v2 = av0v1 = σv0,v2av0v2 . For
each v ∈ V (G) \ {v1, v2} it is immediate that

∑

w∈NG(v)

bvwϕv,w =
∑

w∈NG′ (v)

avwϕ
′
v,w = 0;

we note that this will also hold for v3 as av0v3 = 0. If we observe whether the stress condition
of b holds at v1 we note

∑

w∈NG(v1)

bvwϕv,w = bv1v2f +
∑

w∈NG(v1)
w 6=v2

bvwϕv,w = av0v1ϕ
′
v1,v0

+
∑

w∈NG′(v1)
w 6=v0

avwϕ
′
v,w = 0,

while if we observe whether the stress condition of b holds at v2 we note
∑

w∈NG(v2)

bvwϕv,w = −bv1v2f +
∑

w∈NG(v2)
w 6=v1

bvwϕv,w = av0v2ϕ
′
v2,v0

+
∑

w∈NG′ (v2)
w 6=v0

avwϕ
′
v,w = 0,
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Figure 5. A vertex split (left) and a vertex-to-K4 extension (right).

thus b is a stress of (G, p). Since (G, p) is independent then b = 0 which in turn implies a = 0. As
a was chosen arbitrarily then (G′, p′) is independent; it follows then that 1-extensions preserve
independence.

By Proposition 1.1 and Proposition 1.5, (2, k)-tightness is preserved by 1-extensions (for
k = 2, 3), thus it follows from Corollary 3.12 that isostaticity is also preserved. �

5.3. Vertex splitting. A vertex split is given by the following process applied to any graph G
(see Figure 5):

(1) Choose an edge v0w0 ∈ E(G),
(2) Add a new vertex w′

0 to V (G) and edges v0w
′
0, w0w

′
0 to E(G),

(3) For every edge vw0 ∈ E(G) we may either leave it or replace it with vw′
0.

Lemma 5.3. Vertex splitting preserves independence and isostaticity in any normed plane.

Proof. Let G be isostatic, then we may assume that |V (G)| ≥ 3 and |E(G)| ≥ 1, as if |V (G)| = 1
or |E(G)| = 0 we can’t apply a vertex split and if |V (G)| = 2 we are just applying a 0-extension.
By Lemma 3.5 we may choose p to be a regular placement of G in general position. Define G′

to be graph formed from G by applying a vertex split to w ∈ V (G) and v0w0 ∈ E(G) which
adds w′. We shall define p′ to be the not well-positioned placement of G′ with p′

w′

0

= p′w0
= pw0

and p′v = pv for all v ∈ V (G′) \ {w′
0}. By Proposition 2.5, we may choose smooth x ∈ S1[0]

such that ‖x‖ = 1, the pair x, pv0 − pw0
are linearly independent, and the pair ϕ(x), ϕv0,w0

are
linearly independent. We shall define the pseudo-support functional ϕ′

w0,w
′

0

:= ϕ(x) and thus

define (G′, p′)φ with φ := {ϕ′
v,w : vw ∈ E(G′)}.

Let a := (avw)vw∈E(G′) be a pseudo-stress of (G′, p′)φ. Define b := (bvw)vw∈E(G) with bv0w0
=

av0w0
+ av0w′

0
, bvw′

0
= avw0

if v 6= v0 and bvw = avw for all other edges of G. We shall now show

b is a stress of (G, p). We first note that for any v ∈ V (G) \ {v0, w0} the stress condition of b at
v holds as the pseudo-stress of a holds at v, and the stress condition of b at v0 holds as

bv0w0
ϕv0,w0

= av0w0
ϕv0,w0

+ av0w′

0
ϕ′
v0,w

′

0

;

further, if we observe the stress condition of b at w0 we note
∑

v∈NG(w0)

bw0vϕw0,v =
∑

v∈NG′ (w0)

aw0vϕ
′
w0,v

+
∑

v∈NG′ (w′

0
)

aw′

0
vϕ

′
w′

0
,v = 0 + 0 = 0,

thus b is a stress of (G, p). As (G, p) is independent then b = 0, thus avw = 0 for all edges
vw 6= w0w

′
0, v0w0, v0w

′
0 of G′, and av0w0

+ av0w′

0
= 0. We note by observing the pseudo-stress

condition of a at w0,

0 =
∑

v∈NG′ (w0)

aw0vϕ
′
w0,v

= aw0w
′

0
ϕ′
w0,w

′

0

+ av0w0
ϕ′
w0,v0

= aw0w
′

0
ϕ(x) + av0w0

ϕw0,v0 ,

thus av0w0
= aw0w

′

0
= 0; similarly, by observing the pseudo-stress condition of a we note

av0w′

0
= 0. It now follows a = 0, thus R(G′, p′)φ has row independence.

Define qn ∈ XV (G′) to be the placement of G′ that agrees with p′ on V (G) with qn
w′

0

= p′w0
− 1

n
x.

By Lemma 3.2 we may choose pn ∈ W(G) such that ‖pn−qn‖V (G) <
1
n
, pnw0

= qnw0
and pn

w′

0

= qn
w′

0

.

By our choice of pn we have that ϕn
w0,w

′

0

→ ϕ′
w0,w

′

0

as n → ∞, and by part iv of Proposition
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2.2, ϕn
v,w → ϕ′

v,w as n → ∞ for all vw ∈ E(G′) \ {w0w
′
0}. This implies (G′, pn) → (G′, p′)φ as

n → ∞ and so by Proposition 3.14 we thus have that G′ is independent also.
Suppose G is isostatic, then by Corollary 3.12, G is (2, k)-tight for k = 2 if X non-Euclidean

and k = 3 if X is Euclidean. By Proposition 1.5, G′ is (2, k)-tight, thus by Corollary 3.12, G′

isostatic as required. �

5.4. Vertex-to-K4 extensions. The vertex-to-K4 extension is given by the following process
applied to any graph G (see Figure 5):

(1) Choose a vertex v0 ∈ V (G),
(2) Add the vertices v1, v2, v3, v4 to V (G) and edges vivj to E(G), 1 ≤ i < j ≤ 4,
(3) Delete v0 and replace any edge v0w ∈ E(G) with viw for some i = 1, 2, 3, 4.

Lemma 5.4. Vertex-to-K4 moves preserve isostaticity in any non-Euclidean normed plane.

Proof. By Theorem 4.1 and Corollary 3.12, K4 is isostatic in any non-Euclidean normed plane.
Let G be independent in the normed plane X with regular (and thus independent) placement

p in general position (Lemma 3.5). Let v0 ∈ V (G), K be the complete graph with vertices
v1, v2, v3, v4 and G′ be the graph formed by performing a vertex-to-K4 at v0 by adding vertices
v1, v2, v3, v4. We define p′ to be the not well-positioned placement of G′ that agrees with p on
V (G) and has p′vi = pv0 for all i = 1, 2, 3, 4. Since K ∼= K4 is isostatic we may define an isostatic

placement x := (xvi)
4
i=1 of K in general position (Lemma 3.5) and define the pseudo-support

functionals

ϕ′
vi,vj

:= ϕ

(

xvi − xvj
‖xvi − xvj‖

)

for 1 ≤ i < j ≤ 4; by this we may define φ and (G′, p′)φ.
Let a := (avw)vw∈E(G′) be a pseudo-stress of (G′, p′)φ. Define b := (bvw)vw∈E(G) with bvw =

avw for all vw ∈ E(G)∩E(G′) and bv0w = aviw for all viw ∈ E(G′) with w 6= vj, i, j ∈ {1, 2, 3, 4}.
It is immediate that for any vertex v ∈ V (G) \ NG(v0) the stress condition of b at v holds. If
we observe the stress condition of b at v0 we note

∑

w∈NG(v0)

bv0wϕv0,w =

4
∑

i=1

∑

w∈NG(vi)

aviwϕ
′
vi,w

=

4
∑

i=1

0 = 0

as the internal stress vectors avivjϕ
′
vi,vj

cancel each other out, thus the stress condition of b at

v0 holds and b is a stress of (G, p) is independent. As (G, p) is independent then b = 0, thus
avw = 0 for all vw 6= vivj for some 1 ≤ i < j ≤ 4. Since (K,x) is independent it follows that

avivj = 0 for all 1 ≤ i < j ≤ 4, thus a = 0 and (G′, p′)φ is independent.
Define qn to be the placement of G′ where qn agrees with p′ on V (G′) \ {v1, v2, v3, v4} and

qnvi = pv0 +
1
n
xvi . By Lemma 3.2, we may choose pn ∈ W(G) such that ‖pn − qn‖V (G) <

1
n
and

pnvi = qnvi for all i = 1, 2, 3, 4. By our choice of pn we have that ϕn
vi,vj

= ϕ′
vi,vj

for 1 ≤ i < j ≤ 4,

and by part iv of Proposition 2.2, ϕn
v,w → ϕ′

v,w as n → ∞ for all vw ∈ E(G′) \ E(K). This

implies (G′, pn) → (G′, p′)φ as n → ∞ and so by Proposition 3.14, G′ is independent.
Suppose G is isostatic, then by Corollary 3.12, G is (2, 2)-tight. By Proposition 1.5, G′ is

(2, 2)-tight, thus by Corollary 3.12, G′ isostatic as required. �

6. Proof of Theorem 1.4 and connectivity conditions for rigidity

6.1. Proof of Theorem 1.4 and immediate corollaries. We are now ready to prove our
main theorem.

Proof of Theorem 1.4. Suppose |V (G)| ≤ 2, then G is either K1, K2 or K1 ⊔K1 (the graph on
2 vertices with no edges). We note all three are (2, 2)-sparse but only K1 is (2, 2)-tight. As K1

and K1⊔K1 have no edges then both are independent. It is immediate that any well-positioned
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placement of K2 is independent, thus K2 is also independent. By part i of Theorem 3.11, both
K2 and K1 ⊔K1 are infinitesimally flexible while K1 is infinitesimally rigid as required.

Let G be isostatic with |V (G)| ≥ 3, then by part iii of Theorem 3.11, G is (2, 2)-tight.
Now let G be (2, 2)-tight with |V (G)| ≥ 3, then by Proposition 1.5 it can be obtained from K4

by a finite sequence of 0-extensions, 1-extensions, vertex splitting and vertex-to-K4 extensions.
By Theorem 4.1 and Corollary 3.12 K4 is isostatic and so by Lemma 5.1, Lemma 5.2, Lemma
5.3 and Lemma 5.4, G is isostatic. �

We now have an immediate corollary.

Corollary 6.1. A graph is rigid in all normed planes if and only if it contains a proper (2, 3)-
tight spanning subgraph.

Proof. Let G contain a proper (2, 3)-tight spanning subgraph H. As H is proper there exists
e ∈ E(G) \E(H); it follows that H + e is (2, 2)-tight spanning subgraph of G. By Theorem 1.3
and Theorem 1.4, G is rigid in all normed planes.

Suppose G is rigid in all normed planes, then by Theorem 1.3, G contains a (2, 3)-tight
spanning subgraph H and |E(G)| ≥ 2|V (G)| − 2. Since |E(H)| < |E(G)| then there exists
e ∈ E(G) \ E(H), thus H is proper. �

We note that there exist (2, 2)-tight graphs which are not rigid in the Euclidean plane,
e.g. consider two copies of K4 joined at a single vertex (see Figure 6).

6.2. Analogues of Lovász & Yemini’s theorem for non-Euclidean normed planes. We
say that a connected graph is k-connected if G remains connected after the removal of any k−1
vertices and k-edge-connected if G remains connected after the removal of any k−1 edges. This
section shall deal with how we may obtain sufficient conditions for rigidity from the connectivity
of the graph. The first result is the famous connectivity result given by Lovász & Yemini in
[17].

Theorem 6.2. Any 6-connected graph is rigid in the Euclidean plane.

The following is a corollary of a famous result of Nash-Williams [21, Theorem 1].

Corollary 6.3. The following properties hold:

(i) G is (k, k)-tight if and only if G contains k edge-disjoint spanning trees T1, . . . , Tk where
E(G) = ∪k

i=1E(Ti)
(ii) If G is k-edge-connected then G contains k edge-disjoint spanning trees.

Using Corollary 6.3 we may obtain an analogous result.

Theorem 6.4. Any 4-edge-connected graph is rigid in all non-Euclidean normed planes.

Proof. By Corollary 6.3 if G is 4-edge-connected then it will contain two edge-disjoint spanning
trees, thus by Corollary 6.3, G must have a (2, 2)-tight spanning subgraph H. By Theorem 1.4
we have that G is rigid in any non-Euclidean normed plane as required. �

Since k-connectivity implies k-edge-connectivity then we can see that a 4-connected graph
will also be rigid in all non-Euclidean normed planes. We note that this is the best possible
result as we can find graphs that are 3-edge-connected but do not contain a (2, 2)-tight spanning
subgraph (see Figure 6).

Corollary 6.5. Any 6-connected graph is rigid in all normed planes.

Proof. As G is 6-connected then by Theorem 6.2, G is rigid in the Euclidean normed plane. As
6-connected implies 6-edge-connected then G is 4-edge-connected, thus by Theorem 6.4, G is
rigid in any non-Euclidean normed plane. �
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Figure 6. (Left): A (2, 2)-tight graph that is not rigid in the Euclidean plane.
(Right): A 3-connected (and hence 3-edge-connected) graph that does not con-
tain a (2, 2)-tight spanning subgraph.

This following result is generalisation of Lovász & Yemini’s theorem given by Tibor Jordán
on the number of rigid spanning subgraphs contained in a graph.

Theorem 6.6. [8, Theorem 3.1] Any 6k-connected graph contains k edge-disjoint (2, 3)-tight
spanning subgraphs.

Yet again we may obtain an analogous result.

Theorem 6.7. Any 4k-edge-connected graph contains k edge-disjoint (2, 2)-tight spanning sub-
graphs.

Proof. By Corollary 6.3 if G is 4k-edge-connected then it will contain 2k edge-disjoint spanning
trees, thus by Corollary 6.3, G has k (2, 2)-tight spanning subgraphs. �

Combining this we have the final generalisation.

Corollary 6.8. Any 6k-connected graph contains k edge-disjoint spanning subgraphs H1, . . . ,Hk

that are rigid in any normed plane.

Proof. Since 6k-connected implies 6k-edge-connected then by Theorem 6.6 there exists k edge-
disjoint (2, 3)-tight spanning subgraphs A1, . . . , Ak and by Theorem 6.6 k edge-disjoint (2, 2)-
tight spanning subgraphs B1, . . . , Bk. We shall define A := ∪k

i=1Ai and B := ∪k
i=1Bi, then

|E(B)| − |E(A)| = k and so we may choose e1, . . . , ek ∈ E(B) \ E(A). For any i, j = 1, . . . , k
we note that Hi := Ai + ei will be a (2, 2)-tight spanning subgraph that contains a (2, 3)-tight
spanning subgraph Ai, thus by Theorem 1.3 and Theorem 1.4, Hi is rigid in all normed planes.
We now note E(Hi) ∩ E(Hj) = ∅ as required. �

Remark 6.9. Corollary 6.8 only gives that for any normed plane X a graph G will contain k
edge-disjoint spanning subgraphs H1, . . . ,Hk with infinitesimally rigid placements (H1, p

1), . . .,
(Hk, p

k) in X. In general this does not guarantee the existence of a single placement p of G such
that (H1, p), . . . , (Hk, p) are infinitesimally rigid in X. However if R(H) is dense in W(H) for
any subgraph H ⊂ G then such a placement does exist. An example where this occurs would
be any graph in any smooth ℓp space (see [12, Lemma 2.7]). In contrast, if X has a polyhedral
unit ball then this property does not hold in general (see [9, Lemma 16]).
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