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Abstract. Statistical modeling of spatiotemporal phenomena often requires selecting a covariance matrix from
a covariance class. Yet standard parametric covariance families can be insufficiently flexible for practical applica-
tions, while non-parametric approaches may not easily allow certain kinds of prior knowledge to be incorporated.
We propose instead to build covariance families out of geodesic curves. These covariances offer more flexibility
for problem-specific tailoring than classical parametric families, and are preferable to simple convex combinations.
Once the covariance family has been chosen, one typically needs to select a representative member by solving an
optimization problem, e.g., by maximizing the likelihood of a data set. We consider instead a differential geometric
interpretation of this problem: minimizing the geodesic distance to a sample covariance matrix (“natural projec-
tion”). Our approach is consistent with the notion of distance employed to build the covariance family and does not
require assuming a particular probability distribution for the data. We show that natural projection and maximum
likelihood estimation within the covariance family are locally equivalent up to second order. We also demonstrate
that natural projection may yield more accurate estimates with noise-corrupted data.
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1. Introduction. Statistical modeling of spatiotemporal phenomena often requires employ-
ing and estimating covariance matrices. Classical parametric covariance families (e.g., based on
Matérn [13, 40] kernels) can be insufficiently flexible for practical applications. By construction,
these approaches describe a high-dimensional object (a symmetric positive semi-definite matrix
with O(n2) degrees of freedom) using only a few generic parameters that are not problem-specific;
more broadly, these parametric families may not be rich enough to capture the phenomena of
interest. Non-parametric methods (e.g., sparse precision matrix estimation [11, 20, 12], tapering
[24, 21], diagonal loading [42], and shrinkage [26, 27, 41]) can be much more flexible. However,
neither approach easily allows prior knowledge—for instance, known covariance matrices at related
conditions—to be incorporated. Estimation in both settings often involves solving an optimization
problem, such as maximizing the likelihood of a data set. Defining this objective function requires
prescribing a specific probability distribution for the data, which may not be readily available.
Moreover, maximum likelihood is not linked to the natural distance on the manifold of symmetric
positive matrices. Also, as we shall show later, the resulting estimates can be sensitive to noise.

To overcome these obstacles, we propose to build covariance families by connecting representa-
tive covariance matrices (called “anchors”) through geodesics. The resulting covariance classes can
thus be tailored to the problem of interest. Second, as an alternative to selecting the most represen-
tative parameter by maximizing the likelihood, we advocate for a differential geometric approach to
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estimation within the family: minimizing the geodesic distance to a sample covariance matrix. Our
approach, which we call natural projection, is consistent with the notion of distance employed to
build the covariance family and does not require assuming a particular probability distribution for
the data. Later, in a case study involving observations of a groundwater flow model, we will show
that natural projection can outperform maximum likelihood estimation in the presence of noise.

Geodesic interpolation, smoothing, and regression of matrices and related objects have been
active topics of research. Several papers [6, 5, 7] use interpolation on matrix manifolds to adapt
and construct reduced-order models, while others [37, 29] propose a Riemannian framework for
the interpolation and regularization of tensor fields, with broad applications in imaging. Local
polynomial regression in the manifold of symmetric positive-definite matrices has been explored
in [47], also in the context of computer vision and medical imaging. Other authors have pursued
higher-order interpolation of positive-definite [1, 23] and semi-definite [22] matrices using Bézier
curves. Additionally, [34, 35] characterize the Riemannian mean of positive-definite matrices and
propose a multivariate geodesic interpolation scheme for such matrices using weights. Our work
also relies on geodesic interpolation, but for the purpose of building covariance families. The idea of
differential geometric methods for covariance estimation has links to the broad field of information
geometry [4], which constructs manifolds of probability distributions and analyzes their geometric
properties. In this general setting, the likelihood function has been characterized as a notion of
distance in [3, 2]. Matrix nearness using Bregman divergences, and its geometric interpretations,
have been discussed thoroughly in [15].

As described above, our covariance families will follow from geodesic interpolation of a given set
of anchor matrices. The anchors should be representative of known problem instances—e.g., em-
pirical observations or computational simulations of the relevant spatiotemporal process at related
conditions. Combining these instances into a parametric family constitutes a hybrid approach to co-
variance modeling that can yield much richer and more problem-specific covariances than standard
kernels. Using geodesics ensures that the entire covariance family lies in the manifold of symmetric
positive-definite matrices. These families can also be interpretable: the internal parameters may
serve as explicative variables for the problem of interest. Another advantage of this approach is
that it harnesses the asymmetry of information between online and offline stages of a problem: that
is, each anchor covariance matrix can be computed offline to a desired accuracy and later used for
online estimation with limited data.

Having constructed a geodesically parameterized covariance family, we also analyze different
alternatives for estimation within the family—i.e., given a data set, identifying the most “represen-
tative” member. This problem is usually solved by assigning a probability distribution to the data
and selecting the parameter values that maximize the resulting likelihood function. Under some
conditions, this process is equivalent to minimizing a particular direction of the Kullback–Leibler
(KL) divergence, known as reverse information-projection (reverse I-projection) [14]; this is further
equivalent to minimizing Stein’s loss [44, 45]. Alternatively, one might minimize the opposite di-
rection of KL divergence; this choice is known as I-projection. Consistent with the construction
of the family, we instead propose to use natural projection: selecting the covariance matrix within
the family that minimizes the geodesic distance to the sample covariance matrix. We will show
that the other methods are essentially linear approximations of natural projection. In particular,
we will show that the estimates produced by natural projection and the two forms of I-projection
are locally equivalent up to second order. In contrast with other methods, however, the optimality
condition for natural projection is equivalent to an orthogonality condition on the tangent space
of the matrix manifold. Since natural projection does not require modeling the distribution of the
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data, it may be easier to apply in practice. We also show that it can yield reduced sensitivity to
noise.

Performing natural projection requires that the sample covariance lie in the manifold of sym-
metric positive matrices, and thus that the size of the sample q generally be greater than the
dimension n of the parameters. Even though the sample covariance is itself a consistent estimator
of the population covariance as q/n→∞, it can be improved upon significantly for finite q/n (say
q/n < O(100)) [25, 21, 16, 43, 32]. This also defines the regime of applicability for many of the
estimation (and regularization) methods we propose in this paper. But we also emphasize that
the construction of geodesically parameterized covariance families, apart from natural projection,
is of independent interest, and that one can perform maximum likelihood estimation within these
parametric families for q < n. Our goal, also, is not to create a consistent estimators of generic
population covariances, but rather to create useful and expressive parametric models for covariance
matrices and to study estimation within these models, in the appropriate sample size regime.

To summarize, the original contributions of this paper are: (1) to devise a general framework for
problem-specific geodesically parameterized covariance families; (2) to propose natural projection
as an alternative means of estimation within a covariance family; (3) to analyze the differences
between natural projection and other standard estimation techniques; and (4) to demonstrate the
advantages of geodesically parameterized families and natural projection in a case study.

The ability to find the closest member of a covariance family has several further applications.
First, consider de-noising or regularization: if a covariance matrix is well approximated by a given
family, one can project it to the family to reduce sampling noise. Second, consider efficient storage
using a geodesic basis: given a covariance family and a set of related matrices, one could store only
the values of the parameters of the closest matrices in the family. As a consequence, storage is
reduced only to the optimal parameters and the anchor matrices.

The plan of the paper is as follows. In Section 2, we review the geometry of the manifold of
symmetric positive-definite matrices, define the notion of a geodesic covariance family, and intro-
duce natural projection alongside some standard alternatives. Section 3 discusses properties of the
optimization problems associated with each of these estimation methods. In Section 4, we per-
form local analyzes that compare natural projection with existing alternatives. Section 5 extends
the geodesic covariance family construction to general multi-parameter settings. In Section 6, we
demonstrate the performance of geodesic covariance families and natural projection in a case study:
characterizing the spatial variations of hydraulic head in an aquifer. Conclusions follow in Section 7.

2. Tools for covariance estimation on a geodesic family. In Subsection 2.1, we recall
some results on the geometry of the symmetric positive-definite cone. In Subsection 2.2, we intro-
duce the idea of a geodesic covariance family. In Subsection 2.3, we present the loss functions we
will consider for estimation. In Subsection 2.4, we introduce natural projection and contrast it with
canonical approaches to parametric covariance estimation.

2.1. The geometry of the symmetric positive-definite cone. Let S(n) be the space of
n× n symmetric matrices, and let S+(n) denote the manifold of symmetric positive-definite n× n
matrices. This manifold has been studied extensively in the literature (e.g., [9, 18, 43, 17]).

Let XA, YA ∈ S(n) be tangent vectors to S+(n) at A: TA S+(n). The natural metric gA is
defined as the inner product in the tangent space at A:

gA(XA, YA) = tr(XAA
−1YAA

−1).

We will denote the tangent vector XA simply as X when there is no ambiguity in the choice of



4 MUSOLAS, SMITH, MARZOUK

tangent space.
The exponential map transports an object in the tangent space to its corresponding element

on the manifold, and is defined as:

B = expA(B) = A
1
2 exp(A−

1
2BA−

1
2 )A

1
2 ,

where A
1
2 is the symmetric square root. Conversely, the logarithm map transports objects from the

manifold to the tangent space:

B = logA(B) = A
1
2 logm(A−

1
2BA−

1
2 )A

1
2 , A−

1
2BA−

1
2 = logm(A−

1
2BA−

1
2 ).

Let A1 and A2 belong to this manifold. Associated with the natural metric, there exists a
natural distance d(A1, A2) that is invariant with respect to matrix inversion:

(2.1) d(A1, A2) = d(A−1
1 , A−1

2 ),

and with respect to congruence via any invertible matrix Z:

(2.2) d(A1, A2) = d(ZA1Z
>, ZA2Z

>).

Moreover, a parametrization of the geodesic, which at any point minimizes the natural distance to
A1 and A2, is given by:

ϕA1→A2(t) = A
1
2
1 expm

(
t logm(A

− 1
2

1 A2A
− 1

2
1 )

)
A

1
2
1 ,

where ϕA1→A2
(t) ∈ S+(n) for all t ∈ R. Clearly, A

− 1
2

1 A2A
− 1

2
1 admits an orthogonal eigendecompo-

sition of the form UΛU>. Notice that Λ contains the generalized eigenvalues of the pencil (A2, A1),

which we denote as λ
(A2,A1)
k , k = 1, . . . , n. Therefore, ϕA1→A2(t) can be expressed as:

(2.3) ϕA1→A2(t) = A
1
2
1 expm

(
t logm(UΛU>)

)
A

1
2
1 = A

1
2
1 UΛtU>A

1
2
1 .

Notice that we recover the trivial cases ϕA1→A2(t = 0) = A1 and ϕA1→A2(t = 1) = A2; we call A1

and A2 the anchor matrices. The geodesic can also be expressed as:

ϕA1→A2
(t) = A1(A−1

1 A2)t1 = A2(A−1
2 A1)1−t1 .

Additionally, there is a closed-form expression for the natural distance between any two matrices
in S+(n):

(2.4) d(A1, A2) = d(A
− 1

2
1 A2A

− 1
2

1 , I) = ‖ logm(A
− 1

2
1 A2A

− 1
2

1 )‖F =

√√√√
n∑

k=1

log2 λ
(A2,A1)
k .

From the above, we have:

(2.5) d
(
A1, ϕA1→A2(t)

)
= |t|d(A1, A2).

Equation (2.4) appears extensively in the literature of differential geometry and inference. Up
to a constant, it is known as the Fisher information metric or as Rao’s distance [8, 39, 38]. When
measuring distance between covariance matrices, it is also known as the Förstner metric [19].

Unlike the manifold of symmetric positive-definite matrices, the manifold of symmetric positive
semi-definite matrices does not enjoy as much structure. As shown clearly in [10] and discussed in
[46], the main drawback is that there is no notion of distance that satisfies the invariance properties
in Equations (2.1) and (2.2).
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2.2. Definition of the geodesic covariance family. As described in Section 1, the ability to
create tailored parametric covariance functions out of two (or more) covariance matrices of interest
has several potential benefits. First, via the choice of anchor matrices, the covariance function can
be made representative of the particular problem at hand; second, the parameters of the covariance
function can become meaningful explicatory variables of the spatiotemporal process.

To begin, we define the notion of a one-parameter covariance family. We will generalize this
notion to the multi-parameter case in Section 5.

Definition 2.1 (Covariance function and family). A one-parameter covariance function
is a map ϕ : R→ S+(n); its corresponding covariance family is the image of ϕ.

The covariance family structure we will employ in Sections 2 to 4 is a geodesic between anchor
matrices. Let A1 and A2 be two elements in S+(n). Then ϕA1→A2

(t) as defined in Equation (2.3) is
a one-parameter covariance function, whose image is a covariance family. This covariance function
immediately satisfies the following two properties:

1. ϕ−1
A1→A2

(t) = ϕA−1
1 →A−1

2
(t),

2. ϕA1→A2
(t) = ϕA2→A1

(1− t).
Since the parameter t ∈ R, the covariance family is an infinitely long curve on the manifold

rather than a segment between the two anchor matrices. Notice that the first property allows one
to work with precision matrices and still obtain the same results. The second guarantees invari-
ance with respect to the order of the matrices. These properties make the geodesic a compelling
covariance function to be used for practical applications.

It is often useful to be able to scale the family to adapt to changes of the magnitude of the
problem. Within our covariance family framework, this extra degree of freedom is achieved by
building a geodesic between any matrix and the same times a constant.

Remark 2.2 (Scaling of a covariance function). Let A1 be an element in S+(n) and
α ∈ R+. Notice that ϕA1→αA1

(t) as defined in Equation (2.3) is a one-parameter covariance
function of the form ϕA1→αA1(t) = αtA1. If A1 is replaced by a one-parameter covariance function,
the scaling applies to the whole family.

The scaling factor αt in Remark 2.2 is positive for any t in the real line. Clearly, if the scaling
is applied to a one-parameter covariance function, we are left with two degrees of freedom: one that
moves across the anchor matrices and another that controls the magnitude of the entries.

2.3. Spectral functions. In Section 3, we will be interested in selecting the “most represen-
tative” member of a covariance family given a data set. Doing so will entail minimizing certain
loss functions: distances or divergences between distributions. All the loss functions we employ are
spectral functions.

Definition 2.3 (Spectral function). Let A1 be a matrix in S+(n). A function F (A1) is a
spectral function if it is a differentiable and symmetric map from the eigenvalues of A1 to the reals.
The function F can be understood as a composition of the eigenvalue function λ and a differentiable
and symmetric map f ; that is, F (A1) = f ◦ λ(A1).

Closed-form expressions for some spectral functions that we shall use later are presented below.

Remark 2.4. The following notions of distance or divergence can be expressed as functions of
the generalized eigenvalues (λk)nk=1 of the pencil (A2, A1):

• Natural distance in S+(n):
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(2.6) d(A1, A2) =

√√√√
n∑

k=1

log2 λk.

• Kullback–Leibler divergence between multivariate normals:

(2.7) DKL

(
N(0, A1)

∥∥ N(0, A2)
)

=

n∑

k=1

λ−1
k + log λk − 1

2
.

• Kullback–Leibler divergence between multivariate normals, swapping the order:

(2.8) DKL

(
N(0, A2)

∥∥ N(0, A1)
)

=

n∑

k=1

λk − log λk − 1

2
.

2.4. Covariance estimation in a geodesic family. Now we define several alternative opti-
mization problems that each describe estimation in a geodesic covariance family. We will formally
contrast these problems in the next sections. Figure 1 illustrates the covariance function as a
geodesic from A1 and A2 on the manifold of symmetric positive-definite matrices, along with mul-
tiple projections (i.e., estimates within the family) of the sample covariance matrix Ĉ.

S+(n)

A1

A2

̂
C

t∗

t̂

t̄

ť

Fig. 1. Representation of the geodesic between anchors A1 and A2 and projection of the sample covariance
matrix Ĉ as solution of Problems 2.5 to 2.8. We denote t̂ as the value of t that maximizes the likelihood (reverse
I-projection), ť the I-projection, and t∗ the natural projection (cf. Lemma 3.2).

Let y1, . . . , yq be independent and identically distributed observations from some distribution
with density function pY

(
· ;ϕA1→A2(t)

)
, parameterized by ϕ. In general, the maximum likelihood

estimate of t is then

tML ∈ argmax
t∈(−∞,∞)

q∑

i=1

log pY (yi;ϕA1→A2
(t)).(2.9)

For comparison with other techniques, we consider the specific case where pY is multivariate Gaus-
sian and, without loss of generality, zero mean. In this case, the maximum likelihood estimate is as
follows:
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Problem 2.5 (Maximum likelihood with a Gaussian model).

yi
iid∼ N

(
0, ϕA1→A2

(t)
)

t̂ ∈ argmax
t∈(−∞,∞)

q∑

i=1

logN
(
yi; 0, ϕA1→A2(t)

)
.

Note that (2.9) and Problem 2.5 can in general be solved for q < n. In other words, maximum
likelihood estimation within the geodesic covariance family, under some distributional assumption
on the data, does not require a full rank sample covariance Ĉ := 1

q−1

∑q
i=1(yi − ȳ)(yi − ȳ)>.

Now, suppose that the sample covariance matrix Ĉ of zero-mean Gaussian data (yi)
q
i=1 is full

rank, which is typically the case when q ≥ n. In this case, the solution to Problem 2.5 is equivalent
to that obtained by reverse I-projection, which consists of minimizing the KL divergence as follows.
This equivalence is shown in Lemma A.2.

Problem 2.6 (Reverse I-projection).

t̂ ∈ argmin
t∈(−∞,∞)

DKL

(
N(0, Ĉ)

∥∥∥ N
(
0, ϕA1→A2

(t)
))
.(2.10)

Since Problems 2.5 and 2.6 are equivalent, we will only refer to Problem 2.6 going forward. We will
also consider I-projection, which minimizes the KL divergence but in the opposite order:

Problem 2.7 (I-projection).

ť ∈ argmin
t∈(−∞,∞)

DKL

(
N
(
0, ϕA1→A2(t)

) ∥∥∥ N(0, Ĉ)
)
.

Note that the KL divergence is proportional to Stein’s loss [28]. Therefore, Problems 2.6 and 2.7
can also be cast as minimizing Stein’s loss with the appropriate order of the arguments.

Finally, we explore the possibility of covariance estimation by minimizing the geodesic distance
d(·, ·) defined in Equation (2.4):

Problem 2.8 (Natural projection).

t∗ ∈ argmin
t∈(−∞,∞)

d
(
ϕA1→A2(t), Ĉ

)
.

2.5. Choosing the anchor matrices. Before proceeding with further analysis, we offer a
few comments on the choice of the anchor covariance matrices A1 and A2 defining the parametric
covariance family. (These comments are equally applicable to the multi-parameter case of Section 5,
with more than two anchor matrices.) In general, we view the choice of anchors as a modeling issue,
tied to the purpose of the family and the availability of relevant information. Yet it can be shaped
by the following principles. Clearly, anchors should be chosen such that they are representative of
the spatiotemporal processes that the covariance family will be used to describe. How to do this?
In general, we suggest that the anchors should be chosen and connected in a way that reflects any
possible latent or explanatory variables that describe the problem. For instance, in the example of
Section 6, we choose the anchors to span a range of parameters describing statistics of the input to
a stochastic PDE. The resulting geodesic parameters (connecting covariances of the PDE solution
field) do not necessarily correspond directly to the input’s parameters, but they do encompass a
continuum of values and thus relevant behaviors.
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While in some problems, the explanatory variables will be clear, there are other problems
where some explanatory variables may not be apparent. In this case, a strategy would be to collect
anchors that capture all “qualitatively different” patterns of covariance. The resulting covariance
family will, by construction, be able to interpolate continuously between these different regimes.
For example, in mathematical finance, modeling the covariance of multiple asset prices is essential
to mitigating volatility through diversification [33]. To construct a useful model, one can connect
multiple covariance matrices corresponding to different market conditions (e.g., time of the year,
prevailing Federal Reserve interest rates) through geodesics to create a richer family of covariances
suitable for any condition.

3. Properties of the covariance estimation problem, one-parameter case. In this
section, we characterize various properties of Problems 2.6 to 2.8. Our main results are the opti-
mality conditions and their corresponding geometric interpretations. These results are presented
in Propositions 3.3 to 3.5, proofs of which are deferred to Appendix A. First, however, we estab-
lish uniqueness of the optima and idempotence of the associated projections. Supporting results
(Lemmas A.1 to A.4) and their proofs are also deferred to Appendix A.

Lemma 3.1 (Uniqueness of the solution). Each of Problems 2.6 to 2.8 has a unique
solution.

Proof. Since the optimization problems are unconstrained, uniqueness follows immediately
from the convexity of Problem 2.8 (shown in Lemma A.3) and of Problems 2.6 and 2.7 (shown
in Lemma A.4).

Since the solutions are unique, though in general distinct (see below), we will use t̂ to denote
the result of reverse I-projection, ť that of I-projection, and t∗ that of natural projection. Unique-
ness also allows defining the distance between the sample covariance matrix and the geodesic as
d
(
ϕA1→A2(t∗), Ĉ

)
.

If the sample covariance matrix already belongs to the covariance family, the most representative
member of the family ought to be the sample covariance matrix itself. This result holds true for all
three problems.

Lemma 3.2 (Idempotence of projections). If Ĉ ∈ ϕA1→A2
(t), then there exists a unique

t̄ such that (λ
(A2,A1)
k )t̄ = λ

(Ĉ,A1)
k , k = 1, . . . n, where λ

(A2,A1)
k and λ

(Ĉ,A1)
k are the k-th eigenvalues

of the pencil (A2, A1) and (Ĉ, A1), respectively. Moreover, under this condition, t̄ = t∗ = t̂ = ť

(cf. Figure 1), Ĉ = ϕA1→A2
(t̄) with:

t̄ =

∑n
k=1 log λĈk −

∑n
k=1 log λA1

k∑n
k=1 log λA2

k −
∑n
k=1 log λA1

k

,

where λA1

k , λA2

k , and λĈk , are the k-th eigenvalues of A1, A2, and Ĉ, respectively. This expression

also holds when A1 = αA2, for any Ĉ and α > 0.

Proof. If Ĉ ∈ ϕA1→A2(t), then there exists a t̄ such that Ĉ = A
1
2
1 UΛt̄U>A

1
2
1 . Rearranging the

terms, we obtain A
− 1

2
1 ĈA

− 1
2

1 = UΛt̄U>, which is an eigendecomposition of A
− 1

2
1 ĈA

− 1
2

1 . This is

equivalent to say that Λt̄ contains the λ
(Ĉ,A1)
k . But also, from our notation in Equation (2.3) we

knew that Λ contains the λ
(A2,A1)
k .

Notice that t̄ satisfies the general form (cf. Equation (A.2)) of distance minimization, and
similarly for the reverse I-projection (cf. Equation (A.3)) and the I-projection (cf. Equation (A.4)).
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Using uniqueness in Lemma 3.1, we conclude that t̄ = t∗ = t̂ = ť. The last Ĉ = ϕA1→A2
(t̄) follows

by the definition of t̄. For the closed form solution, set Ĉ = ϕA1→A2
(t∗) = A

1
2
1 UΛt

∗
U>A

1
2
1 =

A
1
2
1 (A

− 1
2

1 A2A
− 1

2
1 )t

∗
A

1
2 . Now, take the determinant of both sides and apply its properties to have

det (Ĉ) = det (A1) det(A
− 1

2
1 A2A

− 1
2

1 )t
∗
. Applying logarithms on both sides we obtain the desired

result. Clearly, it solves Problem 2.8 since distance in this case is zero. Finally, if A1 = αA2, then
Λ = αI and note that the general expression simplifies to tr

(
logm(Λt

∗
Ĉ−

1
2A1Ĉ

− 1
2 )
)

= 0. Using

Jacobi’s formula, it simplifies further to det (Λt
∗
Ĉ−

1
2A1Ĉ

− 1
2 ) = 1 and we come back to the same

above expression with determinants.

The following propositions characterize the optimal solutions of Problems 2.6 to 2.8.

Proposition 3.3 (Natural projection for covariance estimation). The optimal param-
eter t∗ satisfies:

(3.1) tr
(
logm(ZΛ−t

∗
) logm(Λ)

)
= 0,

where Z = U>A
− 1

2
1 ĈA

− 1
2

1 U . This optimality equation can also be rewritten as an orthogonality
condition on the tangent space:

(3.2) gRA1→A2
(t∗)

(
A
− 1

2
1 ĈA

− 1
2

1 , RA1→A2
(1 + t∗)

)
= 0,

where RA1→A2(t) = (A
− 1

2
1 A2A

− 1
2

1 )t is the whitened geodesic A
− 1

2
1 ϕA1→A2A

− 1
2

1 .

The natural projection consists in minimizing the natural distance to a certain matrix over a
curve. This is similar to what one would do in an Euclidean space, but on a manifold. On the
tangent space, this operation looks like finding a point at which the projected geodesic is orthogonal
to the direction of the outside matrix (Equation (3.2)). Figure 2 illustrates this relationship.

R(1 + t∗)

logR(t∗)(R(1 + t∗))
R(t∗)

S+(n)

TR(t∗)S+(n)

logR(t∗)(Ĉ)

R(t∗)

Fig. 2. Illustration of the orthogonality condition in Proposition 3.3. Solving Problem 2.8 is equivalent to
finding a t∗ such that Ĉ is orthogonal to the unitary vector R(1 + t∗).

As mentioned in Section 2, the Fisher information metric between two normal distributions
with known mean is proportional to the natural distance, so the former is also minimized when
the latter is. Therefore, the aforementioned t∗ minimizes the Fisher information metric between
N
(
0, ϕA1→A2(t)

)
and N(0, Ĉ).
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Proposition 3.4 (Reverse I-projection for covariance estimation). The optimal pa-
rameter t̂ satisfies:

(3.3) tr
(
(ZΛ−t̂ − Id) logm(Λ)

)
= 0,

where Z = U>A
− 1

2
1 ĈA

− 1
2

1 U . This optimality equation can also be rewritten as an orthogonality
condition:

(3.4) gRA1→A2
(t̂)

(
expRA1→A2

(t̂)

(
A
− 1

2
1 ĈA

− 1
2

1 −RA1→A2
(t̂)
)
, RA1→A2

(1 + t̂)
)

= 0.

Notice that the matrix A
− 1

2
1 ĈA

− 1
2

1 −RA1→A2
(t̂) lives in a Euclidean space and not necessarily

in S+(n). Indeed, such a subtraction is the usual way of obtaining a vector between two points in
a “flat” space, but it does not necessarily preserve positive-definiteness. Intuitively, the likelihood
(which yields the first argument of Equation (3.4)) seems to be a flat notion, whereas the geodesic
(yielding the second argument) is in the manifold; thus one could argue that reverse I-projection is
actually inconsistent. Instead, one should either maximize the likelihood over a family produced by
a convex combination of anchors (i.e., both the family and the divergence we are minimizing are in
a flat space) or minimize the natural distance over a proper geodesic (as in Problem 2.8). Indeed,
the orthogonality condition for natural projection in Proposition 3.3 is far more direct.

We can develop similar results for Problem 2.7:

Proposition 3.5 (I-projection for covariance estimation). The optimal parameter ť
satisfies:

(3.5) tr
(
(ΛťZ−1 − Id) logm(Λ)

)
= 0,

where Z = U>A
− 1

2
1 ĈA

− 1
2

1 U . This optimality equation can also be rewritten as an orthogonality
condition:

(3.6) gRA1→A2
(−ť)

(
expRA1→A2

(−ť)
(
A

1
2
1 Ĉ
−1A

1
2
1 −RA1→A2

(−ť)
)
, RA1→A2

(1− ť)
)

= 0.

Notice that Equation (3.3) is the first order Taylor expansion of Equation (3.1) around the
identity matrix if we use ZΛ−t as a variable. In this sense, maximizing the likelihood (reverse I-
projection) corresponds to solving a linearized version of the natural distance minimization problem.
The same can be observed with the I-projection if we Taylor expand in ΛtZ−1 (cf. Equations (3.1)
and (3.5)). It suffices to adapt Equation (3.1) using logm(ZΛ−t) = − logm(ΛtZ−1).

4. Local analysis and comparison of the projections. We now compare the solutions of
Problems 2.6 to 2.8 when Ĉ is very close to the geodesic (in terms of natural distance).

Lemma 4.1 (Equality of the limit). Let A1, A2, and C be matrices in S+(n). Assume that
d
(
ϕA1→A2

(t), C
)

= ε, ε > 0. In the limit of ε→ 0, Problems 2.6 to 2.8 have the same solution.

Proof. Let t∗ be the minimizer of d
(
ϕA1→A2

(t), C
)

and A∗ = ϕA1→A2
(t∗). Without loss of

generality, define Ĉ such that d(A∗, Ĉ) = 1 and ϕA∗→Ĉ(ε) = C. By the properties of the natural

distance, we know that d(A∗, C) = ε. Define Zε = U>A
− 1

2
1 ϕA∗→Ĉ(ε)A

− 1
2

1 U and notice that:

Z = lim
ε→0

Zε = lim
ε→0

U>A
− 1

2
1 ϕA∗→Ĉ(ε)A

− 1
2

1 U = U>A
− 1

2
1 A∗A

− 1
2

1 U.
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By definition, A∗ = ϕA1→A2(t∗) = A
1
2
1 UΛt

∗
U>A

1
2
1 , thus Z = Λt

∗
. The proof is concluded after

realizing that, with this value of Z, Equations (3.3) and (3.5) hold.

Together with idempotence of the projection (Lemma 3.2), Lemma 4.1 implies continuity of
∆̂t := t̂ − t∗ at ε = 0. Indeed, idempotence means pointwise equivalence at ε = 0, and at the
limit ε → 0, we also see ∆̂t = 0. Thus ∆̂t is continuous at that point. The same is also true for
∆̌t := ť− t∗.

Theorem 4.2 (Natural projection versus I-projection and reverse I-projection). Let
A1, A2, C ∈ S+(n), and without loss of generality suppose that A1 is the matrix in ϕA1→A2 that
minimizes the distance d

(
ϕA1→A2

(t), C
)
. The difference between the solutions of Problems 2.6

and 2.8 as a function of ε = d
(
ϕA1→A2

(t), C
)

is ∆̂t(ε), defined implicitly as:

(4.1) tr
(
(U>V ΣεV >UΛ∆̂t(ε) − Id) logm(Λ)

)
= 0,

where V ΣV > = A
− 1

2
1 CA

− 1
2

1 and UΛU> = A
− 1

2
1 A2A

− 1
2

1 are orthogonal eigendecompositions.
Similarly, the difference in the solutions of Problems 2.7 and 2.8 as a function of ε is ∆̌t(ε),

defined implicitly as:

(4.2) tr
(
(Λ−∆̌t(ε)U>V Σ−εV >U − Id) logm(Λ)

)
= 0.

Moreover, the functions ∆̂t(ε) and ∆̌t(ε) are continuous at ε = 0, and

(4.3) ∆̂t′(0) = ∆̌t′(0) = −gA1(C,A2)

d(A1, A2)
= 0.

Proof. Refer to the construction of the proof in Lemma 4.1 and notice that A∗ = A1, t∗ = 0
for any ε, and,

Zε = U>A
− 1

2
1 ϕA∗→Ĉ(ε)A

− 1
2

1 U = U>V ΣεV >U.

Then Equation (4.1) follows immediately from Equation (3.3), and Equation (4.2) from Equa-
tion (3.5). Continuity at ε = 0 follows from Lemmas 3.2 and 4.1. Now, we can take derivatives of
Equation (4.1) and obtain the following:

(4.4) tr
((
U>V Σε logm(Σ)V >UΛ∆̂t(ε) + U>V ΣεV >U logm(Λ)Λ∆̂t(ε)∆̂t′(ε)

)
logm(Λ)

)
= 0,

which evaluated at ε = 0 results in:

(4.5) ∆̂t′(0) = −
tr
((
U>V logm(Σ)V >U

)
logm(Λ)

)

tr
(

log2
m(Λ)

) ,

which can be rewritten as:

∆̂t′(0) = − tr
(

logm(A
− 1

2
1 CA

− 1
2

1 ) logm(A
− 1

2
1 A2A

− 1
2

1 )
)

d(A1, A2)
= 0.

Notice that ∆̂t′(0) vanishes since the numerator is Equation (3.2). An analogous derivation for
∆̌t′(0) provides the same result.
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From Equation (4.3), note that ∆̂t′(0) can be understood as the inner product of the tangent
vectors at A1 pointing to C and A2, normalized by the distance from the reference point to the
latter matrix. The expression is analogous to the classic form of the inner product as a product of
modulus and angle. In our setting, the modulus is the d(A1, A2) and the angle is ∆̂t′(0).

Since ∆̂t(0) = 0 and ∆̂t′(0) = 0, a second order Taylor series expansion around ε = 0 would be:

∆̂t(ε) =
∆̂t′′(0)

2
ε2 +O(ε3),

and the same expansion applies for ∆̌t.
Finally, we compare I-projection and reverse I-projection, summarizing the results below:

Theorem 4.3 (I-projection versus reverse I-projection). Refer to the notation in The-
orem 4.2. The i-th derivatives of ∆̂t and ∆̌t satisfy the following:

∆̂t(i)(0) = ∆̌t(i)(0), i = 1, 3, 5 . . .

∆̂t(i)(0) = −∆̌t(i)(0), i = 0, 2, 4, 6 . . . .

Thus, the Taylor expansion of the difference in the solutions of Problems 2.6 and 2.7 as a function
of ε = d(ϕA1→A2(t), C), in a neighborhood of ε = 0, always attains one additional order of accuracy.
In particular,

t̂(ε)− ť(ε) = ∆̂t′′(0)ε2 +O(ε4),

where

∆̂t′′(0) =
tr
(

log2
m(A

− 1
2

1 CA
− 1

2
1 ) logm(A

− 1
2

1 A2A
− 1

2
1 )

)

d(A1, A2)
.

Proof. Comparing the implicit derivative of ∆̌t with Equation (4.4), we notice that the signs
will alternate in each subsequent derivative. Theorem 4.3 is obtained after taking derivatives of
Equation (4.4).

From Theorems 4.2 and 4.3, the difference between the solution of Problem 2.6 or Problem 2.7
and that of Problem 2.8 is locally of order ε2. Similarly, the difference between the solutions of
Problem 2.6 and Problem 2.7 is also of order ε2. Moreover, as shown in Figure 3, given that the
first derivative is zero and ∆̂t

′′
(0) = −∆̌t

′′
(0) (Theorem 4.3), the natural projection will typically

fall between the I-projection and the reverse I-projection.
Besides the fact that it is a “middle point” between I-projection and reverse I-projection, there

are other reasons to prefer natural projection. First, as noted earlier, it does not require assign-
ing a probability distribution to the data. Second, the natural projection inherits the invariance
properties of the natural distance, the most important of which are symmetry of the arguments
and invariance to inversion; the latter property is particularly useful when working with precision
matrices, e.g., to take advantage of sparsity. (Reverse) I-projection does not enjoy these properties.
Third, as we showed in Section 3, the optimality conditions of the I-projections are first order
Taylor expansions of the natural projection; therefore, by maximizing the likelihood we are only
solving a “flat” version of the geodesic problem. Finally, the natural distance is equivalent (up to
a constant) to the Fisher information metric/Rao distance between two normal distributions with
common mean, and thus the natural projection also minimizes these loss functions. If one uses
geodesics (lines that minimize the natural distance) to build a covariance family, it is consistent to
use the natural projection to select the most representative member of the family. In Section 6, we
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ε
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Δ
t

×10-3

-8
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-4

-2

0

2

4

6

8
Δ̂t(ε) (Reverse I-projection vs natural projection)
Δ̌t(ε) (I-projection vs natural projection)
Natural projection
Δ̂t(ε) ≈ Δ̂t”(0)ε2/2
Δ̌t(ε) ≈ Δ̌t”(0)ε2/2

Fig. 3. We draw three matrix realizations from a Wishart distribution of size n = 10 (A, A2, and C). A1 is
then constructed as the minimizer of the natural distance from C to the geodesic ϕA→A2

(t) (cf. construction used

in Theorem 4.2). We show ∆̂t and ∆̌t as a function of the distance ε from A1 to C. We control ε by defining

Ĉ = ϕA1→C
(

1
d(A1,C)

)
; thus d(A1, Ĉ) = 1 and ε = d(A1, ϕA1→Ĉ

(ε)) (cf. Equation (2.5)). By construction, ∆t for

the natural projection is always zero.

will show that these advantages of natural projection translate into modeling benefits in practical
applications, e.g., robustness to noise-corrupted data.

Up to now we have not been concerned with asymptotics in the sample size q, but it is worth
recalling that as q/n → ∞, the sample covariance matrix converges to the true (population) co-
variance. If the former is close to the family, we have seen that minimizing the natural distance,
maximizing the likelihood, and performing I-projection coincide up to second order. But it is ad-
ditionally true that, if the true covariance matrix is a member of the geodesic covariance family,
natural projection of the sample covariance yields a consistent estimator of the population covari-
ance, i.e., an estimate that converges in probability to the true covariance as q →∞. For a precise
statement and proof of this result, see Proposition A.5.

5. Generalization to p-parameter covariance families. Thus far, we have only presented
results for one-parameter covariance functions and families. In this section, we present a general-
ization to the multi-parameter case. We employ geodesics to construct a function of p parameters
using p+ 1 matrices in S+(n).

Definition 5.1 (The unbalanced p-parameter covariance family). By combining two
one-parameter covariance functions, we obtain:

ϕA1→A2→A3(t1, t2) := ϕ(
ϕA1→A2

(t1)
)
→A3

(t2).
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Analogously, by combining three one-parameter covariance functions, we obtain:

ϕA1→A2→A3→A4
(t1, t2, t3) := ϕ(

ϕ(
ϕA1→A2

(t1)

)
→A3

(t2)
)
→A4

(t3).

Recursively, we can construct the unbalanced p-parameter covariance function, which we denote as:

ϕA1→···→Ap+1(t1, . . . , tp).

The image of the resulting function is the unbalanced p-parameter covariance family.

Definition 5.2 (The balanced p-parameter covariance family). By combining two one-
parameter covariance functions, we obtain:

ϕ(A1→A2)→(A3→A4)(t1, t2, t3) := ϕ(
ϕA1→A2

(t1)
)
→
(
ϕA3→A4

(t2)
)(t3).

Recursively, we can construct the balanced p-parameter covariance function. The image of the
resulting function is the balanced p-parameter covariance family.

Figure 4 illustrates the construction of the two pure p-parameter covariance functions. The
structure can be understood as a tree where the anchor matrices are represented by leaf nodes and
pairs of nodes each have one child. Each child node is associated with a parameter ti. A mixed
p-parameter covariance function can be obtained by combining balanced and unbalanced covariance
functions. In the balanced tree structure, we require the number of anchor matrices to be a power
of two.

A1 A2 A3 A4
A1 A2

A3

A4

Fig. 4. Unbalanced (left) versus balanced (right) trees. Green nodes represents anchor matrices and white
circles are combination of one-parameter covariance families.

Using the tree representation in Figure 4, we see that a covariance family is invariant to swap-
ping the order of the two parents of any node; this follows from the second property listed af-
ter Definition 2.1. Any other permutation of the anchor matrices will change the image of the
multi-parameter covariance function and hence the family. As a specific example, consider the un-
balanced two-parameter covariance function ϕA1→A2→A3(t1, t2) from Definition 5.1. There are six
possible orderings of the anchors. Swapping the first two matrices of any ordering does not change
the image of the covariance function, but any other permutation does; thus we can describe three
different covariance families.

As in Subsection 2.4, here we present the natural projection for a generic p-parameter covariance
function. I-projection and reverse I-projection can be defined analogously. Let Ĉ be the sample
covariance matrix of the data {yk}qk=1, and assume that Ĉ is full rank.
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Problem 5.3 (Natural projection to a p-parameter covariance function).

arg mint1,...,tp∈(−∞,∞) d
(
ϕA1→···→Ap+1

(t1, . . . , tp), Ĉ
)
.

Algorithm 5.1 Coordinate descent for an unbalanced p-variate covariance function

Input: A1, . . . , Aj , . . . , Ap+1 ∈ S+(n).

1. Use t(0) = [t
(0)
1 , . . . , t

(0)
p ] = 0 as initial guess.

2. For j = 1 : p, find

t
(1)
j = arg mintj∈(−∞,∞) d(ϕA1→···→Ap+1

(t
(1)
1 , . . . , t

(1)
j−1, tj , t

(0)
j+1, . . . , t

(0)
p ), Ĉ).

3. Repeat step 2 for N iterations until convergence.

Return: The approximate minimizer is then ϕA1→···→Ap+1
(t

(N)
1 , . . . , t

(N)
p ).

To solve Problem 5.3, we propose Algorithm 5.1 based on coordinate descent. The objective
function of Problem 5.3 is convex with respect to the first variable (Lemma A.3). However, it
is not necessarily convex in other directions. Therefore, Algorithm 5.1 is not guaranteed to con-
verge to a global minimum. By construction, however, the distance obtained via the algorithm is
non-increasing as we increase the size of the family p or the number of iterations N . In addition
to providing a matrix within the family, the algorithm outputs the corresponding parameter val-
ues t∗1, . . . , t

∗
p. In practice, as with many coordinate descent algorithms, we find that this simple

approach performs well.
Algorithm 5.1 can also be extended to the balanced p-variate covariance function. To do so, it

suffices to define an order for Step 2. The simplest strategy is first to minimize with respect to each
parameter connecting each pair of parents (cf. Figure 4) and subsequently each pair of children,
descending through the hierarchy. The same process can be applied for the mixed covariance
function.

6. Case study: hydraulic head in an aquifer. In this section, we use an example from
groundwater hydrology to understand the capabilities of the covariance families and estimation
methods developed above. We consider a simple model of the hydraulic head in an aquifer, illus-
trated in Figure 5, where the spatially heterogeneous permeability is modeled as a random field. We
are interested in estimating the covariance of the resulting hydraulic head, across multiple points in
the spatial domain. The stochastic model for the permeability field, which reflects various scenarios
of geostatistical knowledge, directly impacts the covariance of the hydraulic head.

6.1. Analytical model. The hydraulic head h in the aquifer can be modeled by a one-
dimensional Poisson equation with a stochastic permeability coefficient κ,

(6.1)
∂

∂x

(
κ(x, ω)

∂h(x, ω)

∂x

)
+Q(x) = 0, x ∈ Ω = [0, L],

where the source term is uniform Q(x) = Q = 0.02 and the boundary conditions are Dirichlet:

h(0) = H1 = 50, h(L) = H2 = 20.

The permeability field κ(x, ω) is here defined as the exponential of a Gaussian process on [0, L] with
constant mean µ(x) = 1 and covariance kernel,

C(x, x′) = σ2 exp

(
−1

p

( |x− x′|
l

)p)
.
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H2H1 h(x)

x

Q

K

L

Fig. 5. Illustration of the considered aquifer.

In the examples below, we will use p = 2 and L = 100, with various values of the correlation length
l and variance σ2 as indicated.

6.2. Construction of the covariance family. For any realization of the permeability field
κ, we solve the equation above using a second-order finite difference scheme. By drawing many
realizations of the log-permeability from the Gaussian process defined above, we can use Monte
Carlo simulation to construct a sample estimate of the covariance of {h(xi, ω)}ni=1, taken at n = 20
equally spaced points {xi} on the domain. We do so for two different values of the correlation
length l, termed l1 and l2, fixing σ2 = 0.3, and build a one-parameter covariance family using the
corresponding covariance matrices of h (called A1 and A2) as anchors.

In Figure 6, we show an initial comparison of the one-parameter geodesic covariance family
ϕA1→A2(t) with the “flat” covariance family given by t 7→ (1−t)A1+tA2. We plot the distance from
each point in the family to another given matrix (A3, obtained with a log-permeability correlation
length of l3) for two cases: one where A1 is closer to A2 (left) and the other where A1 is farther
from A2 (right). We see that if the two anchors are far apart, the natural distance from A3 to the
one-parameter flat covariance family loses convexity; moreover, it is not well defined for the entire
real line, as the covariance matrices in the family lose rank for certain values of t. In contrast, the
distance to the geodesic covariance family is convex and well defined for all t ∈ R. In all of these
cases, we use a very large number of Monte Carlo samples (q = 106) to construct A1, A2, and A3

so that sampling error is negligible.

6.3. Regularization of a solution obtained with a reduced number of Monte Carlo
instances. As described above, a standard method for solving Equation (6.1)—e.g., computing the
covariance of the solution field h—is Monte Carlo simulation. However, this approach converges
slowly and can require a significant number of samples to produce an accurate estimate, thus incur-
ring significant computational cost. Indeed, a central concern of forward uncertainty quantification
(UQ) is the development of methods to characterize h(x, ω) with a cost that is much smaller than
that of direct Monte Carlo simulation. Yet most UQ approaches focus on solving Equation (6.1)
and similar stochastic PDEs only for a single specification of the stochastic process κ(x, ω) [31];
if the parameters describing the stochastic inputs change, the problem typically must be re-solved
entirely.

Here we explore how to use tailored covariance estimation to solve this “outer” problem accu-
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Fig. 6. Contrasting the geodesic and “flat” one-parameter covariance families, by evaluating the natural distance
to a third matrix. Left: when the anchor matrices are close (l1 = 20, l2 = 30, and l3 = 25) the two families are
similar. Right: when the anchors are far apart (l1 = 20, l2 = 100, and l3 = 60), the natural distance to the flat
family is not convex; outside of a certain range, where the red dashed line disappears, it is not even well defined.

rately using a rather small number of Monte Carlo samples. We propose to compute the covariance
matrix of the solution (here called A3) for new values of the input correlation length as follows:

1. Construct a covariance family using related problem instances. In the current example, we
build a one-parameter covariance family using the anchor matrices A1 and A2 described in
the previous subsection, corresponding to permeability field correlation lengths l1 = 20 and
l2 = 30. These anchors are obtained with a large number of Monte Carlo samples (q = 106,
q/n = 5× 104).

2. Compute the sample covariance matrix Â3 at the desired new value of the permeability
correlation length (here, l3 = 25) using a reduced number of Monte Carlo samples (q = 103,
q/n = 50).

3. Project Â3 to the family, via natural projection, to obtain a covariance matrix estimate A∗3
that is ideally closer to the actual solution A3.

b

b′
A1

A2

A3

Â3

A∗3

Fig. 7. Illustration of regularizing by projection.
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Figure 7 illustrates the proposed method. In Figure 8, we show the impact of this regularization
scheme by performing 1,000 instances of the numerical experiment. In each instance, we repeat
steps 2 to 3 above, i.e., we keep the anchors A1 and A2 fixed and only recalculate the noisier sample
covariance Â3. On average, the natural distance b′ from the initial sample covariance estimate
Â3 to the true covariance matrix A3 is 0.77 units. The average distance b from the projected
matrix A∗3 to the true covariance is 0.07. The average reduction in error (i.e., b′/b averaged over
problem instances), which can be understood as a regularization ratio, is 11.8. The blue histogram
of distances has a hard minimum at 0.04, which reflects limitations of the covariance family: the
true solution A3 is close to the geodesic but does not actually belong to it.

Natural distance
0 0.2 0.4 0.6 0.8 1 1.2

F
re
q
u
en
cy

0

0.05

0.1

0.15

0.2

0.25
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0.4

b = d(A3, A
∗
3)

b′ = d(A3, Â3)

Error implicit in
the cov. family

Regularization decreases
distance to target

Fig. 8. Using 1,000 solutions obtained via the process outlined in Subsection 6.3, we plot a histogram of the
initial distance b′ to the true covariance matrix and a histogram of the distance b once the sample covariance is
regularized via natural projection (cf. Figure 7). The averages of b′ and b are 0.77 and 0.07, respectively. On
average, we reduce the error by a regularization ratio of 11.8.

Setting aside the offline cost of computing the anchors, the computational cost of performing
natural projection of Â3 to the geodesic family is the cost of solving Problem 2.8. This problem is
univariate and convex, and thus easily tackled by a variety of methods; here we simply use direct
search, which usually requires fewer than 10 iterations to find the optimal t∗ with an absolute
precision of 10−4. Evaluating the cost function requires solving a symmetric definite generalized
eigenvalue problem at each iteration. Generically, these problems have O(n3) cost for covariance
matrices of size n, though the complexity may be lower with iterative solvers and problems with
particular structure (since the natural distance depends most strongly on the extreme eigenvalues,
i.e., those that differ most from one). In this example, the actual cost of solving the eigenproblem
is negligible, particularly compared to the cost of drawing Monte Carlo samples to form Â3. In
general, we note that the cost of drawing Monte Carlo samples typically also scales with n. For
instance, each Monte Carlo draw might involve a linear PDE solve (say of O(n2) complexity) and
to maintain a fixed q/n, the sample size q must itself increase linearly with n.

6.4. Regularization of a noisy solution. Projection onto the geodesic family, as illus-
trated in Subsection 6.3, can also be performed using maximum likelihood or I-projection; we find
that these approaches yield similar regularization performance for the previous problem. Now we
consider a more difficult regularization task, where Monte Carlo samples are perturbed with inde-
pendent and identically distributed realizations of zero-mean Gaussian noise before they are used
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to construct the sample covariance matrix. This problem mimics a situation where noisy obser-
vational data are used to estimate the covariance of the hydraulic head h. The anchor matrices
A1, A2 and true covariance matrix A3 are the same as in the previous problem. Figure 9 shows
the regularization ratios b′/b obtained for both natural projection (left) and maximum likelihood
estimation (right), at ten different noise magnitudes, each using 500 instances. On each box, the
central mark indicates the median value of b′/b, and the bottom and top edges of the box indicate
the 25th and 75th percentiles respectively. The whiskers extend to the most extreme data points not
considered outliers, and the outliers are plotted individually using the “+” symbol. The horizontal
axis corresponds to the standard deviation of the Gaussian noise, scaled by α0.05

√
tr(A3)/n.
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Fig. 9. Boxplot of regularization ratios obtained with natural projection (left) and maximum likelihood (right)
for increasing magnitudes of noise. Larger values are better. Each box is the result of 500 instances. Standard
deviation of the noise perturbations is α0.05

√
tr(A3)/n.

Figure 9 suggests that maximum likelihood and natural projection perform quite differently in
the presence of noise. Both projections yield similar results for α ≤ 0.2, but natural projection is
more robust to noise-corrupted samples for larger noise perturbations. The covariance families for
both cases are exactly the same, but maximum likelihood appears less able to identify the closest
covariance matrix in the family as the noise magnitude increases. Both regularization methods
display an up-down trend with α. As α first increases, b′ increases while b stays relatively constant;
in other words, the sample covariance moves further from the true A3 but the quality of the
regularized matrix A∗3 does not deteriorate, and thus we observe larger regularization ratios (much
more so for natural projection). As α grows even larger, eventually the distance b starts increasing
as well, and thus b′/b begins to fall. The variance of the regularization ratios is somewhat larger
for natural projection, but the median ratio obtained with maximum likelihood is generally even
smaller than the minimum ratio achieved with natural projection.

As discussed in Section 3, the optimality equation for maximum likelihood estimation in the
covariance family is a linearized version of natural projection. It may be that maximum likelihood
is more sensitive to noise-corrupted data because it is missing certain higher-order terms. Further
exploration of natural projection’s ability to overcome noise might employ a perturbation analysis
of the generalized eigenvalues of the spectral functions in Remark 2.4; we leave this to future work.
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6.5. Performance of proposed algorithm for multi-parametric families. With more
than two anchor matrices, one can build a multi-parametric covariance function as described in
Section 5. To illustrate, suppose that we have three anchor covariance matrices A1, A2, and A3,
corresponding to solutions of Equation (6.1) for (l1 = 20, σ2

1 = 0.3), (l2 = 30, σ2
2 = 0.3), and

(l3 = 25, σ2
3 = 0.4), respectively. We now solve a problem similar to that in Subsection 6.3, but

with two parameters. The objective is to approximate the covariance matrix A4, obtained with (l4 =
25, σ2

4 = 0.35). First, we build an unbalanced two-parameter covariance family ϕA1→A2→A3
(t1, t2)

(see Definition 5.1). Then, we project an approximation Â4 of A4, obtained with 1,000 Monte Carlo
simulations of Equation (6.1), onto the family. Repeating this experiment with 1,000 independent
realizations of Â4, we obtain an average regularization ratio of 6.5. These results are illustrated in
Figure 10.
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Fig. 10. Multi-parametric case: using 1,000 solutions obtained via the process outlined in Subsection 6.5, we
plot a histogram of the initial distance b′ to the true covariance matrix and a histogram of the distance b obtained
after natural projection. The average distances are 0.79 and 0.14, respectively. On average, we reduce the error by
a regularization ratio of 6.5.

To perform natural projection onto this multi-parametric family, we used Algorithm 5.1. To
illustrate the performance of this algorithm, the colored contours in Figure 11 (left) show the
distance to Â4 as a function of the covariance family’s parameters t1, t2. Iterations of the algorithm
1, . . . , N are marked with green triangles: intermediate iterations are unfilled triangles, and the
filled triangle denotes the final point. We say that convergence is achieved when consecutive values
of t1 and t2 each do not differ by more than 10−4. In this particular example, convergence requires
four iterations, three of which fall inside the perimeter of Figure 11 (left).

In Figure 11 (right), color contours illustrate the distance from the family to the true covariance
matrix A4, with iterations of the coordinate descent algorithm again overlaid. As the algorithm
progresses, the distance to A4 does not necessarily decrease; as expected, the minimization is blind to
A4. Indeed, the goal of Algorithm 5.1 is to obtain the minimizer of d

(
Â4, ϕA1→A2→A3

(t1, t2)
)

(green

triangle), which is generally not the same as the minimizer of d
(
A4, ϕA1→A2→A3

(t1, t2)
)

(red square).
The natural distance between the covariance matrices corresponding to these two minimizers is 0.08
units. This distance reflects the fact that Â4 is noisy, and thus its best approximation in the family
is not the best approximation of A4. Separately, the limit of the two-parameter covariance family’s
ability to represent A4 is captured by the value of the contour in Figure 11 (right) at the red square,
which is 0.03 units.
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Fig. 11. Multi-parametric regularization for one instance of Â4, described in Subsection 6.5. Left panel:
contours/colors represent the value of d

(
Â4, ϕA1→A2→A3

(t1, t2)
)

and triangles show iterations of Algorithm 5.1 until

convergence. Red square is the minimizer of d
(
A4, ϕA1→A2→A3 (t1, t2)

)
. Right panel: contours/colors represent

d
(
A4, ϕA1→A2→A3

(t1, t2)
)
.

7. Conclusions. We have proposed a framework for building expressive and problem-tailored
parametric covariance families by connecting representative “anchor” covariance matrices through
geodesics. The building block of the framework is the one-parameter covariance family, correspond-
ing to a single geodesic. These geodesics may be combined to yield multi-parameter covariance
families. Given some new data, one can then choose the most appropriate member of such a family
by minimizing the natural distance (on the manifold of symmetric positive-definite matrices) to the
sample covariance matrix of the data. We call this notion natural projection. Unlike maximum
likelihood estimation (reverse I-projection) or I-projection within the family, natural projection is
consistent with the notion of distance employed to build the covariance family. We elucidate the
differences among these estimation techniques and show that I-projection and reverse I-projection
can be seen as linearizations of the natural projection.

We also illustrate the advantages of geodesic covariance families and natural projection in
several numerical experiments. Analogous covariance families that do not employ the geodesic
structure may lose rank, and the distance from such a “flat” family to another matrix is in general
not convex—especially if the anchors are far apart. The geodesic families avoid these difficulties.
When performing parameter estimation within the geodesic family, maximum likelihood and natural
projection provide similar results in the absence of noise. If the data are corrupted by noise, however,
then natural projection is better able to regularize the solution.

Given a covariance family, the choice between natural projection and maximum likelihood
estimation within the family also depends on the number of data points q and the size of the matrices
n. When q < n, the natural distance cannot be used because the sample covariance matrix will
be rank deficient, and thus will not belong to the manifold of symmetric positive-definite matrices.
On the other hand, when q > n, we suggest that it is preferable to use natural projection because
it is consistent with the geodesic construction of the family (with a cost function that is a proper
notion of distance) and because it does not require assigning a distribution to the data. Moreover,
it has superior noise rejection properties. If the sample covariance matrix is close to the family,
however, we have also shown that minimizing the natural distance, maximizing the likelihood, and
performing I-projection within the family coincide up to second order. Moreover, as q/n→∞, the
sample covariance matrix itself becomes a good representation of the true (population) covariance,
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and in this limit, the practical need to project to any parametric family diminishes. Nonetheless,
we have demonstrated numerically that even for q/n ≈ 50, regularization of the sample covariance
matrix via projection can yield significant reductions in error. And if the population covariance
matrix is contained within the geodesic family, then the natural projection of the sample covariance
yields a consistent estimator of the true covariance, as one would certainly desire.

A natural extension of this work is to weaken the role of the anchor matrices: not to project
directly to a parametric family defined by the anchors, but rather to seek only “closeness” to one or
more anchors, where the degree of closeness might depend on the quality of the sample covariance
matrix. A popular strategy along these lines is linear shrinkage, which consists in selecting a linear
combination of the sample covariance matrix and a single reference covariance matrix (often chosen
to be the identity). In particular, linear shrinkage seeks the combination that is closest (in expected
Frobenius distance) to the true covariance; thus both the loss and the effective covariance family
are flat. The obvious challenge is that the true covariance matrix is not known. In the spirit
of the present paper, future work could develop a geodesic version of shrinkage. We expect that
such a nonlinear shrinkage (cf. [28]) could extend some of the favorable properties of the geodesic
framework to the non-parametric case.

Another promising application of the covariance families developed here may lie in hierarchical
Bayesian modeling, e.g., for inverse problems. Specifically, we suggest that geodesically parame-
terized covariance matrices could be used to describe particularly flexible classes of prior models,
where the covariance family’s parameters (t1, . . . , tp) may serve as hyperparameters—rather than
the correlation/scale/smoothness parameters of standard covariance kernels. The parameters of the
covariance family could then be inferred either in a fully Bayesian formulation or via an empirical
Bayesian approach. A different possibility is to use geodesic families to continuously interpolate
among the posterior covariance matrices that follow from particular prior choices.

Appendix A. Technical results.

Lemma A.1 (Spectral function minimization). Let F = f ◦λ be a spectral function and let

X(t) := Ĉ−
1
2ϕA1→A2

(t)Ĉ−
1
2 = MΛtM>, where ϕA1→A2

(t) is the geodesic defined in Equation (2.3),

M = Ĉ−
1
2A

1
2
1 U , and Ĉ is full rank. Minimizing F

(
X(t)

)
over t is equivalent to finding t+ such

that:1

tr


V (t+)

(
df

dλ

∣∣∣∣∣
λ
(
X(t+)

)

)
V (t+)>MΛt

+

logm(Λ)M>


 = 0,

where V (t)Σ(t)V (t)> is an orthonormal eigendecomposition of X(t).

Proof. Notice that the generalized eigenvalues of the pencil
(
ϕA1→A2(t), Ĉ

)
are the eigenvalues

of X(t). Since this is an unconstrained minimization problem, the idea is to impose the following
condition:

dF
(
X(t)

)

dt

∣∣∣∣∣
X(t+)

= 0.

The difficulty here is that F
(
X(t)

)
= f ◦ λ ◦X(t), where X(t) is defined as in the present Lemma,

λ is the function that extracts the eigenvalues of a given matrix, and f is a mapping from these

1 df
dλ

is our shorthand notation for diag

(
df
dλ1

, . . . , df
dλn

)
.
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eigenvalues to R. Applying the chain rule and [30, Theorem 1.1], we obtain:

dF
(
X(t)

)

dt
= tr

(
V (t)

df

dλ

∣∣∣∣
λ
(
X(t)

) V >(t)
dX(t)

dt

)
,

where dX(t)
dt = MΛt logm(Λ)M>.

The next three proofs of results from Section 3 follow similar strategies. We first use Lemma A.1
for the corresponding spectral function in Remark 2.4, and then we derive the orthogonality condi-
tion.

Proof of Proposition 3.3. We start with (cf. Equation (2.6)):

f(λ1, . . . , λn) =

√√√√
n∑

k=1

log2 λk.

After omitting the square root, the derivative is:

df(λ)

dλk
=

2 logm

(
λk
(
X(t)

))

λk
(
X(t)

) =
(

2Σ−1(t) logm
(
Σ(t)

))
(k,k)

,

where Σ(t) is defined in the preceding Lemma A.1 .We have to find a t∗ such that:

(A.1)
dF
(
X(t)

)

dt

∣∣∣∣∣
X(t∗)

= 2 tr
(
V (t∗)Σ−1(t∗) logm

(
Σ(t∗)

)
V >(t∗)MΛt

∗
logm(Λ)M>

)
= 0.

Now, notice that by construction M>V (t)Σ−1(t) = Λ−tM−1V (t), and applying the cyclical prop-
erty of the trace:

tr
(
M−1V (t∗) logm

(
Σ(t∗)

)
V >(t∗)MΛt

∗
logm(Λ)Λ−t

∗
)

= 0.

Since diagonal matrices commute:

tr
(

logm
(
M−1V (t∗)Σ(t∗)V >(t∗)M

)
logm(Λ)

)
= 0.

After that, we obtain:
tr
(

logm(Λt
∗
M>M) logm(Λ)

)
= 0.

The first part of the proof (cf. Equation (A.2)) is concluded after realizing that by construction

M>M = U>A
1
2
1 Ĉ
−1A

1
2
1 U and:

(A.2) tr
(

logm(ZΛ−t
∗
) logm(Λ)

)
= 0.

Then note that Equation (3.1) can be rewritten as:

tr

(
logm

(
R

(
− t
∗

2

)
A
− 1

2
1 ĈA

− 1
2

1 R

(
− t
∗

2

))
logm

(
R

(
− t
∗

2

)
R(1 + t∗)R

(
− t
∗

2

)))
= 0,

which is equivalent to Equation (3.2).



24 MUSOLAS, SMITH, MARZOUK

Proof of Proposition 3.4. For reverse I-projection, we start with (cf. Equation (2.7)):

f(λ1, . . . , λn) =

n∑

k=1

λ−1
k + log λk − 1

2
.

Then:
df(λ)

dλk
= − 1

2λk
(
X(t)

)2 +
1

2λk
(
X(t)

) =
1

2

(
− Σ−2(t) + Σ−1(t)

)
(k,k)

.

Similarly to the previous case, now we have to find a t̂ such that:

tr
(
V (t̂)

(
− Σ−2(t̂) + Σ−1(t̂)

)
V >(t̂)MΛt̂ logm(Λ)M>

)
= 0.

Applying MΛtM> = V (t)Σ(t)V (t)> and the cyclical property of the trace, we obtain:

tr
(
−M−T logm(Λ)Λ−t̂M−1 + logm(Λ)

)
= 0.

The result follows after applying M = Ĉ−
1
2A

1
2
1 U , that is:

(A.3) tr
(
(ZΛ−t̂ − Id) logm(Λ)

)
= 0.

The orthogonality condition is obtained as in Proposition 3.3.

Proof of Proposition 3.5. For I-projection, we start with (cf. Equation (2.8)):

f(λ1, . . . , λn) =

n∑

k=1

λk − log λk − 1

2
.

Then:
df(λ)

dλk
=

1

2
− 1

2λk
(
X(t)

) =
1

2

(
Id−Σ−1(t)

)
(k,k)

.

Similarly to the previous case, now we have to find a ť such that:

tr
(
V (ť)

(
Id−Σ−1(ť)

)
V >(ť)MΛť logm(Λ)M>

)
= 0.

Applying MΛtM> = V (t)Σ(t)V (t)> and the cyclical property of the trace, we obtain:

tr
(
M>MΛť logm(Λ)− logm(Λ)

)
= 0.

The result follows after applying M = Ĉ−
1
2A

1
2
1 U , that is:

(A.4) tr
(
(ΛťZ−1 − Id) logm(Λ)

)
= 0.

The orthogonality condition is obtained as in Proposition 3.3.
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Lemma A.2 (Equivalence of likelihood maximization and reverse I-projection). Let

pY (· ; t) be a Gaussian density on Rn centered at zero, with covariance ϕA1→A2(t). Let y1, . . . , yq
iid∼

pY (· ; t̄) for some t̄ ∈ R, such that the sample covariance matrix Ĉ = 1
q

∑q
i=1 yiy

>
i is full rank.

Maximizing the log-likelihood
∑q
i=1 log pY (yi; t) with respect to t is equivalent to minimizing the KL

divergence DKL

(
N(0, Ĉ)

∥∥∥ N
(
0, ϕA1→A2(t)

))
.

Proof. Each observation yi has the following density:

pY (yi; t) =
1

(2π)n/2
√
|ϕA1→A2

(t)|
exp

(
−1

2
y>i ϕ

−1
A1→A2

(t)yi

)
.

The joint log-likelihood can be expressed as:

log

q∏

i=1

pY (yi; t) =

q∑

i=1

(
− logn/2 2π − 1

2
log |ϕA1→A2(t)| − 1

2
y>i ϕ

−1
A1→A2

(t)yi

)
.

Now notice that ϕA1→A2
(t) = A

1
2
1 UΛtU>A

1
2
1 , |ϕA1→A2

(t)| = |A1||Λt|, and ignore the constant
terms. Since this is an unconstrained and concave problem, the extremum t+ can be found by
setting the derivative of the function to zero, that is:

(A.5) q tr
(

logm(Λ)
)
−

q∑

i=1

y>i A
−1/2
1 UΛ−t

+

logm(Λ)U>A−1/2
1 yi = 0.

In matrix form, the above expression reads:

(A.6) tr
(
ĈA
− 1

2
1 UΛ−t

+

logm(Λ)U>A
− 1

2
1 − logm(Λ)

)
= 0.

The proof is concluded after realizing that the last expression is precisely Equation (A.3).

Lemma A.3 (Convexity of the distance function). The distance function d(ϕA1→A2(t), Ĉ)
is convex in t. Therefore, Problem 2.8 is an unconstrained convex minimization problem.

Proof. The strategy is to take the derivative of Equation (A.1) and realize that it is non-
negative:

dF
(
X(t)

)

dt
= 2 tr

(
logm(MΛtM>) logm(MΛM−1)

)
.

Recall that:

d logmX(t)

dt
=

∫ 1

0

(
(X(t)− Id)s+ Id

)−1
(
dX(t)

dt

)(
(X(t)− Id)s+ Id

)−1
ds.

Notice that in our case, X(t) = MΛtM> and:

dX(t)

dt
= MΛt logm(Λ)M>.

Performing an orthonormal eigendecomposition of the form X(t) = V (t)ΣV (t)>, the other main
part of the integrand reads:
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(
(X(t)− Id)s+ Id

)−1
=
((
V ΣV > − Id

)
s+ Id

)−1

= V
(
sΣ + Id(1− s)

)−1
V > := V JV >,

where for easy presentation, we omit the explicit dependence of V , Σ, and J on t. J is clearly
positive since Σ is and s ∈ [0, 1].

The second derivative can be expressed as:

d2F
(
X(t)

)

dt2
= 2

∫ 1

0

tr
(
V JV >MΛt logm(Λ)M>V JV >M logm(Λ)M−1

)
ds.

It suffices to show that the trace is positive for s ∈ [0, 1]. Using the equality V >MΛt = ΣV >M−T

from the eigendecomposition and the cyclical property of the trace:

d2F
(
X(t)

)

2dt2
=

∫ 1

0

tr
(
V JΣV >M−T logm(Λ)M>V JV >M logm(Λ)M−1

)
ds

= 2

∫ 1

0

tr
(
(JΣ)

1
2V >M−T logm(Λ)M>V J

1
2 J

1
2V >M logm(Λ)M−1V (JΣ)

1
2

)
ds

= 2

∫ 1

0

tr(KK>)ds > 0,

where K = (JΣ)
1
2V >M−T logm(Λ)M>V J

1
2 .

Lemma A.4 (Convexity of the KL divergence function). The following KL divergences

DKL

(
N(0, Ĉ)

∥∥∥ N
(
0, ϕA1→A2

(t)
))

and DKL

(
N
(
0, ϕA1→A2

(t)
) ∥∥∥ N(0, Ĉ)

)
are convex functions of

t. Therefore, Problems 2.6 and 2.7 are unconstrained convex minimization problems.

Proof. It suffices to evaluate the second derivative and conclude that it is always positive.
Taking derivatives of Equation (A.3), we obtain:

tr
(
ZΛ−t log2

m(Λ)
)
> 0, ∀t.

Similarly, taking derivatives of Equation (A.4), we obtain:

tr
(
ΛtZ−1 log2

m(Λ)
)
> 0, ∀t.

Proposition A.5 (Consistency with a perfect family). If the true covariance matrix A is
a member of the geodesic covariance family ϕA1→A2(t), natural projection of the sample covariance
matrix yields a consistent estimator of A.

Proof. Without loss of generality, let the observations (yi)
q
i=1 be zero-mean random vectors

drawn i.i.d. from a distribution with covariance matrix A, define the sample covariance matrix as
Âq := 1

q

∑q
i=1 yiy

>
i , and let A1 = A. The natural projection of Âq into ϕA1→A2

is denoted as

A∗q = ϕA1→A2
(t∗q), where t∗q = argmint d(ϕA1→A2

(t), Âq). Define Q̂q(t) := d
(
ϕA1→A2

(t), Âq
)

and

Q(t) := d
(
ϕA1→A2

(t), A
)
. By Lemma A.3 and Lemma 3.2, we have that Q(t) is uniquely minimized

at t = 0, which is clearly in the interior of (−∞,∞), and that Q̂q(t) is convex for any q. Now we

show that Q̂q(t) converges in probability to Q(t) for any t ∈ R:

lim
q→∞

P
(
|Qq(t)−Q(t)| > ε

)
≤ lim
q→∞

P
(
d(A, Âq) > ε

)
= lim
q→∞

P

(
n∑

k=1

log2 λ
(A,Âq)
k > ε2

)
p−→ 0,
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for any ε > 0, where the first step follows from the triangle inequality and the last follows from the
Marčenko-Pastur law [32], which gives the distribution of the eigenvalues of A−

1
2 ÂqA

− 1
2 and hence

the generalized eigenvalues λ
(A,Âq)
k , for sufficiently large n. Alternatively, for Gaussian yi, the final

limit holds at any n via [43, Theorem 7]. Invoking [36, Theorem 2.7], we then obtain t∗q
p−→ 0.

Since convergence in probability is preserved under continuous mappings, we also have A∗q
p−→ A.
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