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Abstract. We study reduced nematic equilibria on regular two-dimensional polygons with4
Dirichlet tangent boundary conditions, in a reduced two-dimensional Landau-de Gennes framework,5
discussing their relevance in the full three-dimensional framework too. We work at a fixed temper-6
ature and study the reduced stable equilibria in terms of the edge length, λ of the regular polygon,7
EK with K edges. We analytically compute a novel ”ring solution” in the λ→ 0 limit, with a unique8
point defect at the centre of the polygon for K 6= 4. The ring solution is unique. For sufficiently9
large λ, we deduce the existence of at least [K/2] classes of stable equilibria and numerically compute10
bifurcation diagrams for reduced equilibria on a pentagon and hexagon, as a function of λ2, thus11
illustrating the effects of geometry on the structure, locations and dimensionality of defects in this12
framework.13
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1. Introduction. Nematic liquid crystals (NLCs) are paradigm examples of soft17

orientationally ordered materials intermediate between solid and liquid phases of mat-18

ter, with a degree of long-range orientational order. The orientational order manifests19

as distinguished directions of molecular alignment leading to anisotropic mechanical,20

optical and rheological properties [1, 2]. NLCs are best known for their applications21

in the thriving liquid crystal display industry [3, 4] but they have tremendous poten-22

tial in nanoscience, biophysics and materials design, all of which rely on a systematic23

theoretical approach to the study of NLC equilibria and dynamics. Further, these24

theoretical approaches promise a suite of technical tools for related applications in25

the study of surface/interfacial phenomena, active matter, polymers, elastomers and26

colloid science [5, 6, 7, 8] and hence, have purpose beyond the specific field of NLCs.27

This paper focuses on certain specific questions about stable NLC textures in28

two-dimensional (2D) domains and these questions are within the broad remit of29

pattern formation in partially ordered media in confinement, with emphasis on the30

effects of geometry and boundary conditions without any external fields. The set-31

up is simple but can give excellent insight into the energetic and geometric origins32

of interior and boundary defects, stable and unstable patterns and deeper questions33

pertaining to how we can tune stability by tuning defects, how do we classify unstable34

states, the role of unstable states in the energy landscape and in the longer-term,35

how does a system select an unstable transient state during switching mechanisms36

between distinct stable NLC equilibria. These are fundamental theoretical questions37

at the interface of topology, analysis, modelling and scientific computation with deep-38

rooted implications for physics and materials engineering. In particular, with sweeping39

experimental advances in designing micropatterned surfaces, thin three-dimensional40
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(3D) geometries and 3D printing [9, 10], 2D studies are of practical value. In Section41

2, we review the reduced Landau-de Gennes approach for modelling nematic liquid42

crystals (see [11] and [12]), which has been used with success to describe the in-plane43

NLC profiles in 2D domains or thin 3D geometries. This approach assumes that the44

important structural details can be described by a 2D approach, and the structural45

details are invariant along the height of the thin 3D domain. As will be discussed46

below, these 2D predictions may also survive in 3D scenarios. For example, in [13],47

the planar radial and planar polar solutions in a 2D disc can also be extended to a48

3D cylinder with z-invariance and in [14], the authors show that the 2D WORS (Well49

Order Reconstruction Solution) also exists in a 3D well with a square cross-section.50

Of course, the 3D scenario is much richer and cannot be exhaustively described by51

a reduced 2D approach. In Section 3, we study the stable nematic equilibria for a52

reduced 2D problem on a regular polygon EK with K edges, in terms of the edge53

length, λ, of the polygon, keeping all other parameters fixed in the study. We first54

study the λ → 0 limit for which the reduced problem is a Dirichlet boundary value55

problem for the Laplace equation on a regular polygon. We use the Schwarz-Christoffel56

mapping to map a disc to a polygon, solve the corresponding boundary-value problem57

on a disc, study the limiting unique solution and its rotation/reflection symmetries58

analytically and label the limiting profile as the new Ring solution, which depends on59

the number of edges, K, of a regular polygon EK . In this limit, we can accurately60

capture the structure and location of the optical defect, which is mathematically61

identified with the zero set of the reduced solution.62

The optical defect of the ring solution has the profile of a−1/2 defect for a triangle,63

is a pair of mutually orthogonal lines for a square and has the profile of a +1-degree64

GL vortex for K > 4. In Section 3.2, we present some heuristics for the number of65

stable reduced equilibria in the λ → ∞ limit (analogous to Type II superconductors66

in the GL theory); a simple estimate shows that there are at least
(
K
2

)
stable states67

which can be analytically computed by solving an associated boundary-value problem68

for a scalar function.69

In Section 4, we use both sets of analytic results to compute initial conditions for70

numerical solvers and use continuation methods to numerically compute bifurcation71

diagrams for the reduced equilibria on a pentagon and a hexagon, as illustrative72

examples. These two examples highlight certain generic differences between polygons73

with even and odd numbers of sides. As K increases, we have at least [K/2] classes of74

stable equilibria, distinguished by the locations of a pair of fractional point defects.75

Each point defect is either pinned at or near a polygon vertex and the different stable76

states are generated by different defect locations. We do not have good estimates for77

the number of unstable states, but we do find BD solutions (see [15] for the origin of78

the name) in the cases of a pentagon and hexagon, which are unstable equilibria with79

approximate interior line defects or interior lines of low order. Numerically, when λ is80

small the BD solutions are index 1 saddle points of the reduced LdG energy that can81

connect stable equilibria. Whilst our numerical studies are not exhaustive, it is clear82

that the unstable states are also generated by the symmetries of the polygons and we83

can build a hierarchy of unstable states and their unstable directions by exploiting84

the geometry of the problem. As K → ∞, the number of stable states increases85

rapidly but the stability is closely connected to the curvature of the boundary. For86

a completely smooth boundary e.g. disc, we lose the rich solution landscape of EK87

with K large. In fact, for a disc, in the R → ∞ limit of large radius, we only have88

the planar polar equilibria featured by two interior nematic point defects along a disc89

diameter [16, 13] for appropriately defined boundary conditions. The number of edges,90
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the length of the polygon edge and the sharpness of the polygon vertices give us a91

diverse set of stable equilibria profiles and precise control on the number and location92

of defects for new experimental and theoretical studies. We present our conclusions93

in Section 5.94

2. Theoretical Framework. The LdG theory is a powerful continuum theory95

for nematic liquid crystals and describes the nematic state by a macroscopic order96

parameter–the LdG Q-tensor, which is a measure of nematic orientational order.97

Mathematically, the Q-tensor is a symmetric traceless 3×3 matrix i.e.98

Q ∈ S0 := {Q ∈M3×3 : Qij = Qji, Qii = 0}99

A Q-tensor is said to be (i) isotropic if Q = 0, (ii) uniaxial if Q has a pair of degenerate100

non-zero eigenvalues and (iii) biaxial if Q has three distinct eigenvalues [1]. A uniaxial101

Q-tensor can be written in terms of its “order parameter” and “director” as follows -102

Qu = s (n⊗ n− I/3) with I being the 3×3 identity matrix, s is real and n ∈ S2, a unit103

vector. The vector, n, is the eigenvector with the non-degenerate eigenvalue, known as104

the “director” and models the single preferred direction of uniaxial nematic alignment105

at every point in space [17, 1]. The scalar, s, is known as the order parameter, which106

measures the degree of orientational order about n.107

In the absence of surface energies, a particularly simple form of the LdG energy108

is given by109

(2.1) ILdG[Q] :=

∫
L

2
|∇Q|2 + fB (Q) dA,110

where111

(2.2) |∇Q|2 :=
∂Qij
∂rk

∂Qij
∂rk

, fB (Q) :=
A

2
trQ2 − B

3
trQ3 +

C

4

(
trQ2

)2
.112

The variable A = α (T − T ∗) is a rescaled temperature, α,L,B,C > 0 are material-113

dependent constants, and T ∗ is the characteristic nematic supercooling temperature.114

Further r := (x, y, z), trQ2 = QijQij and trQ3 = QijQjkQki for i, j, k = 1, 2, 3. The115

rescaled temperature A has three characteristic values:(i)A = 0, below which the iso-116

tropic phase Q = 0 loses stability, (ii) the nematic-isotropic transition temperature,117

A = B2/27C, at which fB is minimized by the isotropic phase and a continuum of118

uniaxial states with s = s+ = B/3C and n arbitrary, and (iii) the nematic superheat-119

ing temperature, A = B2/24C above which the isotropic state is the unique critical120

point of fB .121

For a given A < 0, let N := {Q ∈ S0 : Q = s+ (n⊗ n− I/3)} denote the set of122

minima of the bulk potential, fB with123

s+ :=
B +

√
B2 + 24|A|C

4C
124

and n ∈ S2 arbitrary. In particular, this set is relevant to our choice of Dirichlet125

conditions for boundary-value problems in what follows. The size of defect cores is126

typically inversely proportional to s+ for low temperatures A < 0. Following [18], we127

use MBBA as a representative NLC material and use its reported values for B and C128

to fix B = 0.64× 104N/m2 and C = 0.35× 104N/m2 throughout this manuscript.129

We use the one-constant approximation in (2.2), so that the elastic energy den-130

sity simply reduces to the Dirichlet energy density |∇Q|2. In general, the elastic en-131

ergy density has different contributions from different deformation modes e.g. splay,132
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twist and bend, and the elastic anisotropy can be strong for polymeric materials [19].133

However, the one-constant approximation assumes that all deformation modes have134

comparable energetic penalties i.e. equal elastic constants and this is a good approx-135

imation for some characteristic NLC materials such as MBBA [1],[20], which makes136

the mathematical analysis more tractable.137

We model nematic profiles on three-dimensional wells, whose cross section is a138

regular two-dimensional polygon Ω, in the limit of vanishing depth, building on a139

batch of papers on square and rectangular domains [21, 15, 14, 11]. More precisely,140

the domain is141

(2.3) B = Ω× [0, h] .142

Ω is a regular rescaled polygon, EK , for example E6 in Figure 1, with K edges,143

centered at the origin with vertices144

wk = (cos (2π (k − 1) /K) , sin (2π (k − 1) /K)) , k = 1, ...,K.145

We label the edges counterclockwise as C1, ..., CK , starting from (1, 0). We work in the146

h→ 0 limit i.e. the thin film limit. Informally speaking, we impose Dirichlet uniaxial147

tangent boundary conditions on the lateral surfaces, which require the corresponding148

uniaxial director, n, to be tangent to the lateral surfaces, and impose surface ener-149

gies, fs, on the top and bottom surfaces, which favour planar degenerate boundary150

conditions or equivalently constrain the nematic directors to be in the plane of the151

cross-section without a fixed direction. The Dirichlet conditions on the lateral sides152

are consistent with the tangent boundary conditions on the top and bottom surfaces.153

In the h→ 0 limit and for certain choices of the surface energies, we can rigorously154

justify the reduction from the three-dimensional domain B to the two-dimensional155

domain Ω in (2.3) [22]. Firstly, we non-dimensionalize the system as, r̄ =
(
x
λ ,

y
λ ,

z
h

)
,156

where λ is the edge length of the regular polygon. We impose a Dirichlet boundary157

condition, Qb, on the lateral surfaces, ∂Ω× [0, 1] and assume that:158

(2.4) Q (x, y, z) = Qb (x, y) for (x, y) ∈ ∂Ω, z ∈ (0, 1) and159

160

z is an eigenvector of Qb (x, y) for any (x, y) ∈ ∂Ω× (0, 1) .161

Then one can show (also see [15]) that in the σ = h
λ → 0 limit, minima of the162

Landau-de Gennes energy (2.1) subject to the boundary condition (2.4) converge163

(weakly in H1) to minima of the reduced functional164

(2.5) F0[Q] :=

∫
Ω

(
1

2
|∇x,yQ|2 +

λ2

L
fB (Q)

)
dA165

subject to the constraint that166

z is an eigenvector of Q (x, y) for any (x, y) ∈ Ω167

and to the boundary condition168

Q = Qb on ∂Ω.169

170
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Using the reasoning above, we restrict ourselves to Q-tensors with z as a fixed171

eigenvector (this utilises two degrees of freedom for the allowed eigenvectors) and172

study critical points or minima of (2.5) with three degrees of freedom as shown below.173

(2.6)
Q (x, y) = q1 (x, y) (x⊗ x− y ⊗ y) + q2 (x, y) (x⊗ y + y ⊗ x)

+ q3 (x, y) (2z⊗ z− x⊗ x− y ⊗ y)
174

where x = (1, 0, 0), y = (0, 1, 0) and z = (0, 0, 1). Informally speaking, q1 and q2175

measure the degree of “in-plane” order, q3 measures the “out-of-plane” order and Q176

is invariant in the z-direction. This constraint naturally excludes certain solutions177

such as the stable escaped (E) solution in a cylinder with large radius in [23], for178

which the z-invariance does not hold. In [14], the authors compute bounds for q3 as a179

function of the re-scaled temperature. In particular, they show that for A = −B
2

3C , q3180

is necessarily a constant so that critical points of the form (2.6) only have two degrees181

of freedom, which makes the mathematical analysis more tractable. For arbitrary182

A < 0, LdG critical points of the form (2.6), subject to the Dirichlet boundary183

condition Qb ∈ N , would have non-constant q3 profiles and whilst we conjecture184

that some qualitative solution properties are universal for A < 0, a non-constant q3185

profile would introduce new technical difficulties that would distract from the main186

message. A further benefit is that whilst we present our results in a 2D framework,187

these reduced critical points survive for all h > 0 (beyond the thin-film limit) although188

they may not be physically relevant or energy-minimizing outside the thin-film limit189

([21] and [15]).190

From [14], for A = −B2/3C, we necessarily have q3 = − B
6C and for all λ > 0, the191

study of Q in (2.6) is reduced to a symmetric, traceless 2× 2 matrix P given below -192

P =

(
P11 P12

P12 −P11

)
.193

The relation between Q and P is194

(2.7) Q =

 P (r) + B
6C I2

0
0

0 0 −B/3C

 .195

Therefore, the energy in (2.5) is reduced to196

(2.8) F [P ] :=

∫
Ω

1

2
|∇P |2 +

λ2

L

(
−B

2

4C
trP2 +

C

4

(
trP2

)2)
dA,197

and the corresponding Euler-Lagrange equations are198

(2.9)

∆P11 =
2Cλ2

L

(
P 2

11 + P 2
12 −

B2

4C2

)
P11,

∆P12 =
2Cλ2

L

(
P 2

11 + P 2
12 −

B2

4C2

)
P12.

199

We can also write P in terms of an order parameter s and an angle γ as shown below200

-201

(2.10) P = 2s

(
n⊗ n− 1

2
I2

)
,202
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C 1

C 2

C 3

C 4

C 5

C 6
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w5 w6
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w3

Fig. 1: The regular rescaled hexagon domain E6.

where n = (cos γ, sin γ)
T

and I2 is the 2× 2 identity matrix. so that203

P11 = s cos (2γ) , P12 = s sin (2γ) .204

We briefly remark on the biaxiality parameter, β(Q) = 1 − 6 tr(Q
3)2

tr(Q2)3 [24], where205

β(Q) ∈ [0, 1] and β(Q) = 0 for the uniaxial case. We can recover biaxiality in this206

reduced framework by using the relation between P and Q in (2.7). When P = 0,207

the eigenvalues of Q are (B/6C,B/6C,−B/3C) and β(Q) = 0 i.e. the nodal set of P208

defines a uniaxial set of Q with negative order parameter.209

Next, we specify Dirichlet boundary conditions for P on ∂EK . We work with210

tangent boundary condition on ∂EK which requires n in (2.10) to be tangent to the211

edges of EK , constraining the values of γ on ∂EK . However, there is a necessary212

mismatch at the corners/vertices. We define the distance between a point on the213

boundary and the vertices as214

dist (w) = min{||w − wk||2, k = 1, ...,K}, w on ∂EK .215

We define the Dirichlet boundary condition P = Pb on the segments of edges, far216

from the corners, as217

(2.11)

P11b (w) = αk = − B

2C
cos

(
(2k − 1) 2π

K

)
, dist (w) > ε,w on ∂EK ,

P12b (w) = βk = − B

2C
sin

(
(2k − 1) 2π

K

)
, dist (w) > ε,w on ∂EK ,

218

where 0 < ε� 1/2 is the size of mismatch region. Recalling Qb in (2.4), we have219

Qb = Pb −
B

6C
(2z⊗ z− x⊗ x− y ⊗ y)220

which defines a Dirichlet uniaxial boundary condition, β(Qb) = 0, that is a minimizer221

of the bulk potential fB in (2.2). At each vertex, we set Pb to be equal to the222

average of the two constant values on the two intersecting edges at the vertex under223

consideration. On the ε-neighbourhood of the vertices, we linearly interpolate between224

the constant values in (2.11) and the average value at the vertex and for ε sufficiently225

small, the choice of the interpolation does not change the qualitative solution profiles.226

In the next sections, we study minima of (2.8) as a function of λ, using a combination227

of analytic and numerical tools, with the hexagon as an illustrative example.228
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3. Distinguished Limits. There is one parameter in the reduced energy (2.8)229

proportional to230

λ̄2 =
2Cλ2

L
,231

which is effectively the square of the ratio of two length scales, λ and
√

L
C . Since232

we work at a fixed temperature, A = −B
2

3C and we treat B, C,L to be fixed material233

dependent constants, it is clear that L
C is proportional to ξ2 = L

|A| , where ξ is a234

material-dependent and temperature-dependent characteristic length scale [11]. The235

length scale, ξ, is often referred to as the nematic correlation length and is typically236

associated with defect core sizes. The nematic correlation length is typically in the237

range of a few tens to hundreds of nanometers [17].238

We study two distinguished limits analytically in what follows - the λ̄ → 0 limit239

is relevant for nano-scale domains Ω, and the λ̄→∞ limit, which is the macroscopic240

limit relevant for micron-scale or larger cross-sections Ω. We present rigorous results241

for limiting problems below but our numerical simulations show that the limiting242

results are valid for non-zero but sufficiently small λ̄ (or even experimentally accessible243

nano-scale geometries depending on parameter values) and sufficiently large but finite244

λ̄ too. In other words, these limiting results are of potential practical value too. We245

treat C and L as fixed constants in this manuscript and hence, the λ̄→ 0 and λ̄→∞246

limits are equivalent to the λ → 0 and λ → ∞ limits respectively. In the following,247

we drop the bar over λ for brevity.248

3.1. The λ → 0 Limit. We can use Lemma 8.2 of [25] to deduce that there249

exists a λ0 (B,C,L) > 0 such that, for any λ < λ0 (B,C,L), the system (2.9) has a250

unique solution which is the unique minimizer of the reduced energy in (2.8).251

In [11] and [21], the authors report the Well Order Reconstruction Solution252

(WORS) on a square domain, for all λ > 0. The WORS is represented by a Q-253

tensor of the form254

QWORS = q (x⊗ x− y ⊗ y)− B

6C
(2z⊗ z− x⊗ x− y ⊗ y)255

where q is a scalar function such that q = 0 along the square diagonals. Mathemat-256

ically speaking, this implies that the QWORS is strictly uniaxial with negative order257

parameter along the square diagonals which would manifest as a pair of orthogonal258

defect lines in experiments. The WORS is globally stable for small λ and loses stabil-259

ity as λ increases. Numerical experiments suggest that the WORS acts as a transition260

state between experimentally observable equilibria for large λ.261

It is natural to study the counterparts of the WORS on arbitrary regular two-262

dimensional polygons, EK , and in particular study the zero set of the corresponding263

P matrix in (2.7). Namely, is the zero set of P a set of intersecting lines as in the264

WORS or it is a lower-dimensional set of discrete or unique points? We address this265

question below by means of an explicit analysis of the limiting problem with λ = 0.266

We define the limiting problem for λ = 0 to be267

(3.1)
∆P 0

11 = 0, ∆P 0
12 = 0, on Ω,

P 0
11 = P11b, P

0
12 = P12b, on ∂Ω.

268

We can adapt methods from [26] and from Proposition 3.1 of [27], we have that269

minima,
(
Pλ11, P

λ
12

)
, of (2.8) subject to the fixed boundary conditions Pb in (2.11) (for270
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Fig. 2: Schwarz-Christoffel mapping f from a unit disc to a regular hexagon and
inverse mapping f−1 from a regular hexagon to a unit disc.

ε sufficiently small) converge uniformly to the unique solution
(
P 0

11, P
0
12

)
of (3.1) as271

λ→ 0 i.e.272

(3.2) |Pλ11 − P 0
11|∞ ≤ Cλ2, |Pλ12 − P 0

12|∞ ≤ Cλ2,273

for C independent of λ. Therefore, in the λ → 0 limit, it suffices to study the274

boundary-value problem for the Laplace equation in (3.1) on regular polygons.275

3.1.1. Solving Laplace equation with Dirichlet boundary conditions on276

a regular polygon domain. Our strategy is to map the Dirichlet boundary-value277

problem (3.1) on Ω = EK (a regular polygon with K edges) to an associated Dirichlet278

boundary-value problem on the unit disc D in Figure 2, for which the solution can279

be easily computed by the Poisson Integral [28]. In complex analysis, a Schwarz-280

Christoffel mapping is a conformal transformation, f : D → EK of the disc (upper281

half-plane) onto the interior of any simple polygon (the boundary of the polygon282

does not cross itself) [29], such that f (D) = EK . Let w = f (z). We require that283

f (zk) = wk = ei2π(k−1)/K , f (0, 0) = (0, 0) and f−1 (w1) = z1 = (1, 0). Then284

zk = ei2π(k−1)/K and exterior angles of the EK along Ck−1 and Ck are αk = 2π
K , for285

k = 1, ...,K. The Schwarz-Christoffel mapping is uniquely determined as [30]286

f (z) = C1 (K)

∫ z

0

1

(1− xK)
2/K

dx287

with288

C1 (K) =
Γ (1− 1/K)

Γ (1 + 1/K) Γ (1− 2/K)
.289

The Taylor series representation of f (z) is290

w = f (z) = C1 (K)

∞∑
n=0

(
n− 1 + 2/K

n

)
z1+nK

1 + nK
.291

The inverse of a conformal mapping, f , is also a conformal mapping, f−1. The con-292

formal mapping, f , from a unit disc onto a regular hexagon and the inverse mapping,293

f−1, from a regular hexagon to a unit disc, as example, is shown in Figure 2. One294
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can check that f maps the circle, ∂D, onto the polygon boundary, ∂EK = f (∂D).295

We define the disc boundary segments as296

Dk := {z = eiθ, 2π (k − 1) /K ≤ θ < 2πk/K}, k = 1, ...,K.297

Then we can check that298

f (Dk) = Ck, f
(
ρeπki/K

)
= λeπki/K , k = 1, ...,K,299

where Ck is the k-th edge of EK and the last relation comes from300

f
(
ρeπki/K

)
= C1 (K)

∞∑
n=0

(
n− 1 + 2/K

n

)
eπki/Kenkiπ

1 + nK
301

= eπki/KC1 (K)

∞∑
n=0

(
n− 1 + 2/K

n

)
(−1)

nk

1 + nK
302

= λeπki/K ,303304

since C1 (K) is real. f is well defined on D and analytic in D/ {z1, ..., zK}, whereas305

it is not smooth at z1, ...zK because there is a jump of arg 1
(x−zk)αk/π

[29]. f can be306

extended continuously to D at each zk.307

In complex analysis, let u : U → R be a harmonic function in a neighborhood of308

the closed disc D (0, 1), then for any point z0 = ρeiφ in the open disc D (0, 1),309

u
(
ρeiφ

)
=

1

2π

∫ 2π

0

u
(
eiθ
) 1− ρ2

1− 2ρ cos (θ − φ) + ρ2
dθ.310

If the Dirichlet boundary condition is piecewise constant (as in our case with ε = 0)311

on the segments Dk,312

(3.3) u
(
ρeiφ

)
=

1

2π

K∑
k=1

∫
Dk

dk
1− ρ2

1− 2ρ cos (θ − φ) + ρ2
dθ =

1

π

K∑
k=1

dkSk
(
ρeiφ

)
,313

where dk is the constant boundary value on Ck and Dk. To calculate Sk, we need to314

compute the integral315

(3.4) I =

∫
1

1 + ρ2 − 2ρ cosx
dx.316

Using a change of variable t = tan x
2 , we find that317

I =

∫
1

1 + ρ2 − 2ρ ((1− t2)/(1 + t2))

2dt

1 + t2
=

2

1− ρ2

(
arctan

(
1 + ρ

1− ρ
tan

x

2

)
+ const

)
318

If the angle 2π (k − 1) /K − φ ≤ (2n+ 1)π < 2πk/K − φ, n ∈ Z, k = 1, ...,K,319

Sk =
∫ 2πk/K

2π(k−1)/K
is an improper integral [31] and320

(3.5)

Sk
(
ρeiφ

)
=

1− ρ2

2

(
I|x=2πk/K−φ − I|x→(2n+1)π+

+I|x→(2n+1)π− − I|x=2π(k−1)/K−φ
)

= arctan

(
1 + ρ

1− ρ
tan

2πk/K − φ
2

)
− arctan

(
1 + ρ

1− ρ
tan

2π (k − 1) /K − φ
2

)
+ π

321
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otherwise,322

(3.6)
Sk
(
ρeiφ

)
=

1− ρ2

2

(
I|x=2πk/K−φ − I|x=2π(k−1)/K+φ

)
= arctan

(
1 + ρ

1− ρ
tan

2πk/K − φ
2

)
− arctan

(
1 + ρ

1− ρ
tan

2π (k − 1) /K − φ
2

)323

Equation (3.3) is Poisson Integral on unit disc and u (z) is a harmonic function of324

z on the unit disc D. If we consider the conformal mapping, z = f−1 (w), then325

U (w) = u
(
f−1 (w)

)
is a harmonic function of w on EK , subject to specified Dirichlet326

conditions on the edges CK of EK . The proof can be found in Proposition 6.1 of [32].327

3.1.2. Ring Solutions for λ = 0. We can use the Poisson formula in Equa-328

tion (3.3) to explicitly compute the solution of the boundary-value problem (3.1).329

In the ε → 0 limit, the solution of (3.1) converges uniformly to the solution of the330

boundary-value problem below, with piecewise constant boundary conditions331

(3.7)

∆P11 (r) = 0, r ∈ EK ,
∆P12 (r) = 0, r ∈ EK ,

P11 (r) = αk = − B

2C
cos ((2k − 1) 2π/K) , r on Ck, k = 1, ...,K.

P12 (r) = βk = − B

2C
sin ((2k − 1) 2π/K) , r on Ck, k = 1, ...,K.

332

For simplicity, we focus on the boundary-value problem, (3.7) with piecewise constant333

boundary conditions.334

Proposition 3.1. Let (P11, P12) be the unique solution of (3.7) and let335

(3.8) GK := {S ∈ O (2) : SEK ∈ EK},336

be a set of symmetries consisting of K rotations by angles 2πk/K for k = 1, ...,K and337

K reflections about the symmetry axes (φ = πk/K, k = 1, ...,K) of the polygon EK .338

P 2
11 + P 2

12 is invariant under GK . If (P11, P12) 6= (0, 0), then (P11,P12)√
P 2

11+P 2
12

undergoes339

a reflection about the symmetry axes of the polygon and rotates by 4πk/K under340

rotations of angle 2πk/K for k = 1, ...,K.341

Proof. For convenience, we extend the definition of Sk, αk, βk, k = 1, ...,K, to342

k ∈ Z and use the periodicity of tan, cos and sin to define343

(3.9) Sk+nK = Sk, αk+nK = αk, βk+nK = βk, n ∈ Z.344

From the definitions in (3.5) and (3.6),345

Sj

(
ρeiφ+2πki/K

)
= Sj−k

(
ρeiφ

)
,(3.10)346

Sj
(
ρe−iφ

)
= S1−j

(
ρeiφ

)
, j ∈ Z, k ∈ Z,(3.11)347348

and from the definition of αk and βk in 3.7, we have349

(3.12)

αj+k = αj cos

(
4πk

K

)
− βj sin

(
4πk

K

)
,

βj+k = βj cos

(
4πk

K

)
+ αj sin

(
4πk

K

)
, j ∈ Z, k ∈ Z

350
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and351

(3.13) αj = α1−j ; βj = −β1−j , j ∈ Z.352

Let (p11, p12) be the solution of the Laplace equation on the unit disc, subject to the353

boundary conditions, p11 = αk and p12 = βk on the disc segment Dk. From (3.3),354

(3.10) and (3.12), we have355

p11

(
ρeiφ+2πki/K

)
=

1

π

K∑
j=1

αjSj

(
ρeiφ+2πki/K

)
=

1

π

K−k∑
j=1−k

αj+kSj
(
ρeiφ

)
356

=
1

π

K∑
j=1

αjSj
(
ρeiφ

)
cos

(
4πk

K

)
− 1

π

K∑
j=1

βjSj
(
ρeiφ

)
sin

(
4πk

K

)
357

= p11

(
ρeiφ

)
cos

(
4πk

K

)
− p12

(
ρeiφ

)
sin

(
4πk

K

)
.(3.14)358

Here, we use (3.9) to manipulate the limits of the summation above. Similarly,359

p12

(
ρeiφ+2πki/K

)
= p12

(
ρeiφ

)
cos

(
4πk

K

)
+ p11

(
ρeiφ

)
sin

(
4πk

K

)
.(3.15)360

We can use (3.14) and (3.15) to check that p2
11 + p2

12 = s2 is invariant under rotations361

by multiples of 2πk/K and (p11,p12)√
p211+p212

rotates by 4πk/K under rotations by 2πk/K,362

k = 1, ...,K. Similarly, we can use (3.3), (3.13) and (3.11) to show that363

p11

(
ρe−iφ

)
=

1

π

K∑
j=1

αjSj
(
ρe−iφ

)
=

1

π

K∑
j=1

αjS1−j
(
ρeiφ

)
364

=
1

π

K∑
j=1

αjSj
(
ρeiφ

)
= p11

(
ρeiφ

)
(3.16)365

and using analogous arguments,366

p12

(
ρe−iφ

)
= −p12

(
ρeiφ

)
.(3.17)367

We can use (3.14), (3.15), (3.16) and (3.17) to obtain the relation368

p11

(
ρekπi/K−φi

)
= p11

(
ρe−kπi/K+φi

)
= p11

(
ρekπi/K+φi−2kπi/K

)
369

= p11

(
ρekπi/K+φi

)
cos

(
−4kπ

K

)
− p12

(
ρekπi/K+φi

)
sin

(
−4kπ

K

)
370

= p11

(
ρekπi/K+φi

)
cos

(
4kπ

K

)
+ p12

(
ρekπi/K+φi

)
sin

(
4kπ

K

)
.371

and using analogous arguments,372

p12

(
ρekπi/K−φi

)
= = −p12

(
ρekπi/K+φi

)
cos

(
4kπ

K

)
+ p11

(
ρekπi/K+φi

)
sin

(
4kπ

K

)
.373

Thus, p2
11 + p2

12 = s2 is invariant under reflection about φ = kπi/K, k = 1, ...,K and374
(p11,p12)√
p211+p212

is reflected across φ = kπi/K, k = 1, ...,K. Since f is a conformal mapping,375
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it preserves rotation symmetry and reflection symmetry,376

f
(
ρeiφe2πik/K

)
= f

(
ρeiφ

)
e2πik/K ,

f
(
ρe−iφ

)
= f (ρeiφ),

377

We have P11 (w) = p11

(
f−1 (w)

)
and P12 (w) = p12

(
f−1 (w)

)
for w ∈ EK , P 2

11 + P 2
12378

is invariant under the symmetries in the set GK and the vector, (P11,P12)√
P 2

11+P 2
12

, is reflected379

about the symmetry axes of the polygon and rotates by 4πk/K under rotations of380

2πk/K for k = 1, ...,K.381

Proposition 3.2. Let PR = (P11, P12) be the unique solution of the boundary-382

value problem (3.7). Then P11 (0, 0) = 0, P12 (0, 0) = 0 at the centre of all regular383

polygons, EK . However, PR (x, y) 6= (0, 0) for (x, y) 6= (0, 0), for all EK with K 6= 4384

i.e. the WORS is a special case of PR on E4 such that PR = (0, 0) on the square385

diagonals. For K 6= 4, the origin is the unique zero of the unique solution PR, referred386

to as the “ring solution” in the rest of the paper.387

Proof. We set ρ = 0 in (3.3) to compute (P11, P12) (0, 0) = (p11, p12)
(
f−1 (0, 0)

)
388

as shown below, recalling that f (0, 0) = (0, 0) i.e.389

p11 (0, 0)=
1

2π

K∑
k=1

αk

∫
Dk

dθ =
1

K

K∑
k=1

αk390

= − B

2KC

K∑
k=1

cos ((2k − 1) 2π/K)391

= − B

2KC

K∑
k=1

sin ((2k − 1) 2π/K + 2π/K)− sin ((2k − 1) 2π/K − 2π/K)

2 sin (2π/K)
392

= − B

4KC sin (2π/K)

K∑
k=1

sin (4πk/K)− sin (4π (k − 1) /K) = 0393

and similarly, p12 (0, 0) = 0. Hence, we have P11 (0, 0) = P12 (0, 0) = 0 for any regular394

polygon, since (0, 0) is a fixed point of the mapping f .395

Set x = 1+ρ
1−ρ . For a fixed φ = φ∗, if ∂p11

∂x ≡ 0 for any x ≥ 1, p11 ≡ 0 on φ = φ∗.396

Otherwise, if ∂p11∂x > 0 (< 0) for any x > 1, p11 = 0 only at the center. Recalling (3.3),397

we have398

p11(ρeiφ) =

K∑
k=1

1

π
αkSk(ρeiφ)399

=
B

2πC

K∑
k=1

arctan (x tan (πk/K − φ/2))

(
cos

2π (2k + 1)

K
− cos

2π (2k − 1)

K

)
+ αk∗400

= − B

πC
sin

2π

K

K∑
k=1

arctan (x tan (πk/K − φ/2))

(
sin

4πk

K

)
+ αk∗401

where αk∗ is the boundary value on the segment for which Sk is an improper integral402

(3.5) i.e. 2π (k∗ − 1) /K ≤ φ+ (2n+ 1)π < 2πk∗/K,n ∈ Z. From Proposition 3.1, it403
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suffices to focus on the sector 0 ≤ φ ≤ π
K . Next, we define404

Khalf =

{
K−1

2 , K is odd,
K
2 − 1, K is even,

405

and compute406

∂p11

∂x
= − B

πC
sin

2π

K

K∑
k=1

tan (πk/K − φ/2)

1 + tan2 (πk/K − φ/2)x2
sin (4πk/K)407

= − B

2πC
sin

2π

K

Khalf∑
k=1

(
sin (2πk/K − φ)

1 + (x2 − 1) sin2 (πk/K − φ/2)
408

+
sin (2πk/K + φ)

1 + (x2 − 1) sin2 (πk/K + φ/2)

)
sin (4πk/K) .409

When x = 1, i.e., ρ = 0, we obtain410

∂p11

∂x

∣∣∣∣
x=1

= − B

2πC
sin

2π

K

Khalf∑
k=1

(sin (2πk/K − φ) + sin (2πk/K + φ)) sin (4πk/K)411

=
B

2πC
sin

2π

K
cos (φ)

Khalf∑
k=1

(cos (6πk/K)− cos (2πk/K)) .(3.18)412

It is relatively straightforward to check using (3.18) that for x = 1,413

∂p11

∂x
=

{
0, K ∈ Z, K > 3;
3
√

3B
8πC cosφ, K = 3.

414

We can use (3.18) to study the sign of ∂p11
∂x

∣∣∣
x>1

as shown below. When x > 1, K = 3,415

0 ≤ φ ≤ π/3, we have416

∂p11

∂x
=417

− B

2πC
sin

2π

3

(
sin (2π/3− φ)

1 + (x2 − 1) sin2 (π/3− φ/2)
+

sin (2π/3 + φ)

1 + (x2 − 1) sin2 (π/3 + φ/2)

)
sin (4π/3)418

> − B

2πC
sin

2π

3
(sin (2π/3− φ) + sin (2π/3 + φ)) sin (4π/3) /x2

419

=
∂p11

∂x

∣∣∣∣
x=1

/x2 =
3
√

3B

8πC

cosφ

x2
> 0.420

For K = 4, for any x > 1, 0 ≤ φ ≤ π/4,421

∂p11

∂x
= − B

2πC
sin

π

2

(
sin (π/2− φ)

1 + (x2 − 1) sin2 (π/4− φ/2)
+

sin (π/2 + φ)

1 + (x2 − 1) sin2 (π/4 + φ/2)

)
sin (π)422

= 0423
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Otherwise, for K ∈ Z, K > 4, x > 1, we have424

∂p11

∂x
< − B

2πC
sin

2π

K

Khalf∑
k=1

(
sin (2πk/K − φ)

1 + (x2 − 1) sin2 (θ∗)
+

sin (2πk/K + φ)

1 + (x2 − 1) sin2 (θ∗)

)
sin (4πk/K)425

=
∂p11

∂x

∣∣∣∣
x=1

/
(
cos2 (θ∗) + x2 sin2 (θ∗)

)
= 0,426

where427

θ∗ =


π
4 −

π
2K , K mod 4 = 0;

π
4 + π

4K , K mod 4 = 1;
π
4 , K mod 4 = 2;
π
4 −

π
4K , K mod 4 = 3.

428

Therefore when x > 1, 0 ≤ φ ≤ π/K429

∂p11

∂x


> 0, K = 3;

= 0, K = 4;

< 0, K ∈ Z, K > 4;

430

and by the symmetry results in Proposition 3.1, we have that ∂p11
∂x is non-zero for431

x > 1, K 6= 4 for any regular polygon EK . So p11 = 0 everywhere for the square432

domain and for K 6= 4, p11 only vanishes at the origin. For any K ≥ 3, when φ = 0,433

p12(ρ) =

K∑
k=1

1

π
βkSk(ρ) =

B

πC
sin

2π

K

Khalf∑
k=1

{
arctan

(
1 + ρ

1− ρ
tan (πk/K)

)
cos

4πk

K

+ arctan

(
1 + ρ

1− ρ
tan (π (K − k) /K)

)
cos

4π (K − k)

K

}
+ βk∗

= 0.

434

This when combined with the properties of p11 proven above, suffices to show that the435

ring solution PR = (P11, P22) (w) = (p11, p22)
(
f−1 (w)

)
vanishes along the diagonals,436

φ = 0 and φ = π
2 , for a square E4. For K 6= 4, we have P11 6= 0 for w 6= (0, 0) and437

hence the origin is the unique zero of the associated ring solution.438

Remark: We briefly remark on the equivalence of PR for E4 and the WORS analysed439

in [21]. The WORS is defined in a square domain with edges parallel to the x and y-440

axis respectively, and hence, the eigenvectors are x, y and z respectively. The WORS441

belongs to a class of LdG equilibria of the form442

Q = q1 (x⊗ x− y ⊗ y) + q2 (x⊗ y + y ⊗ x)− B

6C
(2z⊗ z− x⊗ x− y ⊗ y)443

at A = −B
2

3C , and the WORS has q2 identically zero everywhere. In Proposition 3.2,444

we rotate the square by 45 degrees, so that (q1, q2) are related to PR by445

(3.19)

(
q1 q2

q2 −q1

)
(r) = SPR(ST r)ST =

(
−P12 P11

P11 P12

)
(ST r)446
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8.4e-01

0.0e+00

0.5

Fig. 3: Solutions
(
P 0

11, P
0
12

)
of (3.7) when K = 3, 4, 5, 6 in regular triangle,

square, pentagon, hexagon domain and K → ∞ in disc domain. The vector(
cos
(
arctan

(
P 0

12/P
0
11

)
/2
)
, sin

(
arctan

(
P 0

12/P
0
11

)
/2
))

is represented by white lines

and the order parameter
(
s0
)2

=
(
P 0

11

)2
+
(
P 0

12

)2
is represented by color from

blue to red. The maximum of (s0)2 on boundary is
(
B
2C

)2 ≈ 0.84, with constant
B = 0.64× 104N/m2 and C = 0.35× 104N/m2.

8.4e-01

0.0e+00

0.5

Fig. 4: Two symmetric critical points of (2.8) with multiple interior zeros when λ2 =
1500.

where S is the corresponding rotation matrix. Hence, q2 = 0 in [21] translates to447

P11 = 0 in Proposition 3.2.448

449

With Proposition 3.2, we address the question raised at the beginning of this450

section. The Ring solution, PR, is the unique solution of the limiting problem (3.1)451

and provides an excellent approximation to global minima of the reduced energy (2.8)452

for λ sufficiently small, for all EK with K ≥ 3 (see error estimates in (3.2)). The453

square, E4 is special since the eigenvectors of the associated PR are constant in space454

and PR vanishes along the square diagonals. For K 6= 4, PR has a unique isotropic455

point at the origin and is referred to as the ring solution, since for K > 4, the director456

profile (the profile of the leading eigenvector of PR with the largest positive eigenvalue)457

follows the profile of a +1-vortex located at the centre of the polygon. In Figure 3,458

we numerically plot the ring configuration for a triangle, square, pentagon, hexagon459

and a disc. For K = 3, the isotropic point at the centre of the equilateral triangle460

resembles a −1/2 nematic point defect. This is a very interesting example of the effect461

of geometry on solutions with profound optical and experimental implications.462

Following Lemma 6.1 in [21], we can prove that for any λ > 0, there exists a463

critical point Ps ∈ C2 (EK)∩C0
(
EK
)

of (2.8) which satisfies the boundary condition464

Ps = Pb on ∂EK , in the class Asym = {P ∈ A ; P(r) = SP(ST r)ST , S ∈ GK}, where465

GK = {S ∈ O(2) : SEK ∈ EK}, and Ps (0, 0) = 0. We refer to these critical points as466

“symmetric critical points”. The ring solution, PR is a special example of a symmetric467

critical point at λ = 0. However, we numerically find symmetric critical points with468

the zero at the origin and multiple interior zeroes, as illustrated on a hexagon, E6 in469
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1.3e-03

0

-1.3e-03 -1.7e-18

0

1.7e-18
8.3e-04

-8.3e-04

0

9.9e-04

-9.9e-04

0

3.3e-07

-3.3e-07

0

Fig. 5: P 1
11P

0
12−P 1

12P
0
11 = s0s1 sin

(
2γ0 − 2γ1

)
for regular triangle, square, pentagon,

hexagon and disc.

Figure 4. These critical points, Pc, with multiple zeroes are unstable critical points470

of (2.8) in the sense that the associated second variation of the reduced energy471

(3.20) ∂2Fλ[η] =

∫
EK

|∇η|2 +
λ2

4

(
|Pc|2 −

B2

2C2

)
|η|2 +

λ2

2
(Pc · η)

2
472

has negative eigenvalue, where η is an arbitrary symmetric, traceless 2 × 2 matrix473

vanishing on ∂EK . In fact, in [21], the authors prove that for the WORS, the smallest474

eigenvalue of (3.20) is strictly decreasing with λ. We refer to the unique minimizer475

of (2.8) for sufficiently small λ as being “ring-like” since they are uniformly close to476

PR from the error estimates in (3.2). By analogy with the work in [21], we expect477

the smallest eigenvalue of the second variation of the reduced energy in (3.20) about478

the ring-like solutions, to be a decreasing function of λ, so that the ring-like solution479

branch is globally stable for small λ and is unstable for large λ.480

Whilst PR has been discussed in a strictly two-dimensional setting, it is worth481

pointing out the 3D relevance of the ring solution. In [14], the authors prove that the482

WORS is the global LdG energy minimizer on three-dimensional wells with a square483

cross-section, for λ sufficiently small and for all choices of the well height, with at484

least two different choices of boundary conditions on the top and bottom surfaces of485

the well. The same remarks apply to the ring solution, PR, for three-dimensional486

wells that have EK as their cross-section. In other words, PR is a physically relevant487

approximation to global LdG minima on three-dimensional wells with a regular poly-488

gon cross-section, for λ sufficiently small, independently of well height. Further, as λ489

increases, the authors report novel mixed solutions on three-dimensional wells with a490

square cross-section that exhibit the WORS profile at the centre of the well. Using491

similar reasoning, we expect ring-like solutions to lose stability as λ increases on three-492

dimensional wells with EK as their cross-section. However, they may be observable in493

mixed solutions, making them of relevance in the large λ-regime too. Finally, we nu-494

merically check how well PR approximates solutions of the nonlinear system (2.9) for495

small λ. We use FEniCS package [33] to solve the Laplace equation for PR with Dirich-496

let boundary conditions. We set the boundary value at the vertices to be the average497

of the two constant values on the intersecting edges at the vertex in question. We use498

standard FEM (Finite Element Methods) and the Newton’s method to solve the non-499

linear system (2.9) for small λ. In Figure 5, we consider P1 as the numerical solution500

of (2.9) with λ2 = 1 and P0 as the numerically computed ring solution with λ2 = 0. In501

Figure 5, we plot P 1
11P

0
12−P 1

12P
0
11 = s0s1 sin

(
2γ0 − 2γ1

)
for a regular triangle, square,502

pentagon, hexagon and disc respectively, where
(
P 0

11, P
0
12

)
= s0

(
cos 2γ0, sin 2γ0

)
and503 (

P 1
11, P

1
12

)
= s1

(
cos 2γ1, sin 2γ1

)
. The color bars show that the maximum difference504

for a triangle, pentagon and hexagon is about 1e−3, however the difference for square505

and disc is much lower, 1.7e − 18 and 3.3e − 7 respectively. This is simply because506
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Fig. 6: |P 1|2/2 − |P 0|2/2 =
(
s1
)2 − (s0

)2
for regular triangle, square, pentagon,

hexagon and disc.

8.4e-01

0.0e+00

0.5

Fig. 7: The solutions of (3.7) with corresponding tangential boundary condition in
isosceles triangles domain with the top angle 1200, 900, 750 and 600 respectively. The
vector

(
cos
(
arctan

(
P 0

12/P
0
11

)
/2
)
, sin

(
arctan

(
P 0

12/P
0
11

)
/2
))

is represented by white

lines and the order parameter
(
s0
)2

=
(
P 0

11

)2
+
(
P 0

12

)2
is represented by color from

blue to red.

the eigenvectors of P1 and P0 are the same on a square and a disc i.e. for a square,507

the eigenvectors are x and y respectively whereas the eigenvectors are the radial unit-508

vector and the azimuthal unit-vector on a disc for any λ[21, 34]. The eigenvectors509

do change with λ on EK for K 6= 4 and this explains the larger error for K 6= 4510

noted above. We also plot (s1)2 − (s0)2 for a regular triangle, square, pentagon,511

hexagon and disc in Figure 6 and the differences are within 1e− 2. These numerical512

experiments demonstrate the validity of PR as an excellent approximation to minima513

of (2.8) for small λ. Finally, in Figure 7, we numerically compute the solution of514

the Laplace boundary value problem for the matrix P, on different isosceles triangles515

subject to Dirichlet tangent boundary conditions. We numerically observe a single516

isotropic point migrating from the apex vertex to the centre of the triangle, as the517

angle at the apex decreases from 1200 to 600 (E3). This again illustrates the effect of518

geometry on the location of the isotropic points/optical singularities.519

3.2. The λ→∞ Limit or the Oseen-Frank Limit.520

3.2.1. The Number of Stable States. The λ → ∞ limit is analogous to the521

“vanishing elastic constant limit” or the “Oseen-Frank limit” in [35]. Let Pλ be a522

global minimizer of (2.8), subject to a fixed boundary condition (P11b, P12b) on ∂EK .523

As λ→∞, the minima, Pλ, converge strongly in W 1,2 to P∞ where524

P∞ =
B

2C

(
n∞ ⊗ n∞ − 1

2
I2

)
,525
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(a) (b)

Fig. 8: Two arrangements of nematics in the corner: (a) splay and (b) bend

n∞ = (cos γ∞, sin γ∞) and γ∞ is a global minimizer of the energy526

I[γ] :=

∫
EK

|∇γ|2 dA527

subject to Dirichlet conditions, γ = γb on ∂EK . Setting nb = (cos γb, sin γb), we528

have nb is tangent to the edges Ck, which constrains the values of γb on Ck, and if529

deg (nb, ∂EK) = 0, then γ∞ is a solution of the Laplace equation530

(3.21) ∆γ∞ = 0, on EK531

subject to γ = γb on ∂EK [36, 37]. Since we are largely presenting heuristic arguments532

in this section, we take γb to be piecewise constant on the edges Ck, consistent with533

the tangent conditions for nb on ∂EK . This choice of γb would not work for the534

Dirichlet energy due to the discontinuities at the corners [36].535

There are multiple choices of Dirichlet conditions for γb consistent with the tan-536

gent boundary conditions, which implies that there are multiple local/global minima537

of (2.8) for large λ. We present a simple estimate of the number of stable states if we538

restrict γb so that γ∞ rotates by either 2π/K − π or 2π/K at a vertex (see Figure539

8(a) and (b), referred to as “splay” and “bend” vertices respectively). Since we re-540

quire deg (nb, ∂EK) = 0, we necessarily have x “splay” vertices and (K − x) “bend”541

vertices such that542

x (2π/K − π) + (K − x) (2π/K) = 0543

only when x = 2. We thus have (K − 2) bend corners and 2 splay corners. We can544

define a topological charge with each corner, associated with the amount of director545

rotation about the corner. Skipping the technical details, a bend corner has winding546

number wb = − 2π
K ÷2π = − 1

K and a splay corner has winding number wS = (K−2)π
K ÷547

2π = K−2
2K . The total winding number is zero. This is consistent with the results in548

[38], where the authors claim that the general rule of the total winding number of549

a 2D liquid crystal in a polygon with K sides is −K−2
2 under the assumption that550

molecules always make a splay pattern at the polygon corners. So we have at least551 (
K
2

)
minima of (2.8) for λ sufficiently large. As an illustrative example, we take the552

hexagon E6 in Figure 9. The Dirichlet boundary conditions are553

(3.22) γb = γk on Ck, k = 1, ...,K,554

where555

γ1 =
π

K
− π

2
, γk+1 = γk + jumpk, k = 1, 2, ..,K − 1.556
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Ortho

Meta

Para

Fig. 9:
(

6
2

)
= 15 solutions of (3.21) subject to boundary condition (3.22) in hexagon

domain. The vector (cos γ∞, sin γ∞) is represented by white lines. The red color
indicates the order parameter s∞ ≡ B

2C in order to facilitate comparison with the
solution in Figure 10.

We need to choose the two splay vertices where γ rotates as in Figure 8(a). If the557

chosen corner is between Ck and Ck+1, then jumpk = 2π/K − π, otherwise jumpk =558

2π/K, k = 1, ...,K − 1. We have 15 different choices for the two “splay” vertices,559

(i) 3 of which correspond to the three pairs of diagonally opposite vertices, (ii) 6 of560

which correspond to pairs of vertices which are separated by one vertex and (iii) 6561

of which correspond to “adjacent” vertices connected by an edge (see Figure 9). We562

refer to (i) as Para states, (ii) as Meta states and (iii) as Ortho states. All 15 states563

are locally stable in the sense that the corresponding second variation of (2.8) (see564

(3.20)) is strictly positive according to our numerical computations.565

3.2.2. The limiting profiles in (3.21) are good approximations to so-566

lutions of (2.9) for large λ. In the numerical simulations, we take B = 0.64 ×567

104N/m2 and C = 0.35 × 104N/m2 to be fixed constants (also see [21]). In particu-568

lar, this choice dictates the boundary values for P11 and P12 on ∂EK . For large λ, the569

defect core sizes are very small and we have an intrinsic multi-scale problem. The lim-570

iting problem (3.21) has no length scale and in what follows, we compare the limiting571

profiles in (3.21) with solutions of (2.9) for large but numerically tractable values of λ.572

We take the regular hexagon as an example. For λ2 = 2250, we compute three distinct573

Para, Meta and Ortho solutions of (2.9) with different initial conditions. We label574

the solutions as
(
P 2250

11 , P 2250
12

)
= s2250

(
cos 2γ2250, sin 2γ2250

)
. Similarly, we compute575

(P∞11 , P
∞
12 ) = s∞ (cos 2γ∞, sin 2γ∞), where γ∞ is the unique solution in (3.21) subject576

to a fixed boundary condition and s∞ ≡ B
2C . For three different choices of the bound-577

ary conditions, we numerically compute three different solutions, γ∞P , γ∞M and γ∞O ,578

where P,M,O label Para, Meta and Ortho respectively. The three different solutions579

for γ∞ yield the corresponding Para, Meta and Ortho profiles for P∞ respectively.580

In all three cases, we numerically compute the measure P 2250
11 P∞12 − P 2250

12 P∞11 and581

see that the measure concentrates near the pairs of splay vertices. Analogously, the582

measure, |P∞|2 − |P2250|2, also concentrates at the splay vertices i.e. s2250 drops at583

the splay vertices (so these can be interpreted as localised defects where nb has a584
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Fig. 10: The images in the first row show the Ortho, Meta and Para solutions of (2.9)
with λ2 = 2250. The images in the second and third rows show P 2250

11 P∞12−P 2250
12 P∞11 =

s2250s∞ sin
(
2γ∞ − 2γ2250

)
and (P∞)

2
/2 −

(
P2250

)2
/2 = (s∞)

2 −
(
s2250

)2
, respec-

tively.

discontinuity which cannot be removed by smoothening the corners of EK) whereas585

s∞ is fixed (more details are visible in Figure 10). We deduce that P∞ is a good586

approximation to Pλ for λ sufficiently large, since the maximum numerical error is587

10−4 away from the splay vertices. We do not have asymptotic expansions for Pλ to588

ascertain convergence rates at hand and this will be pursued in future work.589

3.2.3. Numerical methods. We use the weak formulation of (2.9) given by590

(3.23)

0 =

∫
Ω

∇P11 · ∇v11 + λ2

(
P 2

11 + P 2
12 −

B2

4C2

)
P11v11dA,

0 =

∫
Ω

∇P12 · ∇v12 + λ2

(
P 2

11 + P 2
12 −

B2

4C2

)
P12v12dA,

591

to numerically compute the critical points of (2.8) for 0 < λ < ∞, where v11, v12592

are arbitrary test functions. We use a triangle mesh for the domain, with mesh-size593

h ≤ 1
256 , and the mesh is fixed in the numerical simulations. We set the value at594

the polygon vertices to be the average of the constant values on the two intersecting595

edges at the vertex in question (as previously mentioned) and provided ε < h (recall596

ε is the width of the interpolation interval), we can numerically work with piecewise597

constant boundary conditions on the edges, CK . Lagrange elements of order 1 are598

used for the spatial discretization. The linear systems for the limiting cases, λ = 0599

and λ → ∞, are solved using LU solver and the nonlinear system in (3.23) is solved600

using a Newton solver, with a linear LU solver at each iteration. The tolerance is set601

to 1e− 13. Newton’s method strongly depends on the initial condition and to obtain602

Ring-like solutions for small λ, we simply use PR as the initial condition. For large603

λ and for the case of E6, we choose 15 different γb’s in (3.22) to compute the Para,604

This manuscript is for review purposes only.



NEMATIC EQUILIBRIA ON TWO-DIMENSIONAL POLYGONS 21

Meta and Ortho states and use these limiting profiles, P∞, as initial conditions for605

(3.23), for sufficiently large λ.606

We perform an increasing λ sweep for the Ring branch and decreasing λ sweep for607

distinct Para, Meta or Ortho solution branches to compute the bifurcation diagrams.608

Once we obtain the solutions, we numerically compute their free energies by609

(3.24) F [P11, P12] :=

∫
Ω

|∇P11|2 + |∇P12|2 +
λ2

2

(
P 2

11 + P 2
12 −

B2

4C2

)2

dA,610

which is equivalent to (2.8), modulo a constant. In this paper, all finite-element611

simulations and numerical integrations are performed using the open-source package612

FEniCS [33]. We study the stability of the solutions of (3.23) by numerically cal-613

culating the smallest real eigenvalue of the Hessian of the reduced energy (2.8) and614

the corresponding eigenfunction using the LOBPCG (locally optimal block precondi-615

tioned conjugate gradient) method in [39, 40] (which is an iterative algorithm to find616

the smallest (largest) k eigenvalues of a real symmetric matrix.) A negative eigenvalue617

is a signature of instability and we have local stability if all eigenvalues are positive.618

We numerically compute a bifurcation diagram for the critical points of (2.8) on a619

hexagon and a pentagon in the next section, as a function of the edge length λ.620

4. Bifurcation Diagram for Reduced LdG Critical Points - Some Ex-621

amples. In [41], the authors extensively discuss the reduced LdG bifurcation diagram622

on a square domain, as a function of the square length D. For D small enough, the623

WORS with an isotropic cross along the square diagonals, as shown in Figure 3, is624

the unique solution. There is a bifurcation point at D = D∗ such that WORS is625

stable for D < D∗ and is unstable for D > D∗. The WORS bifurcates into stable626

diagonal solutions, labelled as D1 and D2 solutions, for which the nematic director is627

aligned along one of the square diagonals. There is a second bifurcation into unstable628

BD1 and BD2 solutions, which are featured by isotropic lines or defect lines localised629

near a pair of opposite edges. As D increases further, there is a further critical value,630

D = D∗∗ > D∗, for which BD1 and BD2 respectively bifurcate into two rotated states,631

R1, R2 for which the director rotates by π radians between a pair of horizontal edges,632

and R3, R4 solutions, for which the director rotates by π radians between a pair of633

vertical edges. These rotated states gain stability as D increases and for D � D∗∗,634

there are six distinct stable solutions: two diagonal and four rotated states. The635

WORS exists for all D as mentioned above.636

Similarly, for a disc of sufficiently small disc radius, the Ring solution with +1-637

defect at the centre, referred to as PR (planar radial), is the unique solution. As the638

radius increases, the PR solution becomes unstable and bifurcates into a Para type639

solution, PP (planar polar), with two +1/2 defects which are on the same diameter.640

We present two illustrative examples in this section - the critical points of (2.8)641

on a hexagon and pentagon as a function of λ. There are more stable solutions642

than the square and the domains have less symmetry than a disc, so the bifurcation643

diagrams are more complex. We discuss E6 first. For sufficiently small λ, there is644

a unique ring-like minimizer, which is well approximated by PR as discussed above645

(see in Figure 3 and Lemma 8.2 of Lamy[25]). For large λ, there are multiple stable646

solutions, e.g. Para, Meta and Ortho, in Figure 9. In Figure 11, we use the P∞ states647

discussed above as initial conditions for large λ to compute the corresponding 3 stable648

Para, 6 stable Meta and six stable Ortho states by continuing the corresponding P∞649

branches to smaller values of λ. This is done using standard arc continuation methods;650

we calculate the smallest eigenvalue of Jacobian of the right-hand side of (3.23). If651
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the smallest eigenvalue is larger than 0, the solution is stable otherwise the solution652

is unstable. Similarly, we use PR as an initial condition for small λ to find ring-653

like solutions for all λ, which are stable for small λ and lose stability as λ increases.654

Besides the ring-like, Para, Meta and Ortho states, we find three unstable BD states655

which are characterized by two lines of low order (|P|2) near two edges. In the BD656

state, the hexagon is separated into three regions by two “defective low-order lines”657

such that the corresponding director (eigenvector with largest positive eigenvalue) is658

approximately constant in each region.659

In Figure 11, we plot the free energy of solutions, in (3.24), as λ varies. In660

Figure 11, we distinguish between the distinct solution branches by defining two661

new measures,
∫

Ω
P12 (1 + x+ y) dxdy and

∫
Ω
P11 (1 + x+ y) dxdy, and plot these662

measures versus λ2 for the different solutions. When λ is small, the stable ring-like663

solution is the unique solution. Our numerics show that the ring-like solution (with664

the unique zero at the polygon center) exists for all λ but there is a critical point665

λ = λ∗, such that the ring-like solution is unstable for λ > λ∗ and bifurcates into two666

kind of branches: stable Para solution branches; unstable BD branches. The unstable667

BD branches further bifurcate into unstable Meta solutions at λ = λ∗∗. There is a668

further critical point λ = λ∗∗∗ at which the Meta solutions gain stability and continue669

as stable solution branches as λ increases. Stable Ortho solutions appear as solution670

branches for λ is large enough. The energy ordering is as follows: the Para states have671

the lowest energy and the Ortho states are energetically the most expensive, as can672

be explained on the heuristic grounds that bending between neighbouring vertices is673

energetically unfavourable. The case of a pentagon is different. There is no analogue674

of the Para states and there are 10 different stable states for large λ - (i) five Meta675

states featured by a pair of splay vertices that are separated by a vertex and (ii) five676

Ortho states featured by a pair of adjacent splay vertices. There are five analogues677

of the BD states which are featured by a single line of “low” order along an edge678

and an opposite splay vertex. The corresponding bifurcation diagram is illustrated in679

Figure 12. In all cases, a solid line denotes local stability in the sense of the second680

variation and a dashed line denotes an unstable critical point.681

The examples of a pentagon and a hexagon illustrate some generic features of682

reduced LdG critical points on polygons with an odd and even number of sides.683

These examples and the numerical results are not exhaustive but they do showcase the684

beautiful complexity and ordering transitions feasible in two-dimensional polygonal685

frameworks.686

5. Conclusion. We study LdG critical points on 2D regular polygonal domains
that have a fixed eigenvector in z-direction, with three degrees of freedom; these criti-
cal points are candidates for LdG energy minima in the thin film limit, as established
by the Gamma convergence result in [22]. Further, they also exist in three-dimensional
frameworks, e.g. if we work on a well with a regular polygon as cross-section, as il-
lustrated in [14]. Working at a fixed temperature, these critical points only have
two degrees of freedom and are simply critical points of a rescaled Ginzburg-Landau
energy [26]. Recent work [14] shows that the qualitative analytic features can be
generalised to all temperatures A < 0, at least in the case of square domains. We
study two asymptotic limits - the λ → 0 limit of vanishing cross-section size, and
the λ → ∞ limit relevant for larger micron-scale systems. For small λ → 0, we have
unique ring-like LdG minima which are well approximated by the Ring Solution ana-
lyzed in Propositions 3.1 and 3.2. The Ring Solution, PR, has some generic properties
for all polygons, EK with K ≥ 3. For K 6= 4, PR has a unique zero at the polygon
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Fig. 11: Bifurcation diagram for reduced LdG model in regular hexagon domain. Top
left: plot of

∫
P11 (1 + x+ y) dxdy,

∫
P12 (1 + x+ y) verses λ2; top right: plot of the

energy in (3.24) verses λ2; bottom: orthogonal 2D projections of the full 3D plot.

centre which manifests as a uniaxial point with negative order parameter for the full
Q-tensor given by

Q = PR −
B

6C
(2z⊗ z− x⊗ x− y ⊗ y) .

We call this critical point a “Ring” solution since the unique zero has the profile of a687

degree +1-Ginzburg Landau vortex for K > 4. The case K = 4 is special since the688

corresponding PR vanishes along the square diagonals yielding an interesting cross689

pattern [21]. For an equilateral triangle, the unique zero has the profile of a −1/2-690

nematic point defect as opposed to a unit vortex. Further differences arise if we work691

with irregular polygons e.g. an isosceles triangle as opposed to an equilateral triangle.692

We retain a unique zero for PR but the location of the zero strongly depends on693

the angles between successive edges for isosceles triangles. In other words, we can694

manipulate the geometry of a polygon to control the nature of zeroes, the dimensions695

of the nodal set and their locations and this gives new vistas for control of equilibria,696

at least in the λ → 0 limit. Ring-like solutions exist for all λ and lose stability as λ697

increases.698

In the λ→∞ limit, we present a simple estimate for the number of stable reduced699

LdG equilibria accompanied by numerical results for a pentagon and hexagon. In the700

case of polygons with an even number ofK sides, we always have at leastK/2 classes of701

equilibria dictated by the locations of the “splay” vertices and the number of vertices702

separating the “splay” vertices. In the case of E6, there are three families - Para,703
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Fig. 12: Bifurcation diagram for reduced LdG model in regular pentagon. Top left:
plot of

∫
P11 (1 + x+ y) dxdy,

∫
P12 (1 + x+ y) verses λ2; top right: plot of the energy

in (3.24) verses λ2; bottom: orthogonal 2D projections of the full 3D plot.

Meta and Ortho of which Para have the lowest energy (since the corresponding splay704

vertices are the furthest) and Ortho have the highest energy, with two neighbouring705

splay vertices. Additionally, we have a class of BD solutions with two defective lines706

in the hexagon interior, which are connected to the Meta solution branches. The707

Ortho solution branches appear to be isolated. For a pentagon, or more generally for708

a polygon with an odd number of K sides, we expect to have (K − 1)/2 families of709

stable equilibria dictated by the locations of the splay vertices. For E5, there is no Para710

family and the BD solutions exist as unstable solution branches for all λ. Further, the711

BD solutions only have one defective line of “low order” for E5. Whilst BD solutions712

are unstable, they are special since our numerics suggest that they are index 1 saddle713

points with precisely one unstable direction. We have the numerical tools to compute714

the unstable directions and the indices of saddle points of the LdG energy [39]. This715

would naturally lead to challenging problems in control theory if we want to control716

instabilities for applications, and cutting-edge questions in Morse theory, topology717

and integrability since the study of reduced LdG equilibria has intrinsic connections718

to entire solutions of certain integrable PDEs e.g. nonlinear sigma model, Allen-719

Cahn equation. Further, the methods in our paper also apply, to some extent, to720

the study of nematic equilibria in domains with inclusions or obstacles, where the721

nematic is in the exterior of a polygonal inclusion. For example, the authors study722

nematic equilibria outside a square obstacle with homeotropic anchoring in [42]. They723

report stable string textures which resemble the WORS (PR on E4), surface defect724

textures which resemble the rotated solutions in [36] and stable textures with surface725
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and bulk defects. We hope to pursue the generic similarities and differences between726

nematic equilibria in the interior and exterior of polygonal domains, including studies727

of saddle-point solutions, in future work.728
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[26] Fabrice Bethuel, Häım Brezis, Frédéric Hélein, et al. Ginzburg-Landau Vortices, volume 13.795
Springer, 1994.796

[27] Lidong Fang, Apala Majumdar, and Lei Zhang. Solution landscapes in the Landau-de Gennes797
theory on rectangles. arXiv preprint arXiv:1907.04195, 2019.798

[28] Steven G Krantz. Handbook of complex variables. Springer Science and Business Media, 2012.799
[29] Tobin A Driscoll and Lloyd N Trefethen. Schwarz-Christoffel mapping, volume 8. Cambridge800

University Press, 2002.801
[30] Michael A Brilleslyper, Michael J Dorff, Jane M McDougall, James S Rolf, Lisbeth E802

Schaubroek, Richard L Stankewitz, and Kenneth Stephenson. Explorations in complex803
analysis, volume 40. Mathematical Association of America, 2012.804

[31] Tom M. Apostol. Mathematical Analysis. Pearson Education, 1974.805
[32] Peter J Olver. Complex analysis and conformal mapping. University of Minnesota, 2017.806
[33] Wells GE Logg A, Mardal KA. Automated solution of differential equations by the finite element807

method: the FEniCS book, volume 84. Springer Science and Business Media, 2012.808
[34] Radu Ignat, Luc Nguyen, Valeriy Slastikov, and Arghir Zarnescu. Instability of point defects809

in a two-dimensional nematic liquid crystal model. Annales De Linstitut Henri Poincare810
Non Linear Analysis, 33(4):1131–1152, 2016.811

[35] Apala Majumdar and Arghir Zarnescu. Landau-de Gennes theory of nematic liquid crystals: the812
Oseen-Frank limit and beyond. Archive for rational mechanics and analysis, 196(1):227–813
280, 2010.814
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