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Abstract

We study the dynamics of systems consisting of two spatially segregated ODE compartments coupled through a
one-dimensional bulk diffusion field. For this coupled PDE-ODE system, we first employ a multi-scale asymptotic
expansion to derive amplitude equations near codimension-one Hopf bifurcation points for both in-phase and anti-
phase synchronization modes. The resulting normal form equations pertain to any vector nonlinearity restricted to the
ODE compartments. In our first example, we apply our weakly nonlinear theory to a coupled PDE-ODE system with
Sel’kov membrane kinetics, and show that the symmetric steady state undergoes supercritical Hopf bifurcations as the
coupling strength and the diffusivity vary. We then consider the PDE diffusive coupling of two Lorenz oscillators. It is
shown that this coupling mechanism can have a stabilizing effect, characterized by a significant increase in the Rayleigh
number required for a Hopf bifurcation. Within the chaotic regime, we can distinguish between synchronous chaos,
where both the left and right oscillators are in-phase, and chaotic states characterized by the absence of synchrony.
Finally, we compute the largest Lyapunov exponent associated with a linearization around the synchronous manifold
that only considers odd perturbations. This allows us to predict the transition to synchronous chaos as the coupling
strength and the diffusivity increase.

Introduction

in.CD] 8 Aug 2020

C We investigate, through a weakly nonlinear analysis, the oscillatory dynamics in a class of one-dimensional coupled PDE-
“~~ODE models. The class of models considered allows us to study the collective synchronization of two dynamically active
(\J compartments, modeled by systems of nonlinear ODEs, that are indirectly coupled via the diffusion of some spatially

= extended variable in a 1-D bulk interval. In particular, this modeling paradigm has been used in the study of intracellular
polarization and oscillations in fission yeast, where each compartment represents the opposite tips of an elongated rod-
shaped cell (cf. [29], [28]). Pattern formation behavior and linear stability analyses of coupled 1-D membrane-bulk
PDE-ODE systems have been analyzed in other specific contexts (cf. [6], [9], [7], [I0], [I3]), and in multi-dimensional
() domains in [§] and [19], where they have been employed to study intercellular communication and the related concepts of

1 quorum and diffusion sensing. Quasi-steady versions of the coupled membrane-bulk models, whereby the membrane is at
| steady state and contributes only nonlinear flux source terms, have been used to model spatial effects in gene regulatory
O) networks (cf. [2], [16], [I7]) and cascades in biological signal transduction (cf. [I4], [15]).
i To formulate our 1-D model, we assume that some spatially extended bulk variable C(z,t) undergoes linear diffusion

S and decay with rate constants D and k within an interval of length 2L,
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P Ci=DCy, —kC, O0O<xz<2L, t>0. (1)

We impose the following linear Robin-type boundary conditions to model the exchange between the bulk and the com-
partments:
— DC,(0,t) = k(e u(t) — C(0,t)), DCL(2L,t) = k(e v(t) — C(2L, 1)), (2)

where e; = (1,0,...,0)T € R™. Here, u(t), v(t) € R"® denote the variables in the left and right local compartments, of
which only the first component is released within the 1-D bulk region. In this model, the leakage parameter x controls
the permeability of the compartments at each endpoint. Furthermore, letting F(-) € R™ be the nonlinear vector function
modeling each oscillator, which we assume to be identical, and denoting 8 as the coupling strength, we impose that the

ODE systems
du T dv T
= Fw) + HC0,0) - Tuer, % = F )+ HCELY) — el v)er. (3)
govern the dynamics in each compartment. The coupled PDE-ODE system f given here is in dimensionless form.
The geometry for this 1-D model can be viewed as a long rectangular strip separating two vertical 1-D membranes, where

there is assumed to be no transverse solution dependence.
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There is a rather wide literature investigating the dynamics of diffusively coupled oscillators, where the coupling
usually consists of the discrete Laplacian acting on a lattice of several oscillators with periodic boundary conditions,
or through some other discretely coupled network. Examples of such coupled ODE systems include discrete chains of
bistable kinetics, such as the Lorenz or Fitzhugh-Nagumo systems, in which the formation of propagating fronts was
studied in [1], [21] and [12], and the well-known Kuramoto-type oscillator models as surveyed in [25]. However, relatively
few studies have considered spatially segregated oscillators that are indirectly coupled via a PDE bulk diffusion field.

For our PDE-ODE coupled system, our primary goal is to derive amplitude equations, or normal forms, near Hopf
bifurcation points for either the in-phase or anti-phase synchronization modes, while allowing for an arbitrary, but
identical, vector nonlinearity in each ODE compartment. This rather general framework will provide us with explicit
formulae for the normal form coefficients that can easily be evaluated numerically in order to classify whether Hopf
bifurcations are sub- or supercritical and also to detect possible criticality switches indicated by sign changes. Our
weakly nonlinear theory is given in where for calculational efficiency we employ a multi-scale asymptotic expansion
to derive the two distinct normal forms. The work presented here extends the weakly nonlinear stability analysis from
§6 of [9], which focused on synchronous oscillations in a class of coupled PDE-ODE models with nonlinear boundary
conditions and a single active species in each compartment.

In [10] it was shown that the coupling of two conditional biochemical oscillators, each of them at a quiescent state
when isolated, via a diffusive chemical signal could lead to robust in-phase and anti-phase oscillatory dynamics. The
study employed the two-component Sel’kov kinetics, originally used to model glycolysis oscillations [26]. As an extension
of this previous work, in §3|we apply our weakly nonlinear theory to a coupled PDE-ODE model with Sel’kov kinetics and
find a rather wide parameter regime for which the base-state can lose stability to a supercritical Hopf bifurcation. Our
weakly nonlinear results are validated against numerical bifurcation results and time-dependent numerical simulations.

Then, in §4] we assume that the dynamics in each compartment is governed by identical Lorenz ODE oscillators. For
an isolated Lorenz ODE system, we recall that increasing the Rayleigh number (the typical bifurcation parameter) causes
a number of bifurcations including pitchfork, homoclinic and Hopf, and ultimately chaotic oscillations [27]. Here, we
would like to determine how this cascade of bifurcations is affected by the PDE bulk diffusive coupling of two identical
Lorenz ODE systems. Our analysis will show that such a coupling mechanism causes a significant increase in the critical
Rayleigh number where the Hopf bifurcation occurs, suggesting a delay in the appearance of chaotic oscillations. For
this problem we also consider the case where the bulk domain is well-mixed and spatially homogeneous, corresponding
to the infinite bulk diffusion limit and for which the coupled PDE-ODE system is reduced to a single system of globally
coupled ODEs, as shown in Appendix [B]

Finally, for both finite and infinite diffusion cases, we predict in §4.3] the transition to synchronous chaos as the
diffusivity D and the coupling strength [ are increased. Here, synchronous chaos is defined as sensitivity to initial
conditions along an invariant synchronous manifold where both Lorenz oscillators are completely in phase. Our predictions
are based on the computation of the largest Lyapunov exponent of an appropriate non-autonomous linearization of our
coupled PDE-ODE system 7, obtained by only selecting transverse perturbations to the synchronous manifold.
We remark that the master stability functions, for determining the stability of the synchronous state of a network of
oscillators with an arbitrary discrete coupling function, are similarly obtained (cf. [22]). Furthermore, our results are
consistent with the discrete case in the sense that complete synchronization of two interacting chaotic oscillators occurs
when the coupling is strong enough to suppress chaotic instabilities (cf. [5] 24], 23]).

In we conclude by briefly summarizing our main results and by suggesting a few open problems that warrant
further investigation.

2 Weakly nonlinear theory for 1-D coupled PDE-ODE systems

2.1 Symmetric steady state and linear stability analysis
We first rewrite the coupled PDE-ODE system — as an evolution equation in the form
DC,, — kC

W=FW)=| Fu)+B(Clo=o — eFTu)e; | . (4)
F(v) + B(Clp=ar — efv)es

Here, F' is a nonlinear functional acting on W, defined as the space of vector functions whose components satisfy the
appropriate linear Robin-type boundary conditions:

C(x) —DC;E|:1::O =K (e’{’u’ - C|x:0)

= (W= . 5
w DCm|I:2L =K (6?’1} - C|x:2L) ( )

A symmetric steady state for is given by

cosh(w(L — x)) 1

1 — po) A — L))
_— ( Do) cosh(wL) €] Ue " E _ Dw tanh(wL) 6)
¢ Ue ’ D 7 Du tanh(wL) + x’
Ue



where wu. is a solution of a nonlinear algebraic system of equations
"F'(ue) - BpOEue = 07 E= 616?7 (7)

and where F is an n x n rank-one matrix.
Next, we consider the linear stability of a symmetric steady state by introducing a perturbation of the form

n(x)
W(z,t) = We(z) + W(x)e™,  W(z) = i : (8)

Substitution of (8 within (4] yields, after expanding and collecting coefficients of e**, the following nonstandard eigenvalue
problem:
anx - kﬁ
MW =LW) with LOW)=| J.p+ B(n0) —efdler |. (9)
Jep + B(n(2L) — el p)er
Here, J. is the Jacobian matrix of the nonlinear vector function evaluated at a steady state w., while £ is the linearized

operator acting on the function space defined in . The eigenfunction W(x) therefore satisfies the same boundary
conditions, given by

~ Dn(0) =k (ef ¢ —n(0)), Dna(2L) = r (e 9 —n(2L)). (10)

We can write the solution in the bulk as a linear combination of an even and an odd eigenfunction in the form

_1=pi(N) cosh(QL —=z)) 1—p_(N) sinh(Q(L — z))
n(z) = ferir@’%‘d’) cosh(QL) 5 €T(¢—¢)W (11)
Here, p4 (), p—(\) and § are each defined by
_ DQtanh(QL) _ DQcoth(QL) S
p+(X) = DQtanh(QL) + &’ p-(N) = DQcoth(QL) + ’ = D’ (12)

where we take the principal branch for  if X\ is complex. The eigenvectors ¢ and ) in satisfy the homogeneous
linear system of equations given by

J.— A —8 (p+(x>;p7(x)) E 3 (pf(/\);m(/\)) E <¢> - (0) |

8 (p—(/\)gm(k)) E J.— A —8 (p+(A)J2rp_(,\)) gl \w) " \o (13)

From symmetry considerations and since every perturbation can be written as the sum of an even part with ¢ = 1,
and an odd part with ¢ = —1, this system can be reduced to n equations. Letting ¢, and ¢_ denote the even and odd
eigenvectors, we can readily establish a reduced homogeneous linear system for each case as

P (N)p+ = [Je — A — Bp+(NE] ¢+ = 0. (14)
In this way, the eigenvalue parameter A\ must satisfy the transcendental equation
det [@L(N\)] =0 (15)

in order for the system to admit a non-trivial solution ¢+ # 0. Finally, the eigenfunctions W, for both even and odd
cases are defined by

(1 —p+()\))%&f))ef¢+ (1 _Pf()\))%%dh
(oF8 —¢_

2.2 Adjoint linear operator and inner product

The imposition of a solvability condition in the multi-scale asymptotic expansion presented below requires the appropriate
formulation of an adjoint linear operator £* defined by

DCr, — kC*
LW = | JTu* + (kC*|p=0 — BeTu*)e; |, (17)
J;T’U* + (/{O*|$:2L — Be{v*)el

which acts on the space W™ of vector functions satisfying the adjoint boundary conditions,

— DC*|p—o = Belu* — kC*|p—o, DC*|p—ar = Belv* — KC*|p—ar. (18)



For any W € W and W* € W*, we have
(W*, LW) = (LW*, W), (19)
where the inner product in is defined by
2L " .
(W*, W) = C*Cdr 4+ u* u+v* v. (20)
0

Next, upon calculating the even and the odd adjoint eigenfunctions we obtain

Y h(Q(L — ) sinh(Q(L *
. %(1 - p+<)\))cosco(sh(QL)x)) T¢+ N %(1 _p*(A)) sir(lhgﬂL)x)) T¢
W = & . W = b* , (21)
o7 —¢*

where ¢ satisfies the conjugate transpose of the system 7

@] #1=0. (22)

From the definitions , and , we can verify that the eigenfunctions and their adjoints form an orthogonal set,
which can be normalized for convenience as

Wi, W_) = (W2, W,) =0, Wi We) =W W) =1, (23)
and that the following properties hold:

LONVL) = MWL,  L5(W5) = AWE. (24)

2.3 Multi-scale expansion

Let 4 = (3, D)T be a vector of bifurcation parameters. As usual, a slow time-scale 7 = £t with ¢ < 1 is introduced.
Using the same scaling, we perturb the vector of bifurcation parameters to yield

p=po+e’u, where o= (g%) and p; = (lﬁ)11> with [jp|| =1. (25)

Here pg is the bifurcation point, while u; is a unit vector indicating the direction of the bifurcation. We then expand the
state variable in a regular asymptotic power series around a symmetric steady state as

W(z,t,7) = We(z) + eWi(z,t,7) +Wa(z, t,7) + 2 Ws(z,t,7) + O (). (26)
Next, by inserting and into 7 and collecting powers of €, we obtain that

eOWy + 20, Wy + 3 (0 W3 + 0, W) =
WQCeDl
eL(po; W) + €2 | L(po; Wa) + B(Wi, W1) + | —poEuefBi +
_pOEueﬁl (27)
Dio(at + k)ClDl
e3 | L(1o; W3) + 2B(Wy, Wa) + C(W1, Wi, W1) + | (Ci]e—oer — Fui)bs )
(Cilz=20€1 — Ev1)ph

and that the perturbed boundary conditions satisfy

3

Zsj <5‘ij + Di (el — C’j)> = (®poe] ue + &% (ef u1 — C1)) %Dl, z=0,
= 0 0
Y (28)
K
Z <8 C;— Do (61TvJ Cj)> = (*62]706{11,@ -3 (61 v — C’l)) D—ng, x = 2L.
j=1
Finally, we precisely define the multilinear forms B(-,-) and C(-,-,) in as
0 0
B(Wj,Wk) = B(uj,uk) y C(Wj,Wk,Wl) = C(uj,uk,ul) 5 (29)
B(v;,vk) C(vj, v, v)
where the non-trivial components satisfy
1 1
B(uj,ui) = §(I® uf)Heuj7 C(uj, ug, wy) = 6(I®ulT)Te(uj ® ug). (30)



Here, I € R™™"™ and the matrices H, and 7, can be defined as

H(F) n(e) ..o n(%)
Ho=| : |erR™" T = : : € RV X"’ (31)
H(F,) H(%Z) . oH(9)

where H(-) corresponds to the Hessian operator that acts on a scalar function of n variables and returns an n x n matrix
with all the possible second-order derivatives. As usual, all the partial derivatives in are evaluated at a steady state
Ue.
From and , we can derive a sequence of problems for each power of e. By collecting terms at O (), we obtain
the linearized system evaluated at the bifurcation point,

0,C1 + Dio (e{ul — Cl) =0, =0,

32
0.C1 — 5 (efvy —Cy) =0, x=2L. (32)

OW1 = L(po; Wh), {

The solution to depends on the spatial mode considered. In what follows, we treat the even (4) and the odd (—)
modes simultaneously, although we only consider codimension-one Hopf bifurcations. We denote {i)xf, —i)\f,t} as the set
of critical eigenvalues and A4 (7) as an unknown complex amplitude depending on the slow time-scale. Then, we can
write W7 as

Wi = Wads(r)e T + Widz(r)e ™, (33)

where the eigenfunctions are evaluated at pug and A = z'/\li. Our goal is to derive an evolution equation for Ay (7).
Repeating a similar procedure at O (£2?), we obtain

WQCeDl
OWy = L(po; Wa) + BW1, Wh) + | —poEucpfr | , (34)
_pOEueﬁl
together with the appropriate boundary conditions
0,Co + 5 (elTuQ — Cg) = H—pge?ueDl, x =0,
Dy Dg (35)
K Kp
3x02 - FO (6?'1)2 - 02) = 7D7806¥1’U,6D1, xr = 2L.
By inserting within the bilinear form, we obtain the following quadratic terms,
B(Wy1, W1) = AZBWe, Wo)eX it 4 |AL22B(Ws, Wy ) + Az BWy, Wa)e 27, (36)
This expression justifies a decomposition for W5 in the form
. — 92 9
W2 = Woooo + A2+W2000€2”\’+t + |A4 [*Wiio0 + Ay Wosooe > At (37)
for the even mode, together with
Wa = Woooo + A2 Wooa0e® 1 ¥ + |A_ [*Woor1 + A— Wogoze 21 (38)

for the odd mode. Explicit solutions for the coefficients Wi, and a brief outline of their computation are given in
Appendix [A]

2.4 Solvability condition and amplitude equations
Upon collecting terms of O (53) in and , we obtain that

2.CykCy .
0
W3z — L(po; W3) = =0 W1 + 2B(W1, Wa) + C(Wi, Wi, Wi) + | (Cilp=0 — €] u1)eifpr |, (39)
(Cila=2r — el v1)e1fy

together with the following boundary conditions:
Doﬁng + K (6{’&3 - Cg) = (elTul - Cl) DiDl, xr = 0,
0

Doamcig — K (6?’03 - Cg) = — (6,{’01 - Cl) DioDl, x =2L.



As usual when applying multi-scale expansion methods to oscillatory problems, we suppose that the solution at O (53)
is given by the harmonic oscillator as

_
Wy = Us(r)e Tt 4+ Ug (e ™, Ur(r)= | usr(r) |, (41)
)

where the temporal frequency corresponds to the imaginary part of the critical eigenvalue of the spatial mode considered.
Upon inserting into , and collecting the coefficients of ei)‘?rt, we obtain that

J (7)1 () Dy

. A
INUy = L(po; Uy ) = —W+TT+ + | 2B+, Woooo) + | —p4 (iIX])Egy B | | Ax (12)
—p+(IA))Ed+
+ (2BOWy, Wiigo) + 2B(Wy., Waooo) + 3C(Wa, Wi, W1)) |A4 P A
for the even mode, with the boundary conditions given by
DoamC+ + K (€{u+ - C+) = Dip+(i)\}>)€?¢)+D1A+7 T = 0,
0 (43)
Dyd,Cy — ki (efvy —Cy) = *Dfop+(i)\;r)€1T¢+D1A+a z =2L.
Alternatively, for the odd mode, we obtain that
N2
. dA_ ()" n—(2)Ds
iINU- — L(po; U-) = —V\L? + [ 2BOWV-, Woooo) + | —p— (IA])E¢_pr A_ (44)
p-(iA; ) Ed_p
+ (2B(W7, W()ou) + 23(W7 Woogo) + ?)C(va7 Wf,W)) |A,|2A,
with the boundary conditions given by
Do9,C_ + £ (efu_ —C_) = Dip,(i)\;)eiqu,DlA,, x=0,
0
T K N—\_ T (45)
Dy0,C- — Kk (efv- —C_) = D—p_(z)\l ey op_D1A_, x=2L.
0

We now derive a solvability condition for the systems and subject to the boundary conditions and ,
respectively.

Lemma 2.1 (Solvability condition). Let A € C be an eigenvalue of the linearized operator L defined in @, and let us
consider the linear inhomogeneous system

N - L(U)=G, (46)
where G is some generic right-hand side and U = (C(x),u,v)? satisfies the following inhomogeneous boundary conditions:
—DO0,Cly=0 — Kk (e?u — C|$:0) =7, DO.Clz=ar — k (elT'v — C\ngL) =¢£. (47)

Then, a necessary and sufficient condition for and to have a solution U is that

W G) +n*(0)y +n*(2L)§ =0, (48)
where W* = (n*(z), ¢*,9*)T is an eigenfunction of the adjoint linearized operator defined in (17)), satisfying L*(W*) =
AW,

Proof. The Fredholm alternative theorem guarantees the existence of a solution to and if and only if the
inhomogeneous terms are orthogonal to ker(AI —L£*). Hence, upon taking the inner product with the adjoint eigenfunction
W*, we obtain that

0=W*,G)— W XU - LU))=W*,G) = \XW*,U)+ W, L(U)). (49)

Next, we integrate by parts using the definition of the inner product and further derive that
W LWU)) = (L), U) +n*(0)y +n*(2L)E = AW*, U) + n*(0)y + n*(2L)¢ . (50)
The result is readily obtained after substituting back into (49)). |

As a direct application of Lemma we now obtain the desired amplitude equations. For the even mode, we have
that
dA,

4 Frooot1 A+ + g2100 A4 P A, (51)



while similarly for the odd mode we have
dA_
dr

The coefficients g2100, goo21 € C of the cubic terms in these amplitude equations are given by

= gooroM1A— + oo | A_[PA_. (52)

g2100 = <VV17 28(W+, W1100) + QB(WJF, Wgooo) + SC(W+7 W+,W7+)> s (53&)
goo21 = (WX, 2BW_, Woor1) + 2BONV_, Woozo) + 3C(OW_, W_,W_)), (53b)

while the vector coefficients g1000, gooio € C? satisfy
1000 = ETE¢+ <BO (1—-pgt (z)\+))29}' (tanh(Q}'L) + Q}'L sech? (Q}rL)) & (54a)

—2p (IA])&1 + 2@(p+(1>\?) - 1)P+(i/\}r)€2> + 4¢71TB(¢+7 [@,(0)] " Eue )

goo10 = @* E¢ (’80( — p—(iA}))*Q; (coth(Q; L) — QL cosechz(QI_L)) & (54b)

=2 ()6 + 22 (07~ D02 ) + 437 B [#4(0] Puc)a

Finally, the following lemma summarizes our asymptotic approximations for the weakly nonlinear oscillations in the
vicinity of a Hopf bifurcation point for our PDE-ODE system:

Lemma 2.2 ( In—phase and anti-phase periodic solutions in the weakly nonlinear regime). Let g2100, goo21 € C be the cubic

term coefficients in and (52)), and assume that their real part is nonzero, hence excluding degenerate cases. Then, in
the limit e — 0 wzth e = +/|li — poll denoting the square-root of the distance from the bifurcation point, a leading-order

approximate family of in-phase and anti-phase periodic solutions is given by
Wa(t) = Wi + epes [WaelOF14920) g WremiF4020)] L 0 (22) | (55)
for any 64(0) € R and with p.+ defined by

H91000|| ||90010||
Petr = Al 775 Pe—=Al7 - 56
e |92100| ‘ |90021| ( )

Furthermore, let wamy denote the amplitude of the bifurcating limit cycle near the Hopf bifurcation point, for both left
and right local species. A leading-order approzimation for wemp is given by

Ugmp = MaAxX {llux(t) — ue|l} = 2epe+||p+| + O (52) , (57)
0<t<T

p

where the period T;t of small-amplitude oscillations satisfies

p

T = Ai+c9() (58)

Finally, the periodic solution in is asymptotically stable when R(g2100), R(gooz1) < 0 (supercritical Hopf) and it is
unstable for R(g2100), R(gooz1) > 0 (subcritical Hopf).

3 Diffusive coupling of two identical Sel’kov oscillators

We first recall the full coupled PDE-ODE model, formulated as
Cy =DC,, — kC', 0<x<2L, t>0,
— DC,(0,t) = k(eFu(t) — C(0,t)), DCL(2L,t) = r(eTv(t) — C(2L,1)), (59)

% = F(u) + B(C(0,t) — eTu)ey , Ccil% = F(v) + B(C(2L,t) — ef v)ey .

In this section we consider a two-dimensional nonlinear vector function F that corresponds to the Sel’kov model, given

by
_ Aug + UQU% — Uy (w1 2
(u) o (6 [1\4 — (AUQ + UQU%)] ’ w= (%) €R ’ (60)

where A, M and € are three positive reaction parameters. Upon solving for a symmetric steady state, we find a unique

solution given by
T
© \1+8po A1+ Bpo)® + M?)




where pg is defined in @ We assume that in the absence of coupling (8 = 0), each isolated compartment is quiescent.
This is guaranteed when the Sel’kov parameters satisfy the inequality

e>(M2A (62)

M2+ A

As a result, the spatio-temporal oscillations studied below are due to the coupling between the two compartments and
the 1-D bulk diffusion field.

To illustrate the theory developed in §2] we choose the parameter values M = 2, A = 0.9 and € = 0.15 and numerically
solve the eigenvalue relation in the parameter plane defined by the coupling strength 8 and the diffusion level D.
The resulting stability diagram is shown in the left panel of Fig. [I} with the black and dashed-blue curves, respectively,
corresponding to the in-phase and the anti-phase oscillatory modes. In the right panel, we numerically evaluate the real
part of the cubic normal form coefficients in and . Our numerical computations show that R(g2100) and R(goo21)
are both negative, which indicate that supercritical Hopf bifurcations can be expected while crossing either the even or the
odd Hopf stability boundaries. Hence, we predict the existence of stable weakly nonlinear spatio-temporal oscillations
when a single oscillatory mode becomes unstable. This prediction may not hold when the two distinct instabilities
coincide, which for instance occurs when D is small.
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Figure 1: Stability diagrams in the plane of parameters (5, D) for the Sel’kov model . The parameter regime of
oscillatory dynamics is located inside the curves. In the right panel, we numerically evaluate the real part of the cubic
normal form coefficients in and over the two stability boundaries. These coefficients are negative, indicating a
supercritical bifurcation. Parameters values are L=k=xk=1, M =2, A=0.9 and ¢ = 0.15.

We remark that the linear stability phase diagram in the left panel of Fig. was previously computed in [I0], where the
resulting oscillatory dynamics was studied numerically from PDE simulations and global bifurcation software. The new
weakly nonlinear theory developed in this paper establishes that this Hopf bifurcation is supercritical. Finally, in [I1] a
center manifold analysis predicted the presence of unstable mixed-mode oscillations in the vicinity of the codimension-two
Hopf bifurcation point at pg =~ (0.508,0.556).

Next, we compare our weakly nonlinear theory against numerical bifurcation results obtained with AUTO (cf. [4])
after spatially discretizing with finite differences. In panels (a)-(c) of Fig.[2] we compute the stable branch of in-phase
periodic solutions along the horizontal slice D = 1, as a function of the coupling strength 5. Near one of the supercritical
Hopf bifurcation points, we observe in panel (¢) a good agreement between the amplitude of the limit cycle computed
numerically and as obtained from with e = 0.1. Qualitatively similar results are shown in panels (d)-(f) of Fig. [2| for
the vertical slice 8 = 0.5, which crosses the boundary of anti-phase oscillations. Finally in Fig. [3] and for each oscillatory
mode, we give numerically computed time-courses as evolved directly from the solutions in the weakly nonlinear regime
(given by with € = 0.1). Such an agreement between the two solutions should also hold for random initial conditions
given a sufficiently long integration time and an adjustment of the temporal phase shift.

We conclude this section with numerical results illustrating the possible bistability between the in-phase and anti-
phase oscillations. In Fig. |4) we show in panel (a) the global bifurcation diagram on the vertical slice 8 = 1, where we
find an intermediate range of bulk diffusion values (0.25 < D < 0.45) where both oscillatory modes are stable. This
is confirmed in panels (b) and (c), where numerically computed time-courses are seen to evolve either into in-phase
or anti-phase spatio-temporal oscillations, depending on the initial conditions. Here, the boundaries of this bistability
parameter range correspond to bifurcations of invariant tori, at which a certain branch of limit cycles switches stability.

4 Diffusive coupling of two identical chaotic Lorenz oscillators

In this section, we consider the diffusive coupling of two identical Lorenz oscillators. We define the nonlinear vector
function F(u) for the Lorenz oscillator as

o(us —uy) Uy
Flu)=|-wug+rus—us |, u=|u2] € R3, (63)
uiug — bU3 us
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Figure 2: Stable branches of periodic solutions on the slice D = 1 (panels (a)-(c)) and on the slice 5 = 0.5 (panels (d)-
(f)) of the stability diagram in Fig.|l] Panels (a), (d): Global branch of periodic solutions. Panels (b), (e): Oscillatory
period. Panels (c), (f): Near the first supercritical Hopf bifurcation along each slice, we compare the numerically computed
amplitude (red curves) and the weakly nonlinear prediction as obtained from with e = 0.1 (black curves). The 1-D
bulk interval is spatially discretized with N = 200 grid points and other parameter values are the same as in the caption

of Fig. [1}
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Figure 3: In-phase (panel (a)) and anti-phase (panel (b)) oscillations near supercritical Hopf bifurcations, with the red
and black-dashed curves respectively corresponding to numerical simulations and to weakly nonlinear periodic solutions
(formula with e = 0.1). The initial conditions for the simulations are given by the weakly nonlinear periodic solutions.
The same discretization as in Fig. |2| is employed.



/
/
1
1
I
' &
Space x

n n L L . . 920 940 960 980 1000
0 0.1 02 03 04 05 06 07 Time t

D
(&) f=1 (b)B=1,D=03

Figure 4: Interaction of in-phase and anti-phase periodic solutions on the vertical slice # = 1. In panel (a), unstable
limit cycles are indicated by open circles while the black dots indicate stable limit cycles. Inner (outer) loops are in-phase
(anti-phase) periodic solution branches. Panels (b)-(c): Bistability between in-phase and anti-phase spatio-temporal
oscillations, with the spatial variable on the vertical axis and the temporal variable on the horizontal axis. Other
parameter values are as in the caption of Fig.[[] Once again, N = 200 grid points are employed to discretize the 1-D
bulk diffusion field.

where 7, o and b are the usual Lorenz constants. We take the classical values 0 = 10 and b = %, while keeping r, which

is proportional to the Rayleigh number, as a bifurcation parameter. The general form of the coupled PDE-ODE system
remains the same as in section [T} with the exception of the leakage parameter x, which we here take to be identical to
the coupling strength S. In this way, the full coupled PDE-ODE model is formulated as

Cy =DCyyp — kC', 0<x<2L, t>0,

— DC,(0,t) = B(eTu(t) — C(0,t)), DC.(2L,t) = (el v(t) — C(2L,1)), (64)
W P+ 8000~ Fwer, % = Fw) + BOCL1) — o)

With this choice of boundary conditions, the outward flux at each endpoint is identical to the local feedback within the
ODEs.

We will also investigate in this section the infinite bulk diffusion limit (D = o), corresponding to the well-mixed
regime. In this regime, the coupled PDE-ODE system can be reduced to the following globally coupled system of ODEs

(see Appendix :

4 (Co %6?(u+v)—(k+%) Co
a Y] = F)+8(Co—efuer | (65)
v F(v) + B(Co — ef v)es

where Cy(t) is the spatially uniform bulk variable.

4.1 Linear stability analysis

Next, we solve for the symmetric steady states of the two coupled Lorenz oscillators, for either a finite or an infinite bulk
diffusivity. We find two non-trivial solutions satisfying the steady state equation @, given by

T

b(r—1-2
ut = |+ (Tgpo),j:\/b<r—1—ﬁpo> (1+ﬁpo>,7’—1—ﬁpo , (66)
ag ag ag

1+ 2pg

®

that branch from the origin in a pitchfork bifurcation at the critical value

Dw tanh(wL) D=0(1
r=1+5p, with po= {Dwktanh(wL>+ﬁ ! (1),
g k+B/L

D=c. (67)

By linearity of the diffusive coupling and its Robin boundary conditions, the coupled PDE-ODE formulation preserves
the reflection symmetry of the Lorenz system and stability results will be the same for both non-trivial steady states.
Hence, we restrict our analysis to the positive non-trivial steady state u., where the superscript + has been dropped to
simplify notations. To determine the linear stability of this steady state, we recall from that the growth rate A of
in-phase and anti-phase perturbations satisfies

det [J. — Al — Bp+(\E] =0, (68)
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where

DQ tanh(Q2L) _ DQ coth(QL) _
()\): DQtanh(QL)+8 * D—O(l)a ()\): m, D—(’)(l)7 (69)
P+ k4 D= oo p— 1 D— oo
k+A+B8/L - ’ s = .

In the absence of coupling (8 = 0), we recover the usual steady state structure of the Lorenz ODE system. In particular,
the non-trivial steady states are well known to lose stability in a subcritical Hopf bifurcation when the Rayleigh number
reaches the following critical value:

o(c+b+3)

= 24.74.
P — 7 (70)

To =

The corresponding critical frequency is given by A\; = \/b(c + o) ~ 9.62.

—AUTO
« Linear period

Period

Figure 5: For a single Lorenz system with ¢ = 10 and b = 8/3, the non-trivial steady states undergo a subcritical Hopf
bifurcation at r ~ 24.74. Unstable branches of periodic solutions collide with the origin at r ~ 13.926 in a homoclinic
bifurcation, with the period approaching infinity as shown in the right panel.

The succession of bifurcations as the parameter r increases for a single Lorenz ODE is graphically summarized in
Fig.[5| We recall from [27] that the appearance of transient chaos coincides with the homoclinic bifurcation in r ~~ 13.926,
while the onset of attracting chaos is near r & 24.06, which is slightly before the subcritical Hopf bifurcation point.
Hence, there is a small window where chaotic oscillations coexist with the stable non-trivial steady states.

4.2 Weakly nonlinear theory near Hopf stability boundaries

In contrast to section[2] where the coupling strength and the bulk diffusivity were employed within the multiple time-scale
expansion, here we choose the Rayleigh number as the bifurcation parameter and, so we set y = r in . Because this
parameter does not arise in the boundary conditions, this particular choice simplifies the computation of the linear terms
within the amplitude equations and , which are now defined as

—T _, OF . 0oL
gioo0 = 4¢% B <¢+, (@, (0)]7" or ) + <W+’ o >v (T1la)
(rosue) (ro;W4)
—T oF oL
gooto = 4¢* B <¢, (@, (0)]" = ) + <W*, - > ; (71b)
or (rosue) or (ro;W-)

We do not perform a separate detailed weakly nonlinear analysis of the PDE-ODE system in the well-mixed regime (65]).
In fact, the formulae derived in Section [2]still apply, provided that we take the appropriate limiting expressions of py ()
for D = oo.

In Fig. [6] we investigate the effects of increasing the bulk diffusion level on stability boundaries in the parameter
plane defined by the coupling strength S and the Rayleigh number r. We distinguish between the even (panel (a)) and
the odd (panel (b)) modes, with the two diagrams showing a significant increase in the critical Rayleigh number for
Hopf bifurcations. Our linear stability results therefore suggest that a much higher r value would be necessary for the
emergence of chaotic dynamics when two identical Lorenz oscillators are coupled via a 1-D bulk diffusion field. This has
been confirmed numerically, with simulations showing the stability of the symmetric steady states and giving no evidences
of attracting chaos, when r = 28 for a sufficiently large coupling strength (details not shown). Hence, in contrast to
the preceding section, this special type of PDE-ODE coupling can also provide a stabilizing mechanism. When D = 1,
we remark in panel (c) of Fig. [6] that the anti-phase mode becomes unstable first. One possible interpretation for this
observation is that synchronization with a common phase is harder when D is small, since upon rescaling the spatial
variable a small bulk diffusivity is equivalent to having the two oscillators located far from each other.

We then investigate the possible switch from a subcritical to a supercritical Hopf bifurcation as the strength of the
coupling increases. This is shown in Fig. [7] where the branching behavior near each Hopf stability boundary is deduced
from a numerical evaluation of the cubic normal form coefficients in and . As seen in this figure, our computations
show that g2100 and ggg21 each have positive real parts, an indication that the bifurcation remains subcritical over the
range of S and the values of D considered for both even and odd modes.
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Figure 6: Numerically computed Hopf stability boundaries in the r versus [ parameter plane for D = 1, D = 10
and D = oco. In panels (c¢), (d) and (e), the symmetric steady states are linearly stable below the lowermost stability
boundary. The computation was performed with the software package COCO [3]. Other parameters are given by
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Figure 7: Real parts of cubic normal form coefficients in (panel (a)) and (panel (b)) along each Hopf stability
boundary shown in Fig. @ The Hopf bifurcations remain subcritical.

12



For the finite bulk diffusion regime, in Fig.[§]we show global and local bifurcation diagrams as a function of the Rayleigh
number on the vertical slice 8 = 20. Both cases D = 1 (panels (a)-(c)) and D = 10 (panels (d)-(f)) are qualitatively
similar, but most importantly they preserve the key features of the Lorenz ODE system, such as the symmetry of solutions
and the destruction of the limit cycles via homoclinic bifurcations when the unstable periodic solution branches collide
with the origin. However, we do remark a significant increase in the size of the bistability parameter regime, suggesting
that the minimal Rayleigh number required for attracting chaos is much higher. In the weakly nonlinear regime (panels
(c) and (f)), the amplitude of the unstable limit cycles as predicted by the weakly nonlinear theory is favorably compared
with numerical bifurcation results. Note also that we only computed the branch of periodic solutions emerging from the
primary Hopf bifurcation, corresponding to the anti-phase mode when D = 1 and to the in-phase mode when D = 10.
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Figure 8: Finite bulk diffusion. Global and local bifurcation diagrams as a function of the Rayleigh number r,
corresponding to the S = 20 vertical slice through the linear stability diagrams shown in Fig. |§| for D = 1 (panels
(a)-(c)) and D = 10 (panels (d)-(f)). The sudden increase of the period seen in panels (b) and (e) suggests the presence
of homoclinic orbits as the unstable branch collides with the origin. In panels (¢) and (f), we observe a very small
discrepancy between the bifurcation points as predicted by AUTO and as directly computed using the transcendental
equation . This results from discretization errors. Here, N = 200 grid points were employed to spatially discretize
the coupled PDE-ODE system.

Finally, in Fig. [0] we show numerical results of similar experiments performed in the infinite bulk diffusion case, as
obtained with AUTO (cf. [4]) using the ODE system (65). They are consistent and qualitatively similar to their finite
diffusion counterparts. Here also, attracting chaos likely occurs for significantly higher values of the Rayleigh number.
In panel (f), the rather poor agreement between numerical and weakly nonlinear results at larger amplitudes is likely a
result of the Hopf bifurcation being almost degenerate when  becomes large.

4.3 Synchronous chaos

We now investigate the onset of synchronous chaos as the strength of the coupling 8 and the bulk diffusion rate D
increase. For this purpose, we fix the Rayleigh number to be such that the symmetric steady states are linearly unstable
for all values of S and D. Hence, we choose r = 70, which is above the linear stability boundary for the even mode in
the well-mixed regime (see Fig. @, where the dynamics is governed by . The stability of synchronous solutions is
then determined from a computation of the largest Lyapunov exponent of a linearization of around the synchronous
manifold, where only transverse, or odd, perturbations are considered. The main result of this section is a phase diagram
in the D versus  parameter plane that predicts the stability boundary for synchronous chaotic solutions.

We recall from §I] that synchronous chaos is the sensitivity to initial conditions on an invariant synchronous manifold
W, here defined as the subspace of solutions to invariant under the action of reflection with respect to the midpoint
r=1,

Cs(z,1t)
W= (W= ust) Cs(z,t) = Cs(2L — x,t) » . (72)
us(t)
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Figure 9: Well-mixed regime. Global and local bifurcation diagrams for as a function of the Rayleigh number 7,
corresponding to the vertical slices 5 =1 (panels (a)-(c)) and 5 = 20 (panels (d)-(f)).

Reflection symmetry is readily obtained by imposing a no-flux boundary condition at the domain midpoint. In this way,
Cs(z,t) and us(t) in satisfy the following reduced system:

2
aCS = Da CS - kcsy O<z< L; _Da:zzcs|:c:O = B(e,{us - Cs|:r:0); a:vcs|x:L = 0;
dus
:ltt = F(uy) + B(Cylomo — T us)es .

Next, we introduce the following deviations from the synchronous manifold:
n(z,t) = Clz,t) = Cu(x, 1), @(t) = ul(t) —us(t). (74)

Upon substituting this expression into the coupled PDE-ODE system and after linearizing, we obtain that n(z,t) and
¢(t) satisfy the non-autonomous linear system

0 0?
ﬁ:D—Z*kﬁv 0<$<L7 7D8T77|T:0:5(6,{¢777|$:0)7 n(lﬁt)zoa
o

= = 109 + B0 — T p)ex
Here, J,(t) is the Jacobian matrix of the nonlinear kinetics F(u) evaluated on the synchronous manifold. The cen-
tral feature here is to impose an absorbing boundary condition at the domain midpoint in order to only select odd
perturbations.

For the case of infinite bulk diffusion (system ), the solutions on the synchronous manifold are spatially homoge-
neous. Therefore, we have that Cps = Cos(t) and us(t) satisfy

dCOS ﬁ B dus
dt = ze{us - <k + E COS ) dt = T(’u’s) + B(COS - e,{us)el ) (76)
and the corresponding non-autonomous linearization reduces to
d
1=0. e sEs. (77)

We now provide some details on Lyapunov exponents and their computation (see [I8] for a more in-depth coverage).
Let Amax = Amax(Ws; 8, D) be the largest Lyapunov exponent of the non-autonomous linear system (or if
D = 0). If Apax < 0, then infinitesimal perturbations from the synchronous manifold decay exponentially and complete
synchronization of both oscillators is expected. Conversely, when Ay, > 0 solutions on the synchronous manifold are

14



unstable to any transverse perturbations. In order to obtain a numerical approximation to Apax, We must solve
simultaneously the coupled PDE-ODE system and the odd linearization , and then compute the following
quantity: i @.T)
oL () _ (=,

o) e - 0 = (7)) ™
where T is a sufficiently long integration time, chosen here to be 10*. Before implementing the time integration scheme a
spatial discretization of and must be performed, and for this we use a method of lines approach with N = 100
equidistant grid points. Finally, our algorithm to compute Apax follows Appendix A.3 of [I8], where the essential
role of regular renormalization of tangent vectors, in order to preserve accuracy, is emphasized. Hence, we select the
renormalization step to be At = 1, often used to compute Lyapunov exponents for a single Lorenz system [18].

Next, we compute the largest Lyapunov exponent in the D versus [ parameter plane, with the aim of approximating
the level curve Ap.x = 0. The result is shown in the left panel of Fig. where we find that synchronous chaos,
corresponding to where A, < 0, holds to the right of the stability boundary. Not surprisingly, the critical diffusion level
is approximately inversely proportional to the coupling strength. This implies that a smaller diffusion level is necessary
for complete synchronization to occur if § gets larger. Moreover, as D tends to infinity the stability boundary should
approach an asymptote in 8 & 43, corresponding to Ay.x = 0 as computed from and . At last, examples of
numerically computed chaotic trajectories when D = 200 are shown in the middle and far right panels of Fig. for
random initial conditions. As expected from the stability diagram, complete synchronization fails for 5 = 50 while it
succeeds for § = 70. However, a more appropriate synchrony measure would be to compute the Euclidean distance

[lu(t) — v(t)]|. This is done in Fig. {11} and
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Figure 10: Far left panel: Synchronous chaos stability boundary in the D versus  parameter plane. The red-dashed
curve indicates Apnax = 0 when D = oco. Middle left panel: Plot of Ayax as a function of the coupling strength 5 for
D =1, 200, 400 and oo, indicating that D must be large enough for A« to become negative. Middle right panel:
Numerically computed chaotic trajectories, with no synchronization, for § = 50 and D = 200 (indicated by a square in
the far left panel). Far right panel: Synchronous chaotic oscillations for 8 = 70 and D = 200 (indicated by a star in the
far left panel). Other parameters are L =1, k=1, 0 =10, b= 8/3, r = 70.

We now briefly discuss the relationship between A.x and the spectrum of Lyapunov exponents directly computed
from the full system, with no symmetry reduction. To illustrate this relationship, and since the size of the spectrum
equals the dimension of the dynamical system, we focus on the infinite D case, for which there are only 7 Lyapunov
exponents (3 for each Lorenz oscillator and 1 for the coupling variable; see . In Fig. the largest four exponents
(denoted as A1, Ay, A3 and A4) are shown as a function of the coupling strength 3, where we conclude that synchronous
chaos is characterized by a single exponent being positive. In contrast, chaos without synchronization corresponds to
having two exponents being positive. We also remark that As exactly corresponds to Apayx, thus allowing us to recover
the stability threshold 8 &~ 43 previously obtained for the infinite bulk diffusion case. This threshold is confirmed from
numerical simulations in the middle and right panels of Fig. Thus, we claim that our computational approach, which
is to compute the largest exponent of an odd linearization around the synchronous manifold, is more accurate and efficient
(especially when D is finite) than if we were to consider the full spectrum of Lyapunov exponents.

We conclude this section with Fig. which illustrates a transition to synchronous chaos as the diffusivity D increases
while the coupling strength § is kept fixed. As the system goes further into the synchronous chaos stability regime, faster
convergence onto the synchronous manifold is observed.

5 Discussion

In this paper, we have developed a comprehensive weakly nonlinear theory for a class of PDE-ODE systems that couple
1-D bulk diffusion with arbitrary nonlinear kinetics at the two endpoints of the interval. From a multi-scale asymptotic
expansion, in §2| we derived amplitude equations characterizing the weakly nonlinear oscillations of in-phase and anti-
phase spatio-temporal oscillations. In our analysis was shown to compare favorably with numerical bifurcation results
for a coupled PDE-ODE model with Sel’kov kinetics. Our second example is given in §4 where we considered the diffusive
coupling of two Lorenz oscillators. There we showed how this coupling mechanism can provide a stabilizing mechanism
and suppress chaotic oscillations at parameter values that are well known to yield chaos in the isolated Lorenz ODE. We
also considered the well-mixed regime, defined as the infinite bulk diffusion limit, for which the coupled PDE-ODE system
is replaced by two globally coupled ODE systems. Finally, in we predicted the transition to synchronous chaos as
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numerically computed from the ODE (65) and its linearization as a function of 8. We observe that A, agrees with
Anax, the largest Lyapunov exponent computed when considering transverse perturbations to the synchronous manifold.
At least one positive A; indicates chaos, while a negative A,,q, indicates the synchronous manifold is attracting. Panels
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the coupling strength and the diffusivity increase, from a numerical computation of the largest Lyapunov exponent of an
appropriate non-autonomous linearization around the synchronous manifold, where only odd (or transverse) perturbations
are considered.

In the formulation of our PDE-ODE model we have assumed a scalar coupling, so that only one variable from each
of the two compartments is coupled with the bulk diffusion field. Qualitatively different dynamics is to be expected for
other coupling schemes than the one considered here, that are obtained by replacing the basis vector e; with e;, j # 1
in and . Our choice for the Sel’kov kinetics was partly motivated by earlier studies (cf. [10, I1]) and by our own
numerical experiments which concluded that there are no oscillatory dynamics for a scalar coupling via the inhibitor
species ug. Different coupling schemes were also explored for the Lorenz example. Although we have observed a similar
stabilizing effect for each of the three possible coupling schemes, with a larger Rayleigh number necessary for the system
to undergo a Hopf bifurcation, results from non-exhaustive numerical simulations suggested that synchronous chaos is
possible only for the specific coupling considered here in 4

Finally, results from §3] and §4] shed light on some of the key differences between the finite and infinite bulk diffusion
regimes. From a modeling point of view, one effect of the finite spatial diffusion of a signaling chemical consists in
introducing time delays into the spatially segregated system, which are well known to cause oscillatory dynamics. This
mechanism is at play here for the example with Sel’kov kinetics, as we observe from the stability diagram in Fig. [1| that
no oscillations are possible as the bulk diffusivity gets too large, hence effectively suppressing time delays between the two
localized ODE compartments. The role of diffusion induced delays on oscillations is discussed in a number of references,
including [20] and §5 of [II]. However, for our second example based on the Lorenz model, both diffusion regimes yield
qualitatively similar dynamics. Not surprisingly, we found the minimal coupling strength for synchronous chaos to be
smaller in the infinite versus finite diffusion cases.

Among the open problems related to bulk coupled PDE-ODE systems that warrant further investigation, it would be
interesting to use global bifurcation software to numerically path-follow the solution branch originating from the torus
bifurcation points detected in §3|for the Sel’kov model (see Fig. . This would allow us to determine whether this model
can provide a bifurcation cascade leading to spatio-temporal chaos.

It would also be interesting to extend our weakly nonlinear theory to analyze periodic ring spatio-temporal patterns
in systems composed of several oscillators spatially segregated on a 1-D interval with periodic boundary conditions. The
derivation of this novel class of models was given in [10], where it was also shown how Floquet theory can be employed
to study the linear stability of symmetric steady states. Moreover, it would be interesting to perform a weakly nonlinear
analysis for the quasi-steady state version of this modeling paradigm, whereby each ODE compartment acts as a localized
source term within the diffusion equation. A model of this type is given in [20], as well as in [I6] and [I7] with applications
to the study of spatial effects in gene regulatory systems. A weakly nonlinear analysis for a specific such system was
given in [2].
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A Exact solution of the inhomogeneous linear systems arising at second
order

In this appendix we briefly outline the computation of the coefficients Wi, at O (52) of the multi-scale expansion.
First, we have that Wygog, which arises from the perturbation of the bifurcation parameters within the symmetric steady
state, satisfies a linear inhomogeneous equation,

wzCeDl
L(p0; Woooo) + | —poEucfr | =0, (A.1)
_pOEueﬁl

subject to inhomogeneous boundary conditions,

KDo
D85 Coooo + £ (€1 woo0o — Coooo) = D7€1TUeD1 , =0,
0

Kpo 1

(A.2)
D85 Coooo — £ (€1 voooo — Coooo) = _Dioel u.Dy, x=2L.

It is readily seen that the solution must be even and that woppp = voooo. As a result, a suitable ansatz to Cpooo(x) is
given by

cosh(w(L — x))

sinh(w(L — x))
cosh(wl) '

Coooo(w) = K cosh(wL)

+ Ky(z— L) (A.3)
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By inserting (A.3)) within (A.1) and (A.2]), we can readily establish that the unknown constants are given by
kw (tanh(wL)(kL — Dg) + kDow)
2D (Dow tanh(wL) + £)*
efu.D;. (A.5)

K1 = (1= po)ei ugooo + ef u.Dy, (A.4)

Kw
2Dy (Dow tanh(wL) + k)

Ky =

Next, the evaluation of Cyggg at the endpoints leads to

rw?Lsech?(wL) — kw tanh(wl)

Coooolz=0,21. = (1 — po)e] woooo + €1 wedDy, &= 2(Dow tanh(wL) £ 12 (A.6)
Finally, the substitution of within leads to an n x n linear system for wgggo given by,
[® . (0)] woooo = T 1 Fue = wugooo = o iy [<I>+(O)]71 Eu,. (A7)
Here, a is a two-dimensional vector defined by
a=po&1 — Podk2, & = <(1)> , &= <(1)> : (A.8)

The linear inhomogeneous systems satisfied by the other Wiy, are listed as

L (p10; Waoo0) — 2iA] Wagoo = —BW4, W4), L (p0; Woozo) — 2iA; Wooao = —BW_, W_),
L (110; Woz00) + 2iA] Wagoo = —BOW1, W5), L (03 Wooo2) + 2iA; Wooo2 = —BOV_,W_),
L (po; Witoo) = —2BWL, W4, L (po; Woor1) = —2B(W-_, V)

from which it follows that W0200 = W2000 and W0002 = WOOQO. EXphClt solutions for WQOO(), WllOO; W0020 and W0011 are
given by

. cosh(Q (L—x)
(1- P+(2ZA?))W€F{WOOO

Waooo = 3000 ;g0 = —[®4(200])] T By, ¢4,
2000
(1 = po) et e unnog .
W00 = %1100 ;100 = —2[@4(0)] ' By, ),
U1100

1 cosh(Q5, (L—
(1= p4 2ix)) D) T g

Woo20 = Uooso ;w0020 = —[@4(200))] T B(g-, ¢-),
U0020

(- )Cosc};(suﬁ&;%))e{unoo

Woot1 = Upo11 . ugonn = —2[@4(0)] ' B(é-, ),

U011
k4 2int
05 = oL (A.9)

B Derivation of the well-mixed ODE system

where QF; is defined by

In this appendix, we derive the ODE system governing the dynamics in the D = oo case. For this purpose, we
consider the intermediate case of a large (but finite) diffusivity D > 1 and expand the bulk variable C(z,t) in a regular
asymptotic power series of % <1,

1
CICo+501+..., (B.10)
and upon inserting within
k

1
— O =Cho— —C,  O0<w<2L, t>0,
D D (B.11)

=
iy

- Ce(0,1) = B(G?U(t) —-C(0,1), C.(2Lt) = 5(€1T’U(t) - C(2L,1)),
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we find, at leading order, that Cy satisfies Cyz, = 0 subject to Cy; = 0 in z = 0, 2L. Hence, we effectively have that
Co = Cp(t) is spatially uniform. At the next order, we have

and upon integrating from = = 0 to x = 2L and using the boundary conditions

- Clx|a::0 = B(E?U - CO) 3 Clz|x:2L = 6(6{/0 - OO) 5 (B]-'?’)

we obtain the following ODE for Cy(t):

dC
L L) (k45 o, (B.14)
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