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UNIFORM ERROR BOUNDS OF AN EXPONENTIAL WAVE
INTEGRATOR FOR THE LONG-TIME DYNAMICS OF THE

NONLINEAR KLEIN-GORDON EQUATION∗

YUE FENG† AND WENFAN YI‡

Abstract. We establish uniform error bounds of an exponential wave integrator Fourier pseu-
dospectral (EWI-FP) method for the long-time dynamics of the nonlinear Klein-Gordon equation
(NKGE) with a cubic nonlinearity whose strength is characterized by ε2 with ε ∈ (0, 1] a dimension-
less parameter. When 0 < ε ≪ 1, the problem is equivalent to the long-time dynamics of the NKGE
with small initial data (and O(1) cubic nonlinearity), while the amplitude of the initial data (and
the solution) is at O(ε). For the long-time dynamics of the NKGE up to the time at O(1/ε2), the
resolution and error bounds of the classical numerical methods depend significantly on the small pa-
rameter ε, which causes severe numerical burdens as ε → 0+. The EWI-FP method is fully explicit,
symmetric in time and has many superior properties in solving wave equations. By adapting the
energy method combined with the method of mathematical induction, we rigorously carry out the
uniform error bounds of the EWI-FP discretization at O(hm0 + ε2−βτ2) up to the time at O(1/εβ)
with 0 ≤ β ≤ 2, mesh size h, time step τ and m0 an integer depending on the regularity of the
solution. By a rescaling in time, our results are straightforwardly extended to the error bounds and
ε-scalability (or meshing strategy requirement) of the EWI-FP method for an oscillatory NKGE,
whose solution propagates waves with wavelength at O(1) and O(εβ) in space and time, respectively,
and wave speed at O(ε−β). Finally, extensive numerical results are reported to confirm our error
estimates.
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1. Introduction. The nonlinear Klein-Gordon equation (NKGE) is well-known
as the relativistic (and nonlinear) version of the Schrödinger equation and plays a
significant role in many scientific fields such as quantum electrodynamics, nonlinear
optics, particle, plasma and/or solid state physics to describe the dynamics of the
spinless particle like the pion [18, 22, 40, 41, 46, 51]. We consider the following
NKGE with a cubic nonlinearity on a torus Td(d = 1, 2, 3) as

(1.1)

{
∂ttu(x, t)−∆u(x, t) + u(x, t) + ε2u3(x, t) = 0, x ∈ Td, t > 0,

u(x, 0) = φ(x), ∂tu(x, 0) = γ(x), x ∈ Td.

Here, x is the spatial coordinate, t is time, u := u(x, t) is a real-valued scalar field,
ε ∈ (0, 1] is a dimensionless parameter and the initial data φ(x) and γ(x) are two given
real-valued functions independent of the parameter ε. Provided that u(·, t) ∈ H1(Td)
and ∂tu(·, t) ∈ L2(Td), the NKGE (1.1) is time symmetric or time reversible and
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2 YUE FENG AND WENFAN YI

conserves the energy [18, 31] as

E(t) := E(u(·, t)) =

∫

Td

[
|∂tu(x, t)|

2 + |∇u(x, t)|2 + |u(x, t)|2 +
ε2

2
|u(x, t)|4

]
dx

≡

∫

Td

[
|γ(x)|2 + |∇φ(x)|2 + |φ(x)|2 +

ε2

2
|φ(x)|4

]
dx

= E(0) = O(1), t ≥ 0.

When 0 < ε ≪ 1, rescaling the amplitude of the wave function u(x, t) by intro-
ducing w(x, t) = εu(x, t), the NKGE (1.1) with weak nonlinearity (and initial data
with amplitude at O(1)) can be reformulated as the following NKGE with small initial
data (and O(1) cubic nonlinearity):

(1.2)

{
∂ttw(x, t) −∆w(x, t) + w(x, t) + w3(x, t) = 0, x ∈ Td, t > 0,

w(x, 0) = εφ(x), ∂tw(x, 0) = εγ(x), x ∈ Td.

Noticing that the amplitude of the initial data (and the solution) of the NKGE (1.2)
is at O(ε). Again, the above NKGE (1.2) is time symmetric or time reversible and
conserves the energy as

Ẽ(t) := Ẽ(w(·, t)) =

∫

Td

[
|∂tw(x, t)|

2 + |∇w(x, t)|2 + |w(x, t)|2 +
1

2
|w(x, t)|4

]
dx

≡

∫

Td

[
ε2|γ(x)|2 + ε2|∇φ(x)|2 + ε2|φ(x)|2 +

ε4

2
|φ(x)|4

]
dx

= ε2E(0) = O(ε2), t ≥ 0.

We remark here that the long-time dynamics of the NKGE with weak nonlinearity
and O(1) initial data, i.e. the NKGE (1.1), is equivalent to the long-time dynamics
of the NKGE with small initial data and O(1) nonlinearity, i.e. the NKGE (1.2). In
the following, we only present numerical methods and their error estimates for the
NKGE (1.1) with weak nonlinearity. Extensions of the numerical methods and their
error bounds to the NKGE (1.2) with small initial data are straightforward.

The NKGE (1.1) (or (1.2)) has been studied extensively in both analytical and nu-
merical aspects. Along the analytical front, the existence of global classical solutions
and almost periodic solutions have been investigated [13, 14, 17, 50] and references
therein. For the Cauchy problem with small initial data (or weak nonlinearity), the
asymptotic behavior of solutions and long-time conservation properties have been con-
sidered in the literatures [18, 19, 35, 36, 39, 48]. In recent years, the life-span of the
solution to the NKGE (1.2) (or (1.1)) has gained a surge of attention [35, 38]. The an-
alytical results indicate that the life-span of a smooth solution to the NKGE (1.2) (or
(1.1)) is at least up to the time at O(ε−2) [20]. For more details related to this topic,
we refer to [21, 26] and references therein. In the numerical aspects, various numerical
schemes have been developed in the literatures for the NKGE (1.1) (or (1.2)), includ-
ing the finite difference time domain (FDTD) methods [5, 24, 47], exponential wave
integrator Fourier pseudospectral (EWI-FP) method [5, 7, 11], asymptotic-preserving
(AP) schemes [15, 25, 34], multiscale time integrator Fourier pseudospectral (MTI-
FP) method [4, 8], etc. However, to the best of our knowledge, the error estimates
are normally valid up to the fixed time in the previous works. Since the life-span of
the solution to the NKGE (1.1) (or (1.2)) is up to the time at O(ε−2), one has to
extend the classical error bounds of the numerical method for the NKGE (1.1) (or
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UNIFORM ERROR BOUNDS OF EWI FOR NKGE 3

(1.2)) up to the time at O(ε−2) instead of O(1), i.e. long-time error analysis. In our
recent work [10], by employing the energy method, mathematical induction or cut-off
technique, the long-time error bounds of four explicit/semi-implicit/implicit conserva-
tive/nonconservative FDTD methods have been rigorously established for the NKGE
(1.1) with particular attentions paid to how the error bounds depend explicitly on
the mesh size h and the time step τ as well as the small parameter ε ∈ (0, 1] up to
the time at O(ε−β) with 0 ≤ β ≤ 2. Based on our error bounds, in order to obtain
“correct” numerical approximations of the NKGE (1.1) up to the time at O(ε−β), the
ε−scalability (or meshing strategy requirement) of the FDTD methods should be:

h = O(εβ/2) and τ = O(εβ/2),

which suggests that the FDTD methods are under-resolution in both space and time
with respect to ε ∈ (0, 1] regarding to the Shannon’s information theorem [37, 42, 43]-
to resolve a wave one needs to use a few grid points per wavelength. Moreover,
the Crank-Nicolson finite difference method (CNFD) is fully implicit and depends
on a direct solver or an iterative solver which is quite time-consuming, while other
FDTD methods naturally suffer from stability problems. The fourth-order compact
finite difference (4cFD) method has also been used for the long-time dynamics of the
NKGE (1.1), which has better spatial resolution than the FDTD methods [27]. Thus,
a discretization that performs well and allows larger mesh size and time step for a
given ε, is of great importance for the investigation of the long-time dynamics of the
NKGE (1.1) (or (1.2)).

The EWI-FP method has many superior properties and is widely used to solve
wave equations in different regimes [2, 3, 5, 7, 23, 52]. The key ingredients of the
EWI-FP method are: (i) applying the Fourier pseudospectral discretization for the
spatial derivatives; (ii) adapting an exponential wave integrator based on some effi-
cient quadrature rules for integrating the NKGE under proper transmission conditions
between different time intervals in phase space. The main purpose of this paper is to
carry out long-time error bounds of a Gautschi-type EWI-FP discretization for the
NKGE (1.1) (or (1.2)) up to the time at O(ε−2). In our numerical analysis, besides
the standard technique of the energy method and inverse inequality, we adapt the
mathematical induction to obtain a priori uniform bound of the numerical solution.
The rigorous error bounds suggest that the ε−scalability of the EWI-FP method up
to the time at O(ε−2) should be:

h = O(1) and τ = O(1),

which is uniform in terms of ε and performs much better than the FDTD and 4cFD
methods. In addition, by rescaling the time as t → t/εβ, the NKGE (1.1) can be
reformulated as an oscillatory NKGE whose solution propagates waves with wave-
length at O(1) and O(εβ) in space and time, respectively, and wave speed at O(ε−β).
The rapid oscillation in time and outgoing waves bring new challenges in the design
and analysis for the numerical methods. Based on the long-time error analysis for
the EWI-FP method to the NKGE (1.1), the error bounds and ε-scalability of the
EWI-FP method for the oscillatory NKGE in a fixed time interval can be obtained
straightforwardly.

The rest of this paper is organized as follows. In Section 2, we discuss the deriva-
tion and analyze the stability of the EWI-FP discretization for the NKGE (1.1). In
Section 3, we establish uniform error bounds of the EWI-FP method for the long-time
dynamics of the NKGE (1.1) up to the time at O(ε−β) with 0 ≤ β ≤ 2. Extensive
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4 YUE FENG AND WENFAN YI

numerical results are reported in Section 4 to confirm our error bounds. In Section 5,
we extend the EWI-FP method and the error estimates to an oscillatory NKGE in a
fixed time interval. Finally, some conclusions are drawn in Section 6. Throughout the
paper, we adopt the standard Sobolev spaces and use the notation p . q to represent
that there exists a generic constant C > 0 which is independent of h, τ and ε such
that |p| ≤ Cq.

2. An exponential wave integrator spectral method. In this section, in-
spired by the ideas in [2, 5, 7, 29, 30, 33], we propose and analyze a Gautschi-type
exponential wave integrator Fourier spectral/pseudospectral (EWI-FS/EWI-FP) dis-
cretization for the NKGE (1.1). For simplicity of notations, we only present the
numerical methods in one space dimension (1D). Thanks to tensor grids, generaliza-
tions to higher dimensions are straightforward and results remain valid with minor
modifications. In 1D, the NKGE (1.1) collapses to

(2.1)

{
∂ttu(x, t)− ∂xxu(x, t) + u(x, t) + ε2u3(x, t) = 0, x ∈ Ω = (a, b), t > 0,

u(x, 0) = φ(x), ∂tu(x, 0) = γ(x), x ∈ Ω = [a, b],

with periodic boundary conditions.

2.1. The method. Choose the time step τ = ∆t > 0 and mesh size h := ∆x =
(b − a)/M with M being an even positive integer, and denote time steps by tn = nτ
for n ≥ 0 and grid points as xj := a + jh, j = 0, 1, · · · ,M . Denote the index set
TM = {l|l = −M/2,−M/2+ 1, · · · ,M/2− 1}, and define Cp(Ω) = {u ∈ C(Ω)|u(a) =
u(b)} and

XM := span{eiµl(x−a), µl =
2πl

b− a
, x ∈ Ω, l ∈ TM},

YM := {u = (u0, u1, · · · , uM ) ∈ RM+1 : u0 = uM}.

For any u(x) ∈ Cp(Ω) and a vector u ∈ YM , define PM : L2(Ω) → XM as the
standard L2−projection operator onto XM , IM : Cp(Ω) → XM or IM : YM → XM as
the trigonometric interpolation operator [32, 44], i.e.,

(PMu)(x) =
∑

l∈TM

ûle
iµl(x−a), (IMu)(x) =

∑

l∈TM

ũle
iµl(x−a), x ∈ Ω,

where

(2.2) ûl =
1

b− a

∫ b

a

u(x)e−iµl(x−a)dx, ũl =
1

M

M−1∑

j=0

uje
−iµl(xj−a), l ∈ TM ,

with uj interpreted as u(xj) when involved.
We begin with the Fourier spectral method for discretizing the NKGE (2.1) in

space, i.e., find

(2.3) uM (x, t) =
∑

l∈TM

(̂uM )l(t)e
iµl(x−a) ∈ XM , x ∈ Ω, t ≥ 0,

such that

(2.4) ∂ttuM (x, t)−∂xxuM (x, t)+uM (x, t)+ε2PMf(uM (x, t)) = 0, x ∈ Ω, t ≥ 0,
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with f(v) = v3. Plugging (2.3) into (2.4) and noticing the orthogonality of the Fourier
basis functions, we find

(2.5)
d2

dt2
(̂uM )l(t) + (1 + µ2

l )(̂uM )l(t) + ε2 ̂(f(uM ))l(t) = 0, l ∈ TM , t ≥ 0.

For each fixed l(l ∈ TM ), when t is near t = tn(n ≥ 0), the above ODEs can be
rewritten as

(2.6)
d2

dθ2
(̂uM )l(tn + θ) + ζ2l (̂uM )l(tn + θ) + ε2f̂n

l (θ) = 0, θ ∈ R,

where

ζl =
√
1 + µ2

l , f̂n
l (θ) =

̂(f(uM ))l(tn + θ).(2.7)

Now, we proceed to apply an exponential wave integrator for solving the ODEs
(2.6). By using the variation-of-constants formula for the ODEs (2.6), the general
solutions of the above second-order ODEs can be written as

(2.8) (̂uM )l(tn + θ) = cnl cos(θζl) + dnl
sin(θζl)

ζl
−

ε2

ζl

∫ θ

0

f̂n
l (ω) sin(ζl(θ − ω))dω,

where cnl and dnl are two constants to be determined. When n = 0, we consider the
solution (2.8) for θ ∈ [0, τ ]. The initial conditions in the NKGE (2.1) imply

(2.9) (̂uM )l(0) = φ̂l,
d

dt
(̂uM )l(0) = γ̂l, l ∈ TM .

Plugging (2.9) into (2.8) with n = 0 and then letting θ = τ to determine c0l and d0l ,
we get

(2.10) (̂uM )l(τ) = φ̂l cos(τζl) + γ̂l
sin(τζl)

ζl
−

ε2

ζl

∫ τ

0

f̂0
l (ω) sin(ζl(τ − ω))dω.

When n > 0, we consider the solution (2.8) for θ ∈ [−τ, τ ] and require the solution to
be continuous at t = tn and t = tn−1 = tn − τ . Plugging θ = 0 and θ = −τ into (2.8)
and letting θ = τ to determine cnl and dnl , we obtain

(̂uM )l(tn+1) =− (̂uM )l(tn−1) + 2 cos(τζl)(̂uM )l(tn)

−
ε2

ζl

∫ τ

0

[
f̂n
l (−ω) + f̂n

l (ω)
]
sin(ζl(τ − ω))dω.

(2.11)

In order to design an explicit scheme, we approximate the integrals in (2.10)-(2.11)
by the Gautschi-type quadrature [28],

∫ τ

0

f̂0
l (ω) sin(ζl(τ − ω))dω ≈ f̂0

l (0)

∫ τ

0

sin(ζl(τ − ω))dω =
f̂0
l (0)

ζl
[1− cos(τζl)] ,

∫ τ

0

[
f̂n
l (−ω) + f̂n

l (ω)
]
sin(ζl(τ − ω))dω ≈

2f̂n
l (0)

ζl
[1− cos(τζl)] , l ∈ TM , n ≥ 1.

Denote (̂un
M )l and un

M (x) be the approximations of (̂uM )l(tn) and uM (x, tn),
respectively. Choosing u0

M (x) = (PMφ)(x), a Gautschi-type exponential integrator

This manuscript is for review purposes only.



6 YUE FENG AND WENFAN YI

Fourier spectral (EWI-FS) discretization for the NKGE (2.1) is to update the numer-
ical approximation un+1

M (x) ∈ XM (n ≥ 0) as

(2.12) un+1
M (x) =

∑

l∈TM

(̂un+1
M )le

iµl(x−a), x ∈ Ω, n ≥ 0,

where

(̂u1
M )l = plφ̂l + qlγ̂l + rl (̂f(φ))l, l ∈ TM ,

(̂un+1
M )l = −(̂un−1

M )l + 2pl(̂un
M )l + 2rl ̂(f(un

M ))l, l ∈ TM , n ≥ 1,
(2.13)

with the coefficients defined as

(2.14) pl = cos(τζl), ql =
sin(τζl)

ζl
, rl =

ε2(cos(τζl)− 1)

ζ2l
.

However, in practice, it is difficult to compute the Fourier coefficients in (2.13).
We simply replace the projections by the interpolations here, which refers to the
Fourier pseudospectral discretizaion. Let un

j be the approximation of u(xj , tn) and

denote u0
j = φ(xj)(j = 0, 1, · · · ,M). For n = 0, 1, · · · , a Gautschi-type exponential

integrator Fourier pseudospectral (EWI-FP) discretization for the NKGE (2.1) is

(2.15) un+1
j =

∑

l∈TM

ũn+1
l eiµl(xj−a), j = 0, 1, · · · ,M,

where

ũ1
l = plφ̃l + qlγ̃l + rl (̃f(φ))l, l ∈ TM ,

ũn+1
l = −ũn−1

l + 2plũ
n
l + 2rl ˜(f(un))l, l ∈ TM , n ≥ 1,

(2.16)

with the coefficients pl, ql and rl are given in (2.14).
The EWI-FP (2.15)-(2.16) is explicit, time symmetric and easy to extend to 2D

and 3D. The memory cost is O(M) and the computational cost per time step is
O(M logM).

2.2. Stability analysis. Let T0 > 0 be a fixed constant and 0 ≤ β ≤ 2, and
denote

(2.17) σmax := max
0≤n≤T0ε−β/τ

‖un‖2l∞ ,

where ‖u‖l∞ = max
0≤j≤M−1

|uj| for u ∈ YM . According to the standard von Neumann

stability analysis in [45], we can conclude the stability results of the EWI-FP (2.15)-
(2.16) for the NKGE (2.1) in the following lemma.

Lemma 2.1. (stability) The EWI-FP (2.15)-(2.16) is conditionally stable under
the stability condition

(2.18) 0 < τ ≤
2h√

π2 + h2(1 + ε2σmax)
, h > 0, 0 < ε ≤ 1.
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Proof. Replacing the nonlinear term by f(u) = ε2σmaxu and plugging

un−1
j =

∑

l∈TM

Ûle
2ijlπ/M , un

j =
∑

l∈TM

ξlÛle
2ijlπ/M , un+1

j =
∑

l∈TM

ξ2l Ûle
2ijlπ/M ,

into (2.16) with ξl the amplification factor of the lth mode in phase space, we obtain
the following characteristic equation

(2.19) ξ2l − 2θlξl + 1 = 0, l ∈ TM ,

with

θl = cos(τζl) +
ε2σmax(cos(τζl)− 1)

ζ2l
= 1−

(
2ε2σmax

ζ2l
+ 2

)
sin2

(
τζl
2

)
, l ∈ TM .

Since the characteristic equation (2.19) implies ξl = θl ±
√
θ2l − 1, it indicates that

the stability of the EWI-FP (2.15)-(2.16) amounts to

(2.20) |ξl| ≤ 1 ⇐⇒ |θl| ≤ 1, l ∈ TM .

Noticing sin(x) ≤ x for x ≥ 0, under the condition (2.18), we have

(2.21) 0 <

(
2ε2σmax

ζ2l
+ 2

)
sin2

(
τζl
2

)
≤

(
2ε2σmax

ζ2l
+ 2

)
·

(
τζl
2

)2

≤ 2,

which immediately leads to the conclusion.

Remark 2.2. The stability of the EWI-FP (2.15)-(2.16) is related to σmax, depen-
dent on the boundedness of the l∞ norm of the numerical solution un at the previous
time step. The error estimates up to the previous time step could ensure such a
bound in the l∞ norm, by making use of the discrete Sobolev inequality, and such an
error estimate could be recovered at the next time step, as given by the Theorem 3.1
presented in Section 3.

3. Uniform error bounds for long-time dynamics. In this section, we rig-
orously carry out the uniform error bounds of the EWI-FS (2.12)-(2.13)/EWI-FP
(2.15)-(2.16) for the NKGE (2.1) up to the time t ∈ [0, T0/ε

β] with 0 ≤ β ≤ 2.

3.1. Main results. For an integer m ≥ 0, Ω = (a, b), we denote by Hm(Ω) the
standard Sobolev space with norm

‖z‖2m =
∑

l∈Z

(1 + µ2
l )

m|ẑl|
2, for z(x) =

∑

l∈Z

ẑle
iµl(x−a), µl =

2πl

b− a
,(3.1)

where ẑl(l ∈ Z) are the Fourier transform coefficients of the function z(x). For
m = 0, the space is exactly L2(Ω) and the corresponding norm is denoted as ‖ · ‖.
Furthermore, we denote by Hm

p (Ω) the subspace ofHm(Ω) which consists of functions
with derivatives of the order up to m− 1 being (b− a)-periodic [44].

Motivated by the results in [20, 35, 36, 39] and references therein, we assume that
there exists an integer m0 ≥ 2 such that the exact solution u(x, t) of the NKGE (2.1)
up to the time Tε = T0/ε

β with β ∈ [0, 2] and T0 > 0 fixed satisfies

(A)

u(x, t) ∈ L∞
(
[0, Tε];H

m0

p

)
, ∂tu(x, t) ∈ L∞

(
[0, Tε];W

1,4
)
,

∂ttu(x, t) ∈ L∞
(
[0, Tε];H

1
)
,

‖u(x, t)‖L∞([0,Tε];H
m0
p ) . 1, ‖∂tu(x, t)‖L∞([0,Tε];W 1,4) . 1,

‖∂ttu(x, t)‖L∞([0,Tε];H1) . 1.
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Under the assumption (A), we let

M1 := max
ε∈(0,1]

{‖u(x, t)‖L∞([0,Tε];L∞) + ‖∂tu(x, t)‖L∞([0,Tε];L∞)} . 1,

M2 := sup
v 6=0,|v|≤1+M1

|v|2 . 1.

Assuming

(3.2) τ ≤ min

{
1

8
,

πh

3
√
π2 + h2(1 + ε2M2)

}
, 0 < ε ≤ 1,

we can establish the following error bounds of the EWI-FS (2.12)-(2.13).

Theorem 3.1. Let un
M (x) be the approximation obtained from the EWI-FS (2.12)

-(2.13), under the stability condition (2.18) and the assumptions (A) and (3.2), there
exist constants h0 > 0 and τ0 > 0 sufficiently small and independent of ε, such that
for any 0 < ε ≤ 1 and 0 ≤ β ≤ 2, when 0 < h ≤ h0, 0 < τ ≤ τ0, we have

‖u(x, tn)− un
M (x)‖λ . hm0−λ + ε2−βτ2, λ = 0, 1,

‖un
M (x)‖L∞ ≤ 1 +M1, 0 ≤ n ≤

T0/ε
β

τ
.

(3.3)

Remark 3.2. (1). The EWI-FS (2.12)-(2.13) is a semi-discretization to the NKGE
(2.1), while the EWI-FP (2.15)-(2.16) is a full-discretization. The error estimates for
the EWI-FP (2.15)-(2.16) are quite similar as those in Theorem 3.1 with the proof
being quite similar to that in Section 3.2 and we omit the details for brevity.

(2). In 2D/3D case, Theorem 3.1 is still valid under the technical condition
τ .

√
Cd(h), where Cd(h) = 1/| lnh| for d = 2; and resp., Cd(h) = h1/2 for d = 3.

These results are very useful in practical computations on how to select mesh
size and time step such that the numerical results are trustable. The error bounds
indicate that the ε-scalability of the EWI-FS(2.12)-(2.13)/EWI-FP (2.15)-(2.16) up
to the time at O(ε−β) is uniform in terms of ε and should be taken as:

h = O(1), τ = O(1), for any 0 < ε ≤ 1 and 0 ≤ β ≤ 2.

3.2. Proof of Theorem 3.1. The key points of the proof are to deal with the
nonlinearity and overcome the main difficulty for obtaining the uniform bound of the
solution un

M (x), i.e., ‖un
M (x)‖L∞ . 1. Since the EWI-FS (2.12)-(2.13) is explicit and

the nonlinear term only depends on the previous steps, we adapt the energy method
with suitable “energy” combined with the method of mathematical induction, which
is widely used in the literatures [1, 2, 5, 6, 7]. The nonlinear part is controlled by the
L∞ norm of the error functions from previous steps by means of the discrete Sobolev
inequality and inverse inequality.

The exact solution of the NKGE (2.1) can be written as

(3.4) u(x, t) =
∑

l∈Z

ûl(t)e
iµl(x−a), x ∈ Ω, t ≥ 0,

where ûl(t)(l ∈ Z) are the Fourier transform coefficients of u(x, t). Similar to the
derivation of (2.10)-(2.11), for l ∈ Z, we have

(3.5) ûl(τ) = φ̂l cos(τζl) + γ̂l
sin(τζl)

ζl
−

ε2

ζl

∫ τ

0

F̂ 0
l (ω) sin(ζl(τ − ω))dω,
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and for n ≥ 1,

(3.6) ûl(tn+1) = −ûl(tn−1) + 2 cos(τζl)ûl(tn)−
ε2

ζl

∫ τ

0

(̂Fn
+)l(ω) sin(ζl(τ − ω))dω,

where

(3.7) (̂Fn
+)l(ω) = F̂n

l (−ω) + F̂n
l (ω), F̂n

l (ω) = (̂f(u))l(tn + ω).

For 0 ≤ n ≤ T0ε
−β/τ , denote the “error” function

(3.8) ηn(x) := PMu(x, tn)− un
M (x) =

∑

l∈TM

η̂nl e
iµl(x−a), x ∈ Ω,

with η̂nl = ûl(tn)− (̂un
M )l, l ∈ TM . By the assumption (A) and triangle inequality, we

have

‖u(x, tn)− un
M (x)‖λ ≤ ‖u(x, tn)− PMu(x, tn)‖λ + ‖ηn(x)‖λ . hm0−λ + ‖ηn(x)‖λ.

Thus, we only need to estimate ‖ηn(x)‖λ for 0 ≤ n ≤ T0ε
−β/τ .

Now, we proceed to prove the error bounds in (3.3) by employing the energy
method combined with the method of mathematical induction in the following three
main steps.

Step 1. The growth of the “error” function. Define the local truncation errors
ξn+1(x) for 0 ≤ n ≤ T0ε

−β/τ − 1 as

(3.9) ξn+1(x) =
∑

l∈TM

ξ̂n+1
l eiµl(x−a),

with

ξ̂1l := ûl(τ)− plφ̂l − qlγ̂l − rl (̂f(φ))l = −
ε2

ζl

∫ τ

0

Ŵ 1
l (ω) sin(ζl(τ − ω))dω,

ξ̂n+1
l := ûl(tn+1) + ûl(tn−1)− 2plûl(tn)− 2rl (̂f(u))l(tn),

= −
ε2

ζl

∫ τ

0

Ŵn+1
l (ω) sin(ζl(τ − ω))dω, 1 ≤ n ≤ T0ε

−β/τ − 1,

where

(3.10) Ŵn+1
l (ω) =





F̂ 0
l (ω)− (̂f(φ))l, l ∈ TM , n = 0,

(̂Fn
+)l(ω)− 2F̂n

l (0), l ∈ TM , 1 ≤ n ≤ T0ε
−β/τ − 1,

and the coefficients pl, ql and rl are given in (2.14).
For each l ∈ TM , subtracting (2.13) from (3.5)-(3.6), we obtain the equation for

the “error” function η̂n+1
l as

η̂n+1
l = −η̂n−1

l + 2 cos(τζl)η̂
n
l + ξ̂n+1

l + χ̂n+1
l , 1 ≤ n ≤ T0ε

−β/τ − 1,

η̂0l = 0, η̂1l = ξ̂1l ,
(3.11)

and the nonlinear term errors χn+1(x) ∈ XM with

(3.12) χ̂n+1
l :=

2ε2(1− cos(τζl))

ζ2l
V̂ n+1
l , V̂ n+1

l = ̂(f(un
M ))l − F̂n

l (0).
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Step 2. Estimates for the cases n = 0 and n = 1. From the discretization of the
initial data, i.e., u0

M (x) = PMφ(x), we have

‖u(x, t = 0)− u0
M (x)‖λ = ‖φ− PMφ‖λ . hm0−λ, ‖u0

M (x)‖L∞ ≤ Chm0−1 +M1.

Therefore, there exists a constant h1 > 0 sufficiently small and independent of ε such
that, when 0 < h ≤ h1, the error estimates in (3.3) are valid for n = 0.

Since the calculation for the first step (n = 1) is different from others, we inves-
tigate the first step separately. Under the assumption (A), we get

‖φ3 − u3(·, ω)‖2 =

∫ b

a

|u3(x, 0)− u3(x, ω)|2dx

≤ 9M2
2

∫ b

a

|u(x, 0)− u(x, ω)|2dx

= 9M2
2

∫ b

a

∣∣∣∣
∫ ω

0

∂su(x, s)ds

∣∣∣∣
2

dx

≤ 9M2
2

∫ b

a

ω

∫ ω

0

|∂su(x, s)|
2dsdx

≤ 9M2
2ω

2‖∂tu(·, t)‖
2
L∞([0,Tε];L2)

. ω2, 0 ≤ ω ≤ τ.

(3.13)

Similarly, we have ‖φ3 − u3(·, ω)‖21 . ω2, 0 ≤ ω ≤ τ.
Under the condition (3.2), we get

0 < τζl ≤
π

3
,

1

2
≤ cos(ζlτ) < 1, 0 ≤ sin(ζl(τ − ω)) ≤ sin(ζlτ) < 1, 0 ≤ ω ≤ τ.

Noticing η̂1l = ξ̂1l and the definition of ξ̂1l , by the Hölder inequality, we obtain

∣∣η̂1l
∣∣2 =

∣∣∣∣
ε2

ζl

∫ τ

0

Ŵ 1
l (ω) sin(ζl(τ − ω))dω

∣∣∣∣
2

≤ ε4
∫ τ

0

sin(ζl(τ − ω))dω ·

∫ τ

0

∣∣∣Ŵ 1
l (ω)

∣∣∣
2

sin(ζl(τ − ω))dω

≤ τε4
[
1− cos(ζlτ)

] sin(ζlτ)
ζlτ

∫ τ

0

∣∣∣Ŵ 1
l (ω)

∣∣∣
2

dω.

≤
1

2
τε4

∫ τ

0

∣∣∣Ŵ 1
l (ω)

∣∣∣
2

dω.

(3.14)

Multiplying both sides of the above equalities by (1 + µ2
l )

λ and then summing up for
l ∈ TM , the Parseval’s identity equality, triangle inequality, (3.10) and (3.13) lead to

‖η1(x)‖2λ ≤
1

2
τε4

∑

l∈TM

(
1 + µ2

l

)λ ∫ τ

0

∣∣∣Ŵ 1
l (ω)

∣∣∣
2

dω

=
1

2
τε4

∑

l∈TM

(
1 + µ2

l

)λ ∫ τ

0

∣∣∣(̂f(u))l(ω)− (̂f(φ))l

∣∣∣
2

dω

. τε4
∫ τ

0

‖u3(·, ω)− φ3‖2λdω

. τ4ε4, λ = 0, 1.
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Thus, we immediately can obtain

‖u(x, t1)− u1
M (x)‖λ ≤ ‖u(x, t1)− PMu(x, t1)‖λ + ‖η1(x)‖λ . hm0−λ + ε2τ2.

By the triangle inequality and inverse inequality, there exist h2 > 0 and τ1 > 0
sufficiently small such that when 0 < h ≤ h2 and 0 < τ ≤ τ1, we have

(3.15) ‖u1
M (x)‖L∞ ≤ 1 +M1.

Therefore, the estimates in (3.3) are valid when n = 1.
Step 3. Estimates for the cases 2 ≤ n ≤ T0ε

−β/τ . Assume that the estimates in
(3.3) are valid for all 1 ≤ n ≤ m ≤ T0ε

−β/τ − 1, then we need to prove that they are
still valid when n = m+ 1.

On the one hand, under the assumption (A), by the Hölder inequality, we have

‖2u3(·, tn)− u3(·, tn − ω)− u3(·, tn + ω)‖2

≤

∫ b

a

∣∣∣∣
∫ ω

0

∫ s

−s

∂θθu
3(x, tn + θ)dθds

∣∣∣∣
2

dx

≤

∫ b

a

ω

∫ ω

0

2s

∫ s

−s

∣∣∂θθu3(x, tn + θ)
∣∣2 dθdsdx

≤

∫ ω

0

2ωs

∫ s

−s

(
9M2

2‖∂θθu(·, tn + θ)‖2 + 36M2‖∂θu(·, tn + θ)‖4L4

)
dθds

. ω4
[
‖∂tu(·, t)‖

4
L∞([0,Tε];L4) + ‖∂ttu(·, t)‖

2
L∞([0,Tε];L2)

]

. τ4, 0 ≤ ω ≤ τ.

(3.16)

Similarly, we have ‖u3(·, tn − ω) + u3(·, tn + ω)− 2u3(·, tn)‖
2
1 . τ4, 0 ≤ ω ≤ τ .

On the other hand, noticing the definitions of ξ̂n+1
l and χ̂n+1

l , similar to (3.14),
we have

∣∣∣ξ̂n+1
l

∣∣∣
2

=

∣∣∣∣
ε2

ζl

∫ τ

0

Ŵn+1
l (ω) sin(ζl(τ − ω))dω

∣∣∣∣
2

. τε4
[
1− cos(τζl)

] ∫ τ

0

∣∣∣Ŵn+1
l (ω)

∣∣∣
2

dω, l ∈ TM , 1 ≤ n ≤ m,

(3.17)

|χ̂n+1
l |2 =

∣∣∣∣
2ε2(1− cos(τζl))

ζ2l
V̂ n+1
l

∣∣∣∣
2

=

∣∣∣∣
2ε2

ζl
V̂ n+1
l

∫ τ

0

sin(ζl(τ − ω))dω

∣∣∣∣
2

. τ2ε4
[
1− cos(τζl)

] ∣∣∣V̂ n+1
l

∣∣∣
2

, l ∈ TM , 1 ≤ n ≤ m.

(3.18)

Multiplying the above inequalities with (1 + µ2
l )

λ(λ = 0, 1) , dividing them by
1 − cos(τζl) and then summing up l ∈ TM , for 1 ≤ n ≤ m, the Parseval’s identity
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equality, triangle inequality,(3.10), (3.12) and (3.16) lead to

∑

l∈TM

(1 + µ2
l )

λ

1− cos(τζl)

∣∣∣ξ̂n+1
l

∣∣∣
2

. τε4
∑

l∈TM

(
1 + µ2

l

)λ ∫ τ

0

∣∣∣Ŵn+1
l (ω)

∣∣∣
2

dω

. τε4
∫ τ

0

‖u3(·, tn − ω) + u3(·, tn + ω)− 2u3(·, tn)‖
2
λdω

. τ6ε4,

(3.19)

∑

l∈TM

(1 + µ2
l )

λ

1− cos(τζl)

∣∣χ̂n+1
l

∣∣2 . τ2ε4
∑

l∈TM

(1 + µ2
l )

λ
∣∣∣V̂ n+1

l

∣∣∣
2

. τ2ε4‖u3(·, tn)− (un
M )3‖2λ

. τ2ε4M2
2 ‖u(·, tn)− un

M‖2λ

. τ2ε4
(
hm0−λ + ε2−βτ2

)2
.

(3.20)

Define the “energy” function as

(3.21) En =
∑

l∈TM

Ên
l , Ê

n
l = (1+ µ2

l )
λ

[
|η̂nl |

2
+
∣∣η̂n+1

l

∣∣2 + cos(τζl)

1− cos(τζl)

∣∣η̂n+1
l − η̂nl

∣∣2
]
.

For n = 0, we have

E0 =
∑

l∈TM

(1 + µ2
l )

λ

1− cos(τζl)

∣∣η̂1l
∣∣2 ≤ τε4

∑

l∈TM

(
1 + µ2

l

)λ ∫ τ

0

∣∣∣Ŵ 1
l (ω)

∣∣∣
2

dω . τ4ε4.

Noticing 0 ≤ β ≤ 2, multiplying both sides of (3.11) by
(
1 + µ2

l

)λ (
η̂n+1
l − η̂n−1

l

)
,

dividing it by 1 − cos(τζl) and summing up for l ∈ TM , the Young’s inequality and
(3.17)-(3.20) result in

En − En−1 ≤
∑

l∈TM

(1 + µ2
l )

λ

1− cos(τζl)

∣∣∣ξ̂n+1
l + χ̂n+1

l

∣∣∣ ·
∣∣η̂n+1

l − η̂n−1
l

∣∣

≤
∑

l∈TM

(1 + µ2
l )

λ

1− cos(τζl)

(
2εβτ

∣∣η̂n+1
l − η̂nl

∣∣2 + 2εβτ
∣∣η̂nl − η̂n−1

l

∣∣2

+
1

εβτ

∣∣∣ξ̂n+1
l + χ̂n+1

l

∣∣∣
2
)

≤
∑

l∈TM

4εβτ cos(τζl)

1− cos(τζl)
(1 + µ2

l )
λ
(∣∣η̂n+1

l − η̂nl
∣∣2 +

∣∣η̂nl − η̂n−1
l

∣∣2
)

+
∑

l∈TM

2(1 + µ2
l )

λ

εβτ(1 − cos(τζl))

(∣∣∣ξ̂n+1
l

∣∣∣
2

+
∣∣χ̂n+1

l

∣∣2
)

≤ 4εβτ
(
En + En−1

)
+ Cε4−βτ

(
hm0−λ + τ2

)2
, 1 ≤ n ≤ m,

where the constant C is independent of h, τ and ε. Summing the above inequality
for n = 1, 2, · · · ,m, and noticing the condition τ ≤ 1/8, we get

(3.22) Em . E0 + εβτ

m−1∑

n=0

En + T0ε
4−2β

(
hm0−λ + τ2

)2
, 1 ≤ m ≤ T0ε

−β/τ − 1.

This manuscript is for review purposes only.



UNIFORM ERROR BOUNDS OF EWI FOR NKGE 13

Hence, the Gronwall’s inequality suggests that there exists a constant τ2 > 0 suffi-
ciently small, such that when 0 ≤ τ ≤ τ2, the following holds for 1 ≤ m ≤ T0ε

−β/τ−1,

(3.23) Em . E0 + ε4−2β
(
hm0−λ + τ2

)2
. ε4−2β

(
hm0−λ + τ2

)2
.

Recalling the definition of Em in (3.21), for 1 ≤ m ≤ T0ε
−β/τ − 1, we can obtain the

error estimate

‖ηm+1‖2λ =
∑

l∈TM

(1 + µ2
l )

λ
∣∣η̂m+1

l

∣∣2 ≤ Em . ε4−2β
(
hm0−λ + τ2

)2
,

by combining (3.21) with the Parseval’s identity equality and (3.23), which immedi-
ately concludes that the first inequality in (3.3) is valid for n = m+ 1.

Lastly, we have to prove the error estimate of ‖um+1
M (x)‖L∞ for 1 ≤ m ≤

T0ε
−β/τ − 1. In fact, the inverse inequality and triangle inequality will imply that

there exist h3 > 0 and τ3 > 0 sufficiently small such that when 0 < h ≤ h3 and
0 < τ ≤ τ3, we have

‖um+1
M (x)‖L∞ ≤ ‖u(x, tm+1)− um+1

M (x)‖L∞ + ‖u(x, tm+1)‖L∞ ≤ 1 +M1.

Overall, under the choice of h0 = min{h1, h2, h3} and τ0 = min{τ1, τ2, τ3}, the proof
of Theorem 3.1 is completed by the method of mathematical induction.

4. Numerical results. In this section, we present numerical results of the EWI-
FP (2.15)-(2.16) for the NKGE (2.1) with weak nonlinearity to support our error
estimates. In our numerical experiments, we choose the initial data

(4.1) φ(x) =
1

2 + cos2(x)
and γ(x) = sin(x), x ∈ [0, 2π].

The numerical computation is carried out on a time interval [0, T0/ε
β] with 0 ≤ β ≤ 2

and T0 > 0 fixed. Here, we study the following three cases with respect to different
β:

Case I. Fixed time dynamics up to the time at O(1), i.e., β = 0;
Case II. Intermediate long-time dynamics up to the time at O(ε−1), i.e., β = 1;
Case III. Long-time dynamics up to the time at O(ε−2), i.e., β = 2.
The “exact” solution u(x, t) is computed by the time-splitting Fourier pseudospec-

tral method [9, 23] with a very fine mesh size he = π/32 and a very small time step
τe = 5×10−4. Denote un

h,τ as the numerical solution at t = tn by the EWI-FP (2.15)-
(2.16) with mesh size h and time step τ . The errors are denoted as e(x, tn) ∈ XM

with e(x, tn) = u(x, tn)− IM (un
h,τ)(x). In order to quantify the numerical results, we

measure the H1 norm of e(x, tn).
The errors are displayed at t = 1/εβ with different ε and β. In order to test the

spatial errors, we fix the time step as τ = 5× 10−4 such that the temporal error can
be ignored and solve the NKGE (2.1) under different mesh size h. Table 1 depicts the
spatial errors for β = 0, β = 1 and β = 2. Then, we check the temporal errors for
different 0 ≤ ε ≤ 1 and 0 ≤ β ≤ 2 with different time step τ and a very fine mesh size
h = π/32 such that the spatial errors can be neglected. Tables 2-4 show the temporal
errors for β = 0, β = 1 and β = 2, respectively.

From Tables 1-4 and additional similar numerical results not shown here for
brevity, we can draw the following observations on the EWI-FP (2.15)-(2.16) for the
NKGE (2.1) up to the time at O(ε−β) with 0 ≤ β ≤ 2:
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Table 1

Spatial errors of the EWI-FP (2.15)-(2.16) for the NKGE (2.1) with (4.1) for different β and ε.

‖e(·, 1/εβ)‖1 h0 = π/2 h0/2 h0/2
2 h0/2

3

β = 0

ε0 = 1 4.05E-2 8.80E-3 1.53E-4 7.19E-8
ε0/2 4.78E-2 8.48E-3 1.58E-4 2.37E-8
ε0/2

2 5.17E-2 8.36E-3 1.59E-4 1.15E-8
ε0/2

3 5.28E-2 8.33E-3 1.59E-4 1.00E-8
ε0/2

4 5.31E-2 8.32E-3 1.59E-4 9.89E-9

β = 1

ε0 = 1 4.05E-2 8.80E-3 1.53E-4 7.19E-8
ε0/2 3.98E-2 6.27E-3 5.61E-5 4.19E-8
ε0/2

2 1.57E-2 8.14E-3 1.33E-4 4.03E-8
ε0/2

3 1.02E-2 3.17E-3 2.82E-5 1.08E-8
ε0/2

4 6.08E-3 3.44E-3 1.41E-5 1.98E-8

β = 2

ε0 = 1 4.05E-2 8.80E-3 1.53E-4 7.19E-8
ε0/2 4.04E-2 8.46E-3 1.40E-4 9.30E-8
ε0/2

2 6.12E-2 4.18E-3 1.57E-5 6.90E-8
ε0/2

3 1.01E-1 3.25E-3 1.45E-4 1.35E-7
ε0/2

4 6.05E-2 1.31E-3 1.34E-4 4.16E-7

Table 2

Temporal errors of the EWI-FP (2.15)-(2.16) for the NKGE (2.1) with (4.1) and β = 0.

‖e(·, 1/εβ)‖1 τ0 = 0.2 τ0/2 τ0/2
2 τ0/2

3 τ0/2
4 τ0/2

5

ε0 = 1 4.59E-2 1.13E-2 2.82E-3 7.04E-4 1.76E-4 4.37E-5
order - 2.02 2.00 2.00 2.00 2.01
ε0/2 1.48E-2 3.66E-3 9.11E-4 2.27E-4 5.68E-5 1.41E-5
order - 2.02 2.01 2.00 2.00 2.01
ε0/2

2 4.05E-3 1.00E-3 2.49E-4 6.23E-5 1.55E-5 3.86E-6
order - 2.02 2.01 2.00 2.01 2.01
ε0/2

3 1.04E-3 2.56E-4 6.39E-5 1.59E-5 3.98E-6 9.89E-7
order - 2.02 2.00 2.01 2.00 2.01
ε0/2

4 2.61E-4 6.44E-5 1.61E-5 4.01E-6 1.00E-6 2.49E-7
order - 2.02 2.00 2.01 2.00 2.01
ε0/2

5 6.53E-5 1.61E-5 4.02E-6 1.00E-6 2.51E-7 6.23E-8
order - 2.02 2.00 2.01 1.99 2.01

(i) In space, the EWI-FP (2.15)-(2.16) is uniformly spectral accurate for any
0 < ε ≤ 1 and 0 ≤ β ≤ 2 (cf. each row in Table 1) and the spatial errors are almost
independent of ε (cf. each column in Table 1).

(ii) In time, for any fixed ε = ε0 > 0, the EWI-FP (2.15)-(2.16) is uniformly
second-order accurate (cf. the first rows in Tables 2-4), which agree with those results
in the literature. In addition, Tables 2-4 illustrate that the error bounds of temporal
discretization for the EWI-FP (2.15)-(2.16) uniformly behave like O(ε2τ2) for the
fixed time dynamics up to the time at O(1), i.e., β = 0 (cf. each row and column
in Table 2), and O(ετ2) for the intermediate long-time dynamics up to the time at
O(ε−1), i.e., β = 1 (cf. each row and column in Table 3), and resp. O(τ2) for the
long-time dynamics up to the time at O(ε−2), i.e., β = 2 (cf. each row and column
in Table 4). In summary, our numerical results confirm the error bounds in Theorem
3.1 and demonstrate that they are sharp.
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Table 3

Temporal errors of the EWI-FP (2.15)-(2.16) for the NKGE (2.1) with (4.1) and β = 1.

‖e(·, 1/εβ)‖1 τ0 = 0.2 τ0/2 τ0/2
2 τ0/2

3 τ0/2
4 τ0/2

5

ε0 = 1 4.59E-2 1.13E-2 2.82E-3 7.04E-4 1.76E-4 4.37E-5
order - 2.02 2.00 2.00 2.00 2.01
ε0/2 1.30E-2 3.22E-3 8.04E-4 2.01E-4 5.02E-5 1.25E-5
order - 2.01 2.00 2.00 2.00 2.01
ε0/2

2 5.76E-3 1.43E-3 3.56E-4 8.90E-5 2.23E-5 5.57E-6
order - 2.01 2.01 2.00 2.00 2.00
ε0/2

3 2.30E-3 5.72E-4 1.43E-4 3.57E-5 8.92E-6 2.23E-6
order - 2.01 2.00 2.00 2.00 2.00
ε0/2

4 1.66E-3 4.11E-4 1.03E-4 2.56E-5 6.41E-6 1.60E-6
order - 2.01 2.00 2.01 2.00 2.00
ε0/2

5 4.18E-4 1.04E-4 2.59E-5 6.48E-6 1.62E-6 4.05E-7
order - 2.01 2.01 2.00 2.00 2.00

Table 4

Temporal errors of the EWI-FP (2.15)-(2.16) for the NKGE (2.1) with (4.1) and β = 2.

‖e(·, 1/εβ)‖1 τ0 = 0.2 τ0/2 τ0/2
2 τ0/2

3 τ0/2
4 τ0/2

5

ε0 = 1 4.59E-2 1.13E-2 2.82E-3 7.04E-4 1.76E-4 4.37E-5
order - 2.02 2.00 2.00 2.00 2.01
ε0/2 3.17E-2 7.83E-3 1.95E-3 4.88E-4 1.22E-4 3.04E-5
order - 2.02 2.01 2.00 2.00 2.00
ε0/2

2 2.51E-2 6.23E-3 1.55E-3 3.88E-4 9.70E-5 2.42E-5
order - 2.01 2.01 2.00 2.00 2.00
ε0/2

3 3.28E-2 8.14E-3 2.03E-3 5.08E-4 1.27E-4 3.17E-5
order - 2.01 2.00 2.00 2.00 2.00
ε0/2

4 2.50E-2 6.23E-3 1.56E-3 3.89E-4 9.72E-5 2.43E-5
order - 2.00 2.00 2.00 2.00 2.00
ε0/2

5 2.88E-2 7.17E-3 1.79E-3 4.47E-4 1.12E-4 2.79E-5
order - 2.01 2.00 2.00 2.00 2.01

5. Extension to an oscillatory NKGE. By a rescaling in time s = εβt with
0 ≤ β ≤ 2 and denoting v(x, s) := u(x, s/εβ) = u(x, t) in the NKGE (1.1), we can
reformulate the NKGE (1.1) into the following oscillatory NKGE

(5.1)

{
ε2β∂ssv(x, s)−∆v(x, s) + v(x, s) + ε2v3(x, s) = 0, x ∈ Td, s > 0,

v(x, 0) = φ(x), ∂sv(x, 0) = ε−βγ(x), x ∈ Td,

which is also time symmetric or time reversible and conserves the energy, i.e.,

E(s) :=

∫

Td

[
ε2β |∂sv(x, s)|

2 + |∇v(x, s)|2 + |v(x, s)|2 +
ε2

2
|v(x, s)|4

]
dx

≡

∫

Td

[
|γ(x)|2 + |∇φ(x)|2 + |φ(x)|2 +

ε2

2
|φ(x)|4

]
dx

= E(0) = O(1), s ≥ 0.

Recently, more attentions are paid to the properties of the highly oscillatory
evolution equations [5, 7, 12, 16, 25]. The solution of the NKGE (5.1) propagates
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waves with wavelength at O(1) in space and O(εβ) in time, respectively [10]. To
illustrate this, Figures 1-2 show the solutions v(π, s) and v(x, 1) of the oscillatory
NKGE (5.1) with d = 1, T1 = (0, 2π) and initial data (4.1) for different 0 < ε ≤ 1
and β. It is important to point out that the temporal oscillation frequency depends
on the space Fourier variable and the wave speed of the oscillatory NKGE (5.1) is at
O(ε−β), which is quite different from that of the NKGE in the nonrelativistic limit
regime considered in [5, 7, 12, 25]. In fact, in the nonrelativistic limit regime, the
solution of the NKGE propagates waves with wavelength at O(1) in space and O(ε2)
in time, and wave speed in space at O(1).

0 0.5 1 1.5 2 2.5 3

-0.5

0

0.5

0 0.5 1 1.5

-0.5

0

0.5

Fig. 1. The solution v(π, s) of the oscillatory NKGE (5.1) with d = 1 and initial data (4.1) for
different ε and β: (a) β = 1, (b) β = 2.

0 1 2 3 4 5 6

-1

-0.5

0

0.5

0 1 2 3 4 5 6

-0.5

0

0.5

Fig. 2. The solution v(x, 1) of the oscillatory NKGE (5.1) with d = 1 and initial data (4.1) for
different ε and β: (a) β = 1, (b) β = 2.

The dynamics of the oscillatory NKGE (5.1) up to the fixed time at O(1) is
equivalent to the long-time dynamics of the NKGE (1.1) with weak nonlinearity up
to the time at O(ε−β). The analysis of the EWI-FS/EWI-FP method and the error
estimates for the NKGE (1.1) with weak nonlinearity in Sections 2&3 can be extended
for the oscillatory NKGE (5.1). Again, for simplicity of notations, the EWI-FS/EWI-
FP method and the error estimates will be only presented in 1D and the results can
be easily generalized to higher dimensions with minor modifications. In addition, the
proofs for the error bounds are quite similar to those in Section 3 and we omit the
details here for brevity. We adopt similar notations to those used in Sections 2&3
except specified otherwise. In 1D, we consider the following oscillatory NKGE

(5.2)

{
ε2β∂ssv(x, s) − ∂xxv(x, s) + v(x, s) + ε2v3(x, s) = 0, x ∈ Ω = (a, b), s > 0,

v(x, 0) = φ(x), ∂sv(x, 0) = ε−βγ(x), x ∈ Ω = [a, b].
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5.1. EWI-FS/EWI-FP method. Let k = ∆s > 0 be the temporal step size
and denote time steps as sn := nk for n ≥ 0. The Fourier spectral method for the
oscillatory NKGE (5.2) is to find vM (x, s) ∈ XM , i.e.,

(5.3) vM (x, s) =
∑

l∈TM

(̂vM )l(s)e
iµl(x−a), x ∈ Ω, s ≥ 0,

such that

(5.4) ε2β∂ssvM (x, s)−∂xxvM (x, s)+vM (x, s)+ε2PMf(vM (x, s)) = 0, x ∈ Ω, s ≥ 0,

with f(v) = v3. The derivations of the EWI-FS/EWI-FP discretization for the oscil-
latory NKGE (5.2) proceed in the analogous lines as those in Section 2 and we omit

the details for brevity. Denote (̂vnM )l and vnM (x) be the approximations of (̂vM )l(sn)
and vM (x, sn), respectively. Choosing v0M (x) = (PMφ)(x), the Gautschi-type expo-
nential wave integrator Fourier spectral (EWI-FS) discretization for the oscillatory
NKGE (5.2) is

(5.5) vn+1
M (x) =

∑

l∈TM

(̂vn+1
M )le

iµl(x−a), x ∈ Ω, n ≥ 0,

where

(̂v1M )l = p̄lφ̂l + q̄lγ̂l + r̄l (̂f(φ))l, l ∈ TM ,

(̂vn+1
M )l = −(̂vn−1

M )l + 2p̄l(̂vnM )l + 2r̄l ̂(f(vnM ))l, l ∈ TM , n ≥ 1,
(5.6)

with ζ̄l = ε−β
√
1 + µ2

l = O(ε−β) and the coefficients given as

(5.7) p̄l = cos(kζ̄l), q̄l =
sin(kζ̄l)

εβ ζ̄l
, r̄l =

ε2(cos(kζ̄l)− 1)

(εβ ζ̄l)2
.

Similarly, let vnj be the approximation of v(xj , sn) and denote v0j = φ(xj) (j =
0, 1, · · · ,M), then we can obtain the following Gautschi-type exponential wave inte-
grator Fourier pseudospectral (EWI-FP) discretization for the oscillatory NKGE (5.2)
as

(5.8) vn+1
j =

∑

l∈TM

ṽn+1
l eiµl(xj−a), j = 0, 1, · · · ,M, n ≥ 0,

where

ṽ1l = p̄lφ̃l + q̄lγ̃l + r̄l (̃f(φ))l, l ∈ TM ,

ṽn+1
l = −ṽn−1

l + 2p̄lṽ
n
l + 2r̄l ˜(f(vn))l, l ∈ TM , n ≥ 1,

(5.9)

with the coefficients p̄l, q̄l and r̄l are given in (5.7).
The EWI-FP (5.8)-(5.9) is also explicit, time symmetric and easy to extend to

2D and 3D. The memory cost is O(M) and the computational cost per time step
is O(M logM). Similar to Lemma 2.1, we have the following stability result for the
EWI-FP (5.8)-(5.9) with the proof omitted here for brevity.
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Lemma 5.1. (stability) Let T0 > 0 be a fixed constant and denote

(5.10) σ̄max := max
0≤n≤T0/k

‖vn‖2l∞ .

The EWI-FP (5.8)-(5.9) is conditionally stable under the stability condition

(5.11) 0 < k ≤
2εβh√

π2 + h2(1 + ε2σ̄max)
, h > 0, 0 < ε ≤ 1.

5.2. Main results. In this section, we will establish the error estimates for the
oscillatory NKGE (5.2). Let 0 < T0 < T ∗ with T ∗ the maximum existence time of
the solution. Again, motivated by the analytical results of the oscillatory NKGE (5.2)
and the assumption (A), we make some assumptions on the exact solution v(x, s) of
the oscillatory NKGE (5.2):

(B)

v(x, s) ∈ L∞
(
[0, T0];H

m0

p

)
, ∂sv(x, s) ∈ L∞

(
[0, T0];W

1,4
)
,

∂ssv(x, s) ∈ L∞
(
[0, T0];H

1
)
,

‖v(x, s)‖L∞([0,T0];H
m0
p ) . 1, ‖∂sv(x, s)‖L∞([0,T0];W 1,4) .

1

εβ
,

‖∂ssv(x, s)‖L∞([0,T0];H1) .
1

ε2β
, m0 ≥ 2.

Under the assumption (B), let

M1 := max
ε∈(0,1]

{
‖v(x, s)‖L∞([0,T0];L∞) + εβ‖∂sv(x, s)‖L∞([0,T0];L∞)

}
. 1,

M2 := sup
v 6=0,|v|≤1+M1

|v|2 . 1.

Assuming

(5.12) k ≤ min

{
1

4
εβ ,

εβπh

3
√
h2 + π2 + ε2M2h2

}
, 0 < ε ≤ 1, 0 ≤ β ≤ 2,

taking τ = kε−β and noticing the error bounds in Theorem 3.1, we can immediately
obtain the error bounds of the EWI-FS (5.5)-(5.6) (The results for the EWI-FP (5.8)-
(5.9) are quite similar and the details are skipped here for brevity):

Theorem 5.2. Let vnM (x) be the approximation obtained from the EWI-FS (5.5)-
(5.6), under the stability condition (5.11) and the assumptions (B) and (5.12), there
exist constants h0 > 0 and k0 > 0 sufficiently small and independent of ε, such
that for any 0 < ε ≤ 1 and 0 ≤ β ≤ 2, when 0 < h ≤ h0, 0 < k ≤ εα

∗

k0 with
α∗ = max{0, 3β/2− 1}, we have

‖v(x, sn)− vnM (x)‖λ . hm0−λ + ε2−3βk2, λ = 0, 1,

‖vnM (x)‖L∞ ≤ 1 +M1, 0 ≤ n ≤
T0

k
.

(5.13)

This manuscript is for review purposes only.



UNIFORM ERROR BOUNDS OF EWI FOR NKGE 19

Based on Theorem 5.2, for a given accuracy bound δ0 > 0, the ε-scalability of the
EWI-FS/EWI-FP method for the oscillatory NKGE (5.2) is:

h = O(1), k = O(εα
∗
√
δ0) = O(εα

∗

), α∗ = max{0, 3β/2− 1}, 0 ≤ β ≤ 2.

This indicates that, in order to obtain “correct” numerical solution in the fixed time
interval, one has to take the meshing strategy: h = O(1) and k = O(1), when
0 ≤ β ≤ 2/3; and resp., h = O(1) and k = O(ε3β/2−1), when 2/3 < β ≤ 2. These
results are useful for choosing mesh size and time step in practical computations such
that the numerical results are trustable.

5.3. Numerical results of the oscillatory NKGE in the whole space.
To avoid repetitions, we consider the following oscillatory NKGE in d-dimensional
(d = 1, 2, 3) whole space

(5.14)

{
ε2β∂ssv(x, s)−∆v(x, s) + v(x, s) + ε2v3(x, s) = 0, x ∈ Rd, s > 0,

v(x, 0) = φ(x), ∂sv(x, 0) = ε−βγ(x), x ∈ Rd.

The solution of the oscillatory NKGE (5.14) propagates waves with wavelength
at O(1) in space and O(εβ) in time, and wave speed in space at O(ε−β). To illustrate
the outgoing waves of the solution to the oscillatory NKGE (5.14) further, Figure 3
shows the solutions v(x, 1) of the oscillatory NKGE (5.14) with d = 1 and the initial
data

(5.15) φ(x) = 1/(ex
2

+ e−x2

) and γ(x) = 2e−x2

, x ∈ R.

Similar to those in the literature, due to the fast decay of the solution of the
oscillatory NKGE (5.14) at the far field (see [5, 24, 47] and references therein), in
practical computations, we usually truncate the original whole space problem onto a
bounded domain with periodic boundary conditions, which is large enough such that
the truncation error is negligible. Due to the rapid outgoing waves with wave speed
O(ε−β), the computational domain Ωε has to be chosen as ε-dependent.

In the following, we report numerical results of the oscillatory NKGE (5.14) with
d = 1 and the initial data (5.15). The problem is solved on a bounded domain
Ωε = [−4− ε−β , 4 + ε−β]. The “exact” solution is obtained numerically by the time-
splitting Fourier pseudospectral method with a very fine mesh size and a very small
time step, e.g. he = 1/16 and ke = 10−5. Denote vnh,k as the numerical solution at
s = sn by the EWI-FP (5.8)-(5.9) with mesh size h and time step k. The errors are
denoted as ẽ(x, sn) ∈ XM with ẽ(x, sn) = v(x, sn) − IM (vnh,k)(x). We also measure

the H1 norm of ẽ(x, sn) and the errors are displayed at s = 1 with different ε and β.
For the oscillatory NKGE, we study the following three cases with respect to different
β:

Case I. Classical case, i.e., β = 0;
Case II. Intermediately oscillatory case, i.e., β = 1;
Case III. Highly oscillatory case, i.e., β = 2.
For spatial error analysis, we fix the time step as k = 10−5 such that the temporal

error can be ignored, and solve the oscillatory NKGE (5.14) with different mesh size
h. Table 5 depicts the spatial errors for β = 0, β = 1 and β = 2. For temporal
error analysis, a very fine mesh size h = 1/16 is chosen such that the spatial errors
can be neglected. Tables 6-8 show the temporal errors for β = 0, β = 1 and β = 2,
respectively.
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Table 5

Spatial errors of the EWI-FP (5.8)-(5.9) for the oscillatory NKGE (5.14) with (5.15) for dif-
ferent β and ε.

‖ẽ(·, 1)‖1 h0 = 1 h0/2 h0/2
2 h0/2

3

β = 0

ε0 = 1 3.66E-2 1.15E-3 7.13E-6 3.34E-7
ε0/2 5.15E-2 5.43E-4 2.56E-6 3.26E-7
ε0/2

2 5.61E-2 6.35E-4 1.64E-6 3.10E-7
ε0/2

3 5.73E-2 6.89E-4 1.56E-6 2.96E-7
ε0/2

4 5.76E-2 7.04E-4 1.56E-6 3.06E-7

β = 1

ε0 = 1 3.66E-2 1.15E-3 7.13E-6 3.34E-7
ε0/2 1.08E-1 1.23E-3 7.88E-6 8.99E-7
ε0/2

2 1.78E-1 4.00E-3 1.23E-5 6.68E-7
ε0/2

3 2.26E-1 9.90E-3 2.72E-5 1.20E-6
ε0/2

4 4.43E-2 1.81E-2 5.90E-5 3.71E-7

β = 2

ε0 = 1 3.66E-2 1.15E-3 7.13E-6 3.34E-7
ε0/2 1.64E-1 3.43E-3 1.72E-5 5.70E-7
ε0/2

2 4.94E-2 1.78E-2 6.16E-5 3.66E-7
ε0/2

3 2.73E-1 1.83E-2 6.03E-5 9.60E-8
ε0/2

4 1.60E-1 1.90E-2 8.86E-5 2.75E-7

Table 6

Temporal errors of the EWI-FP (5.8)-(5.9) for the oscillatory NKGE (5.14) with (5.15) and
β = 0.

‖ẽ(·, 1)‖1 k0 = 0.1 k0/2 k0/2
2 k0/2

3 k0/2
4 k0/2

5

ε0 = 1 1.08E-2 2.68E-3 6.70E-4 1.67E-4 4.18E-5 1.05E-5
order - 2.01 2.00 2.00 2.00 1.99
ε0/2 3.99E-3 9.95E-4 2.48E-4 6.21E-5 1.55E-5 3.88E-6
order - 2.00 2.00 2.00 2.00 2.00
ε0/2

2 1.15E-3 2.86E-4 7.15E-5 1.79E-5 4.47E-6 1.12E-6
order - 2.01 2.00 2.00 2.00 2.00
ε0/2

3 2.98E-4 7.43E-5 1.86E-5 4.64E-6 1.16E-6 2.90E-7
order - 2.00 2.00 2.00 2.00 2.00
ε0/2

4 7.52E-5 1.88E-5 4.69E-6 1.17E-6 2.93E-7 7.32E-8
order - 2.00 2.00 2.00 2.00 2.00

Table 7

Temporal errors of the EWI-FP (5.8)-(5.9) for the oscillatory NKGE (5.14) with (5.15) and
β = 1.

‖ẽ(·, 1)‖1 k0 = 0.1 k0/2 k0/2
2 k0/2

3 k0/2
4 k0/2

5

ε0 = 1 1.08E-2 2.68E-3 6.70E-4 1.67E-4 4.18E-5 1.05E-5
order - 2.01 2.00 2.00 2.00 1.99
ε0/2 2.57E-2 6.26E-3 1.55E-3 3.88E-4 9.70E-5 2.42E-5
order - 2.04 2.01 2.00 2.00 2.00
ε0/2

2 5.01E-2 1.15E-2 2.81E-3 7.00E-4 1.75E-4 4.35E-5
order - 2.12 2.03 2.01 2.00 2.00
ε0/2

3 2.57E-1 2.12E-2 4.78E-3 1.17E-3 2.91E-4 7.28E-5
order - 3.60 2.15 2.03 2.01 2.00
ε0/2

4 1.70E-1 1.09E-1 7.47E-3 1.70E-3 4.18E-4 1.04E-4
order - 0.64 3.87 2.14 2.02 2.01
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Fig. 3. The solutions v(x, 1) of the oscillatory NKGE (5.14) for different ε and β: (a) β = 1,
(b) β = 2.

From Tables 5-8 and additional numerical results not shown here for brevity, we
can draw the following observations:

(i) In space, the EWI-FP (5.8)-(5.9) converges uniformly with exponential con-
vergence rate for any fixed 0 < ε ≤ 1 and 0 ≤ β ≤ 2 (cf. each row in Table 5).

(ii) In time, for any fixed ε = ε0 > 0, the EWI-FP (5.8)-(5.9) is uniformly second-
order accurate (cf. the first rows in Tables 6-8), which agree with the results in the
literature. For the classical case, i.e., β = 0, Table 6 indicates that the temporal
error of the EWI-FP (5.8)-(5.9) behaves like O(ε2k2) (cf. each row and column in
Table 6); When β = 1, the EWI-FP(5.8)-(5.9) converges quadratically in time when
k . ε (cf. each row in the upper triangle above the diagonal (corresponding to k ∼ ε
and being labelled in bold letters) in Table 7). When β = 2, the EWI-FP(5.8)-(5.9)
converges quadratically in time when k . ε2 (cf. each row in the upper triangle above
the diagonal (corresponding to k ∼ ε2 and being labelled in bold letters) in Table 8).
In summary, our numerical results confirm our rigorous error estimates.

6. Conclusion. The Gautschi-type exponential wave integrator Fourier spec-
tral/ pseudospectral (EWI-FS/EWI-FP) method was proposed and analyzed for the
long-time dynamics of the nonlinear Klein-Gordon equation (NKGE) with a weak cu-
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Table 8

Temporal errors of the EWI-FP (5.8)-(5.9) for the oscillatory NKGE (5.14) with (5.15) and
β = 2.

‖ẽ(·, 1)‖1 k0 = 0.1 k0/4 k0/4
2 k0/4

3 k0/4
4 k0/4

5

ε0 = 1 1.08E-2 6.70E-4 4.18E-5 2.62E-6 1.64E-7 <1E-7
order - 2.01 2.00 2.00 2.00 -
ε0/2 1.98E-1 1.10E-2 6.86E-4 4.28E-5 2.68E-6 1.64E-7
order - 2.08 2.00 2.00 2.00 2.02
ε0/2

2 3.25E+0 1.22E-1 6.82E-3 4.24E-4 2.65E-5 1.65E-6
order - 2.37 2.08 2.00 2.00 2.00
ε0/2

3 1.33E+0 1.95E+1 4.71E-2 2.52E-3 1.57E-4 9.81E-6
order - -0.28 2.69 2.11 2.00 2.00
ε0/2

4 4.81E-1 5.33E-1 9.88E-1 1.69E-2 7.94E-4 4.95E-5
order - -0.07 -0.45 2.93 2.21 2.00

bic nonlinearity. Uniform error bounds of the EWI-FS/EWI-FP discretization were
rigorously established up to the time at O(ε−β) with 0 ≤ β ≤ 2 and ε ∈ (0, 1] a dimen-
sionless parameter used to characterize the strength of the nonlinearity. In addition,
the EWI-FS/EWI-FP method was also applied to solve an oscillatory NKGE with
the error bounds obtained straightforwardly. Based on the error bounds, in order to
obtain “correct” numerical approximations of the oscillatory NKGE, the ε−scalability
(or meshing strategy requirement) of the EWI-FS/EWI-FP discretization has to be
taken as: h = O(1), k = O(εα

∗

) with α∗ = max{0, 3β/2 − 1}. Finally, extensive
numerical results were reported to confirm our error estimates and demonstrate that
they are optimal and sharp.
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