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Abstract

Transition path theory (TPT) for diffusion processes is a framework for analysing the
transitions of multiscale ergodic diffusion processes between disjoint metastable subsets of
state space. Most methods for applying TPT involve the construction of a Markov state
model on a discretisation of state space that approximates the underlying diffusion process.
However, the assumption of Markovianity is difficult to verify in practice, and there are
to date no known error bounds or convergence results for these methods. We propose a
Monte Carlo method for approximating the forward committor, probability current, and
streamlines from TPT for diffusion processes. Our method uses only sample trajectory
data and partitions of state space based on Voronoi tessellations. It does not require the
construction of a Markovian approximating process. We rigorously prove error bounds for
the approximate TPT objects and use these bounds to show convergence to their exact
counterparts in the limit of arbitrarily fine discretisation. We illustrate some features of our
method by application to a process that solves the Smoluchowski equation on a triple-well
potential.

1. Introduction

In many applications, one is often interested in understanding the rare transitions of a stochastic
dynamical system between two metastable subsets of state space. Here, ‘metastable set’ refers
to a set in which the system spends a long time on average before exiting, and ‘rare’ means
that the probability of observing a transition between any two metastable sets is small. The
multiscale behaviour of such a system is captured by the fact that the system spends very short
times outside the union of metastable sets and spends long times inside this union.
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Transition path theory (TPT) is a framework for the analysis of transition events of multiscale
ergodic diffusion processes between two metastable subsets of state space [7, 8]. TPT has played
an important role in the research area of molecular dynamics, where the conformational changes
of a molecule occur over much longer time scales (milliseconds or longer) and fluctuations in
bond lengths occur over very short time scales (nano- or femtoseconds). The conformational
changes are of interest because they play an important role in chemical reactions, e.g. in cellular
processes. A far from exhaustive list of references in this area of research is [14, 18, 31, 3, 27,
2, 20, 21, 28, 29, 16]. In addition to molecular dynamics, TPT has been applied to drug design
in pharmacology [26], to study flows in complex networks [5], to study the temporal behavior
of online topics on social networks [12], and to model atmospheric circulation in climate events
[25]. Versions of TPT for Markov jump processes and Markov chains [17] and non-ergodic jump
processes [32] have been developed. TPT has also been studied using the tools of stochastic
analysis [13].

We now briefly outline the main concepts and objects of TPT for ergodic diffusion processes,
and refer the reader to [7, 8, 16] for further details. For brevity, we will refer to ergodic diffusion
processes simply as ‘processes’ in what follows. Let A and B be two disjoint, simply connected,
open subsets of the state space S of a process X. Given an infinitely long trajectory of X, a
finite segment of the trajectory is said to be ‘reactive’ if, after leaving A, it enters B before
re-entering A. The probability that a trajectory of X is reactive, conditioned on its current
state being Xo = =, is given by the (forward) committor ¢(z) := P(X,, ,x) € B|Xo = ).
Here, 74up(X) denotes the first hitting time of X with respect to the set AU B.

Under certain hypotheses on the drift and diffusion coefficient of the process, one can show
that the committor is the unique solution of a Feynman-Kac or backward Kolmogorov partial
differential equation (PDE) defined by the infinitesimal generator of the process and certain
Dirichlet boundary conditions [8, Eq. (10)]. Consequently, the committor is twice continuously
differentiable in the interior of S\ (A U B). This exemplifies a general principle in probability
theory, i.e. that objects that describe the averaged behaviour of the process exhibit certain
regularity or smoothness properties.

Using the above-mentioned principle, we can ask whether there exist smooth curves that
represent the average behavior of reactive trajectories of the process, in the sense that for any
€ > 0, the L™ ball of radius € centered at such a curve contains a reactive trajectory. In TPT
these smooth curves are called ‘streamlines’; they are integral curves of a vector field called the
‘probability current’. Using the streamlines, one can construct so-called ‘transition tubes’, by
choosing a subset A’ on the boundary of A and taking the union of the streamlines with initial
conditions in A’. Given a probability measure on state space, e.g. the invariant Boltzmann-
Gibbs measure, the probability that the process will transition from A to B via this transition
tube can be computed from the measure of A’ C 9A with respect to the surface measure on
the boundary of A that is induced by the measure on state space. The ‘dominant transition
pathways’ from A to B are the transition tubes with the highest probability. These pathways
are important in applications, because they describe the most likely routes that will be taken
by a multiscale stochastic dynamical system during transitions between metastable sets.

If the process is the solution to a Smoluchowski equation, i.e. a stochastic differential equation
(SDE) where the drift coefficient is given by the gradient of a potential and the diffusion coef-
ficient is proportional to the temperature, then one can additionally show that the probability
current is proportional to the product of the Boltzmann-Gibbs density of the invariant measure
with the gradient of the committor. If the state space is a subset of R? for d € {1,2,3}, then
one can in principle completely avoid the task of collecting statistics of reactive trajectories,
and apply deterministic numerical methods to compute the TPT objects described above. This



can lead to useful visualisations of the behaviour of reactive trajectories, see e.g. [16]. How-
ever, in many applications, the high dimension of the state space makes deterministic numerical
methods for solving PDEs impractical. As a result, Monte Carlo-based methods are often used
when computing TPT objects in high dimensions.

In many applications of TPT, one often uses a Markovian stochastic process to approximate
the underlying diffusion process, where the state space of the Markovian approximation is
obtained by discretising the state space of the diffusion process [17]. The transition probabilities
of the Markov approximation are estimated using short trajectory data. In molecular dynamics,
these approximations are known as ‘Markov state models’; see e.g. [24] for a mathematical
treatment of this subject and [18] for an application of TPT to a Markov state model. Since
projecting the trajectories of the diffusion process onto the discrete state space results in a loss
of the Markov property of the diffusion process, a correction step is needed to produce the
Markov state model. The correction is often done by identifying a suitable ‘lag time’, i.e. an
observation time window which yields an approximately Markovian process on the discrete state
space; see [22] for an illustration. Although error analyses of Markov state models have been
developed, e.g. in [23, 24], the justification for the lag time selection is in practice heuristic, and
the approximating process is non-Markovian. To the best of our knowledge, there is no error
analysis for methods that use a non-Markovian process on a discrete state space to approximate
TPT objects for a diffusion process.

1.1. Contributions and outline

The goal of this paper is to develop a new computational method for approximating certain
objects of TPT for an ergodic diffusion process X. The inputs to this method are a discretisation
of the state space S of the underlying process X and sample trajectories of X. The outputs
are approximations of the committor, probability current, and streamlines of X. We develop
error bounds for each approximation and use these error bounds to prove convergence of each
approximate TPT object to the corresponding TPT object of X in the ‘continuum limit’ where
the discretisation becomes arbitrarily uniformly fine.

We highlight some important features of our method. First, because our method computes
the approximate TPT objects using only sample trajectories of X, it is not necessary to know
or estimate the drift and diffusion coefficients of the SDE that defines the underlying process.
It suffices to have a ‘black box’ that generates the trajectory data. In this sense, our approach
is ‘data-driven’.

Second, our method does not involve constructing a Markovian stochastic process to approx-
imate the underlying process X. In particular, we can avoid the task of choosing a suitable lag
time, and the use of heuristic arguments to justify the choice of a lag time. This feature dif-
ferentiates our method from methods that perform TPT that use Markov processes on discrete
state spaces to approximate the underlying diffusion process of interest.

Third, our method comes with a rigorous error analysis. While there exist rigorous error
analyses for Markov state models in the framework of transfer operators on continuous state
spaces [23], there are no rigorous error analyses for TPT for Markov processes. We prove bounds
on the approximation error of each TPT object in terms of how fine the discretisation is.

The paper proceeds as follows. We describe our discretisation methods in Section 2 and
describe how these lead to a non-Markovian jump process. In Section 3 we define the approxi-
mate committor, the approximate probability current, and the approximate streamlines of our
method. The approximate committor and the approximate probability current are piecewise
constant functions on the continuous state space S of the underlying process X, while the ap-



proximate streamline is a piecewise linear trajectory in S. For each approximate object, we
prove a bound on the approximation error with respect to the corresponding TPT object for
the underlying process X, in terms of the largest diameter of the sets in the discretisation of
the continuous state space S. We then use these error bounds to prove convergence as the sets
in the discretisation shrink to points; this is the above-mentioned ‘continuum limit’. In Section
4 we present numerical results, in which we compare the performance of our approach with the
finite differences method for TPT for diffusion processes. We conclude in Section 5.

2. Setup

In what follows, we follow the setup in [8]. Let X = {X;};>¢ denote the underlying diffusion
process of interest. The state space of X is an open, bounded, d-dimensional, simply connected
set S C R? and the boundary of S is sufficiently regular for us to impose reflecting boundary
conditions. We assume that X is ergodic with respect to a probability measure p, that pu admits
a density with respect to Lebesgue measure on S, and that the Lebesgue density of p is strictly
positive on S. We write A and B to denote two open, simply connected subsets of S whose
closures are disjoint.

Given an arbitrary set U C S, let int(U), cl(U), U, Ut and 1y denote the interior, closure,
boundary, complement with respect to S (i.e. S\ U), and indicator function of U respectively.
The cardinality of an arbitrary set V' is written card(V'), and the restriction of a function f to
V is written f|y. The transpose of a vector v € R? is written v'; the ¢, norm for 1 < p < oo
of v is written |v[,. The Lipschitz constant of an arbitrary function f by || f[|1;,- Given a finite
measure v on S, we denote the LP(r) norm on a space of functions defined on S or a subset of
S by |||l e (). We fix a probability space (€2, F,P) that is assumed to be large enough to admit
all random variables considered below.

2.1. Discretisation

We review the relevant concepts from Voronoi tessellations and introduce some important terms
concerning the discretisations that we will use in the sequel. Our choice of Voronoi tessellations
as a discretisation method is motivated by their successful application in not only molecular
dynamics [11, 30] but many other applications; see [1, 6] and the references therein. The
key property of Voronoi tessellations that we use are that Voronoi tessellations partition a set
into polytopes that overlap at most at their boundaries, and that adjacency relations can be
computed without computing the full Voronoi tessellation, i.e. without computing the vertices
of every polytope in the tessellation.

A Voronoi tessellation of S associated to a finite set of generators {g1,...,gn} C S for some

n € N is a collection {S1,...,S,} of nonempty subsets of S, where each subset is the Voronoi
cell defined by

Si={xeS : |x—gl, <l|x—gjl,, j#i}

Thus, S; is the closed set consisting of all points in state space that are closer in the Euclidean
metric to the generator g; than to any other generator. It can be shown that each Voronoi cell
S; € R% is a d-polytope, i.e. a bounded, closed, convex subset such that dimint(S;) = d, that
is defined as the intersection of finitely many half-spaces or equivalently as the convex hull of
finitely many extreme points. The boundedness of each cell S; follows from the boundedness
of the state space S. Since every Voronoi cell S; is a neighbourhood of its generator g;, it has



strictly positive Lebesgue measure. The Voronoi cells form a partition of the state space S, i.e.

A(S) =S, SinS;=08n0S;, i#j,

i=1

so that Voronoi cells intersect at most at their boundaries, which have zero Lebesgue measure.
We declare two distinct Voronoi cells S; and S to be adjacent if they share a common facet, i.e.
if dim(S; NS;) = d — 1. Given a Voronoi tessellation {S;}icr, I = {1,...,n}, its dual Delaunay
graph is the graph G = (I, F) with vertex set I and edge set E consisting of all pairs (i, j) such
that S; and S; are adjacent.

Recall that, given a nonempty set A C R? the Euclidean diameter of A is defined by
diam(A) = sup{|z —y|, : x,y € A}. This leads to the next definition.

Definition 2.1. The width p of a Voronoi tessellation {S; };cr is the largest Euclidean diameter
of the Voronoi cells, i.e.

p({Si}ier) := sup diam(S;).
iel
When there is no risk of confusion, we will omit the argument {S;};c; of the width and
simply write p. The width provides uniform control over the Euclidean diameter of all the cells
in the tessellation. The smaller (respectively larger) the width, the finer (resp. coarser) the
tessellation. We shall be interested in obtaining error bounds in the continuum limit, i.e. as p
decreases to 0. In the continuum limit, the cells in the Voronoi tessellation shrink to points.

Remark 2.2. An important property of Voronoi tessellations is that, if one knows that two
Voronoi cells S; and S; that are generated respectively by g; and g; are adjacent, then the outer
unit normal to S; on the facet S;N.S; = 05;NS; is given by (95 — i)/ |gi — gjlo- This is because
the facet S;NS; is contained in the hyperplane of points that are equidistant from g; and g; and
g;j — gi 18 normal to this hyperplane.

2.2. Definition of approximating jump process

Recall that many applications of TPT involve the construction of a Markovian stochastic process
on a discrete state space that approximates the underlying diffusion process on the continuous
state space. In this section, we construct a continuous-time process on the Delaunay graph
G = (I, F) mentioned above. We explain why this process is not Markovian and show that this
process preserves an important property of the underlying process X on S.

Let {S;}icr be a Voronoi tessellation with finite index set I, and let G = (I, F) be the
Delaunay graph associated to {S;}ier. We define a continuous time jump process Y = {Y;}+>0
on G by ‘projecting’ the trajectory of the underlying process X to I according to

X e '
Y, — z' ¢ € int(.S;), ' 2.1)
Jj Jde>0st. Vse(t—et), Xy €int(5)).

The second case in (2.1) can be interpreted as follows: if X lies on the boundary of a Voronoi
cell, then we assign to Y; the state j € I, where j is the index of the set whose interior contained
the trajectory of Y in the most recent past, i.e. up to but not including the current time ¢. The
memory effect implied by the second case in (2.1) of Y implies that Y is not Markovian.

In order to define the analogues of the sets A and B in the discrete state space I, we make
the following assumption.



Assumption 2.3. Given the sets A,B C S, there exist disjoint subsets J, K C I satisfying
CI(A) = UjeJSj and CI(B) = Upekr Sk-

The assumption implies that J and K are the ‘metastable subsets’ for the jump process
Y. The assumption effectively amounts to making the definition of A and B dependent on
the partition {S;};cr. Although this may appear to be problematic at first, we can justify it
by both theoretical and practical considerations. The theoretical consideration is that we are
interested in the continuum limit, in which case the cells {S;};cr shrink to points. Thus, even
if the assumption is not satisfied for a particular value of the width p, it will be satisfied in
the continuum limit, regardless of the geometry of A or B. The practical consideration is that
in many applications, there is some flexibility in the definition of the metastable sets A and
B in state space. For example, in molecular dynamics, one may choose A and B to each be
a set of sufficiently small diameter that contains a local minima of the energy landscape. The
precise geometry of each set is less important relative to the preservation of the metastability
property. Thus it is reasonable to adapt the definitions of A and B according to the sets in the
discretisation, since this facilitates the determination of when a process has entered a metastable
set.

Recall the definition of the first hitting time of X with respect to the set AU B,

Taup(X) :=inf{t >0 : X; € AUB}. (2.2)
Define the first hitting time of the jump process Y with respect to the set J U K as
Tk (Y):=mf{t >0 : Y€ JUK}. (2.3)

In practice, it is not possible to detect exactly when Y hits J or K, because numerical methods
for generating trajectories of the underlying process X will produce only approximations of the
trajectories of X, e.g. by linear interpolation between points generated by the Euler-Maruyama
method. Thus, using a numerically generated trajectory of X in (2.1) will generate only an
approximation of Y. However, for the sake of simplicity, we shall not take into account the
error incurred by these approximations, and we shall assume that we can detect when Y hits J
or K.
The preceding definitions lead to the following result.

Lemma 2.4. Suppose that Assumption 2.3 holds, and let Taup(X) and Tjux(Y) be defined as
n (2.2) and (2.3) respectively. Then Taup(X) = 170k (Y).

Proof. Fix an arbitrary sample trajectory X (w) of X, and let ¢ := 74up(X (w)). Given that A
and B are open, and given the definition (2.2) of 74,p(X), it follows that there exist €1,€e3 > 0
such that X;(w) ¢ AUB for s € (t—ey,t), X¢(w) € 0AUIB, and X,(w) € AUB for s € (t,t+e€2).

Suppose first that X;(w) € 0A and Xs(w) € A for s € (t,t + €2). Let i € I be such that
Xs(w) € int(S;) for s € (t — €1,t). By the definition (2.1) of Y, it follows that Y(w) = ¢ for
s € (t —€1,t) and Yy(w) = 4. Furthermore, given Assumption 2.3, Xs(w) € A for s € (t,t + €2)
implies that Ys(w) € J for s € (¢,t + €2). Since inf{s : ¢ < s < t+ €2} = ¢, it follows that
Tiuk(Y) =t = 7aup(X). If instead X¢(w) € 0B and X,(w) € B for s € (t,t + €2), then the
same argument holds after replacing J with K. This completes the proof. U

Except for 750k (Y), our method does not involve computing or estimating any properties
of the non-Markovian jump process Y, such as its transition probabilities. We introduce the
process Y only to help the interpretation of the approximate committor that we define in §3.1.



3. Definition and convergence analysis of approximate TPT objects

In this section we define the approximate TPT objects that are the outputs of our method.
We prove error bounds for each object and use these bounds to show that in the continuum
limit, each approximate TPT object we define converges to the corresponding object for the
underlying process X. For simplicity, in the error bounds we do not take into account statistical
errors, i.e. errors due to the use of finite-sample Monte Carlo averages as approximations for
expected values.

3.1. Approximate committor

Recall the definition of the committor of X,

q:S—[0,1, zw—qz):=PX

TAuB(X

) € B|X) = ). (3.1)

Recall that K is the subset of discrete state space I corresponding to the metastable subset B
of the continuous state space S. We define the approximate committor in an analogous way,
using the jump process Y defined in (2.1). For ¢ € I, define g; by

TJUK

v) €K [Yo=1i). (3.2)

In order to compute each ¢; using sample trajectories of X, we use a Monte Carlo approach:
we sample finitely many trajectories, where the initial condition of each trajectory is an inde-
pendent draw from the uniform distribution on S;, and compute the empirical probability that
a trajectory starting from S; enters B before A.

We define the approximate committor on the state space S of the underlying process X as a
function that is piecewise constant on the interiors of the cells {S;};es of the tessellation:

i) = {q 7o) (3.3
a ¢ Ujcrint(S;),
where we may choose an arbitrary a € R, since (U;c Iint(Si))E has Lebesgue measure zero and
since we will measure the error of ¢ with respect to ¢ in the LP(x) norm. Up to a redefinition of
the values on (U;e Iint(Si)))E, the approximate committor ¢ can be interpreted as a committor
for Y, because the definition (3.3) involves the ¢;’s from (3.2).
Recall that the ergodic measure p is assumed to have a strictly positive Lebesgue density on
S. Define the p-weighted inner product on L*(S, 1 R) by (v, w), = [qv(z)w(z)u(dz). Given a
tessellation {S;};cr, we use the weighted inner product to define §; for each i € I by

A

1
G; == @@, 1) (3.4)

Since each S; has positive Lebesgue measure, it follows that p(S;) > 0 for each ¢ € I. We can
define the projected committor function ¢ : S — [0, 1] analogously to (3.3):

g(z) == {éi x € int(S;)

b @ ¢ Uicrint(S;), (3.5)

for a fixed, arbitrary b € R. With these preparations, we may state the following proposition.
The proof uses some technical lemmas that will not be used in the sequel, so we defer the proof
to §A.1.



Proposition 3.1. Suppose that Assumption 2.3 holds. Let ¢; and §; be defined as in (3.4) and
(3.2) respectively. If Po (Xo)~! = u, then §; = G;, for all i € I.

The following lemma uses the convexity of Voronoi cells and the continuity of the committor
function to prove that every Voronoi cell S; contains a point x; € S; such that ¢ attains the
value §; at x;. We shall use this lemma later to prove Theorem 3.4.

Lemma 3.2. Let {S;}icr be a Voronoi tessellation of S, and let §; be defined as in (3.4). For
every i € I, there exists some x; € S; such that q(x;) = §;.

Proof. If q is constant on S;, then it must equal §¢;, and any x; € .S; satisfies the desired property.
Therefore, suppose that ¢ is not constant on .S;, and partition S; into the disjoint subsets
S i={z eS8 : qlx) <@}, St ={xeS : q@)>¢g}and S :={z €S : qx) =g}
Since ¢ is continuous and not constant on S;, it follows that S;” and S;r are nonempty. Let
' € S; and 2 € S. It follows from the intermediate value theorem that there exists a
t € (0,1) such that x;(¢t) := (1 — t)2’ + ta” satisfies q(z;(t)) = ¢;. Since 2/,2” € S; and since
any Voronoi cell S; is convex, it follows that x;(¢) belongs to S;. O

Remark 3.3. The conclusion of Lemma 3.2 holds for more general partitions {S;}icr of state
space S for which each S; is path connected, since in this case we can replace the line segment
x;i(t) = (1—=t)a’+ta” with a curve in S; with endpoints ' and 2 and follow the same reasoning
thereafter.

We prove an error bound for the error incurred when we approximate the true committor ¢
with the projected committor ¢ defined in (3.5).

Theorem 3.4 (Error bound for projected committor). Suppose that the committor q : S — [0, 1]
is globally Lipschitz continuous and has bounded second-order derivatives. If {S;}ier s a Voronoi
tessellation with width p < 1, then for any p > 1,

||q - (jHLP(M) < Cpa
where C' > 0 depends only on q.

Proof. Recall that the committor ¢ is continuously differentiable in S\ (AU B), since it solves a
backward Kolmogorov equation. Given the assumption that ¢ is globally Lipschitz continuous,
it follows that sup,cg |Vq(z)| < [lg|l;,- In addition, given the assumption of bounded second-
order derivatives, there exists some H > 0 that depends only on ¢, such that for all x,y € S
with [z —y|l, < pand p <1,
2

la(z) = q(y) = (Va(@),z —y)| < H |z —yly < H|z —yl,. (3.6)
Fix an arbitrary p € [1,00), and fix an arbitrary ¢ € I. By Lemma 3.2, there exists an x; € S;
such that ¢(z;) = ¢ = q|s,- We obtain

o =)l = [ late) =@l n(da) = [ ja(@) - ata)l” n(aa
= [ lat@) ) = (Fate. o = ) + (Tale) o — )l k)

<o ([ e —alo utde) + [ (Tate )P i) )

7

<o ([l =y o)+ [ (s bo =) utan)

<@ 2u(Sy) (HP + ) -



Above, we used (3.6) and (a + b)P < 2P~!(aP + bP) in the first inequality, the global Lipschitz
continuity of ¢ and the Cauchy-Schwarz inequality in the second inequality, and the assumption
that {S;}ic; has width p and the fact that x,z; € S; with diam(S;) < p in the third inequality.
Summing over ¢ € I, we obtain

lg =l = S e = DIl < @0l + H))
i€l

since p(S) =1, and since a? + b < (a + b)P, for a,b > 0 and p > 1. O

Corollary 3.5 (Error bound for discrete committor). Suppose that Assumption 2.3 and the as-
sumptions of Theorem 3./ hold. Then for any Voronoi tessellation {S;}icr of S with sufficiently
small width p, the function G defined in (3.3) satisfies

lg = dllLr(uy < Cp
for the same C > 0 as in the conclusion of Theorem 35.4.

Proof. The result follows from Theorem 3.4 and Proposition 3.1. O

3.2. Approximate probability current

In this section we define the second output of our method, namely the approximate probability
current J 18- We describe how J Ap is obtained from sample reactive trajectories of X.

To define the approximate probability current, we first recall the definition of the probability
current from TPT for diffusion processes, from the presentation in [15, Section 3.1.4]. The
probability current is a function Jap : S\ (AU B) — R such that at any point z € S\ (AU B),
Jap(z) represents the net flux of reactive trajectories from A to B through that point. For any
d-dimensional C' C S\ (AU B) with boundary 0C, J4p is defined implicitly via

.1 1
Sli)fél+ 3 Tlgféo —/ 1o (Xe) Loe (Xtts) — oo (Xt) Lo (Xpgs) dt

(3.7)
= / JAB(y) . nc(y)Uc(dy)
ocC

where n¢c(y) denotes the outward facing unit normal to C at some point y € 9C, ¢ denotes
the surface measure on 0C' and R indicates the set of reactive times, i.e. the union of time
intervals in which the trajectory of the process X is reactive.

To motivate our definition of the approximate probability current, we first observe that if we
set the region C' in the formula above to be a Voronoi cell or more generally, a polytope S;,
then the unit normal n¢ in the integral on the right-hand side of (3.7) takes only finitely many
values that are given by the outer unit normals to the facets of S;. In particular, we have

/ Jas(y) - ns,(y)os,(dy) = / JaB(W) - nik(y)oas;nas, (dy),
oS, 05;N0Sy

keN(S;)
where N (S;) denotes the set of indices of cells adjacent to S;, i.e.
N(Sz) = {jGI : dimSiﬂSj:d—l}, (3.8)

and n; is the outer unit normal vector to S; in the relative interior of the facet 8S; N0Sy. Thus
we arrive at a decomposition over facets of the right-hand side of (3.7).



We can obtain a similar decomposition over facets of the left-hand side of (3.7). Observe
that if in a time interval of vanishing length a transition out of C' = .S; takes place, then almost
surely with respect to normalised surface measure on 0.;, the transition is into an adjacent cell
Si. This is due to the almost sure continuity of sample paths of diffusion processes. Therefore,
in the s — 07 limit, 1¢(X¢ps) = > oken'(si) 18y (Xews). Thus, if ¢ = S; for arbitrary i € I,
then we can write (3.7) as a system of card(N(S;)) equations: for k € N(S;),

1 1
o= i — i — 1¢. (X)) 1 X -1 X;)1e (X dt
Qik s—1>rtr)l+ST£%oT/Rn[0’T] s, (Xt) 1s, (Xits) — Ls, (X¢) s, (Xits)

(3.9)
— / JaB(Y) - nikoas,nos, (dy).
085;NOSy

Following the interpretation of the probability current Jap(y) at y as the net flux of reactive
trajectories from A to B through y, we may interpret oy as the average net flux of reactive
trajectories across the facet S; N Sg.

We now describe how to obtain the approximate probability current. Under reasonable con-
ditions, the probability current is continuous on its domain [15, Section 3.1.4, Eq. (3.15)]. If the
probability current is continuous, then for sufficiently small S;, we may replace the probability
current J4p in the right-hand side of (3.9) with a constant vector jAB,i € R%. Since the choice
of Ja B,i should be consistent with (3.9), the resulting expression yields the system of equations
for the unknown jAB,ii

ik

o(0S; N OSk)

Qi = = JAB7i ‘e, k€ N(SZ) (3.10)
Note that in order to compute the volume o(95; N 9Sk) of the facet 0S; N OSy, we need the
vertices of the facet. We will return to this observation in §5.

Let &; € ReardV(50) denote the vector with entries given by &, and let N; € Reard(N (i) xd
denote the matrix whose k-th row is given by nZTk Then we may rewrite the preceding system
of equations as a matrix-vector product

G = NiJap,; € RN, (3.11)

For (3.11) to admit a solution jAB,z‘, we need that &; belongs to the column space of IV;. Since
card(N(S;)) > d+1 (see Lemma A.6 below) this need not hold in general. Therefore we consider
the system of normal equations

MijAB,i = ﬂi, Mi = NiTNZ' S RdXd, ﬂz = NZT@i & Rd (3.12)

and use the fact that for any d-dimensional polytope in R?, the matrix N; of outer unit normals
to S; has full rank (see Corollary A.7). Thus M; is invertible, and we may solve (3.12) using
standard methods from numerical linear algebra. By solving (3.12) for every i € I, we obtain
the approximate probability current J4p as a piecewise constant function on S \ (AU B), by
setting

‘ = SZ}} . (3.13)

That is, if € int(.S;) then jAB(:U) = jAB,z‘, and if x € 0S; for certain ¢ € I, then we set jAB(az)
to be the J4p; with largest £2 norm and choose the vector with smallest index if there are two
or more vectors with the same ¢5 norm.

jAB(DU) = jAB,i(a:)a i(z) := min {argmax{‘jAB7i )

10



Remark 3.6. For the error bound that we prove in this section, the values of the approrimate
probability current on the boundaries of cells are not important. This explains the arbitrary
nature of the choice we made above. However, the property that the value is chosen from the
set of approximate probability current vectors of cells whose boundaries contain y ensures that
the boundary values are reasonable.

We outline how to compute each entry of &;r. Suppose we use a numerical method for
generating trajectories of X with time step 0 < At < 1, and suppose that we have generated
one long trajectory of X of duration T := M At for some M € N, M > 1. For a given i € |
and k € N(S;), we compute &; by taking the difference between the total number of observed
one-step transitions from 5; to Sy and the total number of observed one-step transitions from
Sk to S;, where we count only those one-step transitions that occur within reactive trajectory
segments of the long trajectory. Since we cannot observe state transitions that occur over
intervals of length shorter than At, we set s = At and divide this difference by T and s as in
(3.9). Note that the At term in 7' = M At cancels the At component arising from the d¢ term
in the integral. The procedure just described yields ;. We can compute the surface measure
0(0S; N 0Sk) using methods described in [4], and then use (3.10).

Modulo statistical error due to insufficient sampling and the error due to the approximate
volume computations needed for o(9S; N9dSk), the computation method described above incurs
errors due to the approximation of the s — 07 limit and of the T" — oo limit by a fixed time
step and duration respectively. These constraints are inevitable, given a finite computational
budget. In particular, the error due to the approximation of the 7" — oo limit is the finite
sampling error that is common to all Monte Carlo methods.

For any real matrix GG, we denote the smallest and largest nonzero singular value of G re-
spectively by omin(G) and omax(G). We define the smallest and largest singular value of a
Voronoi cell S; as the smallest and largest singular value of the matrix N; of outer unit normals
respectively:

Umin(Si) = Jmin(Ni) = O'min(Mi), Jmax(si) = Jmax(Ni) = Jmax(Mi)- (314)
With this notation in mind, we can state and prove the following result.

Theorem 3.7. Let {S;}icr be a Voronoi tessellation of S with width p that satisfies Assumption
2.3. If the probability current Jap is globally Lipschitz, then

< CHJABHLip P (3.15)

Jag —J ‘
H AB ™ ZAB[ 1 9\ (AUB) uRY)

for C = C({Si}ier) == sup;e; amw(Si)a_-2 (Si)card(./\/(Si))l/Q.

min

Proof. We first prove a pointwise error bound. For an arbitrary z € S\ (AU B),

=4 Umax
[ Tapie) — Jan(@)] <= \/card (Sia) a8l (3.16)

mm Z(JB

for the function i : S — I defined in (3.13). Recall that the matrix M; from (3.12) is invertible.
Using (3.12) and (3.14), we obtain

‘jAB,i(x) - JAB(QJ)‘2 = ‘ ,(x) ,(x)Ni(x) (jAB i(z) — JAB(CC)) ‘2

< Omax (Miz) ™) Omax(N, ‘ <JABZ (0~ Jap (x)> ‘2
— % ‘Nz(x) <JAB i) — Ja(z )> ‘2

11



From (3.11) we obtain

2
L:: > |Gita); — Mita); - Jan(@)]
JEN (Si(z))

N (JaBi(@) — JaB(x))

For any i € I, x € S;, and j € N(5)),

1

g — i R R — i (J —J nas; (d
14ij = ni - Jas(@)l =\ e R gg /asinasjn] (Ja(y) = Jas(@)) as.ros, (dy)

1 /
S 05 1950 |nl| |JAB(y) - JAB(CU)| J98; 35.(dy)
75195 Josios, "2 -
<;/ 1748 i ly — ] (dy)
= 0(98;N0S;) Jas,nos, ABllLip 1Y 2 095,198, (dY
< |[JaBllLip p-

Above, we used (3.9) and (3.11) for the equation, the Cauchy-Schwarz inequality for the first
inequality, the Lipschitz continuity assumption of Jap and the fact that for every ¢ € I and
J € N(S;) each n;; has unit norm in the second inequality, and the fact that {S;}ic; has width p
implies that for z € S; and y € 95;, |y — |2 < p in the last inequality. Combining the preceding
inequalities yields (3.16).

By Assumption 2.3, the union of the S; with i € I'\ (J U K) covers S\ (AU B), so

2 2

= Z / ‘jAB,i_JAB(x) QM(dx).
ieI\(JUK) Y 1nt(50)

Jap — Jas|
H AB AB L2(S\(AUB),u;R%)

Above, we use the fact that the boundaries of the cells have Lebesgue measure zero and hence
p-measure zero, the fact the {int(S;)}icr are disjoint, and the fact that = € int(S;) implies
i(z) = 4. Thus (3.15) follows from (3.16), since u(S) = 1. O

To establish a convergence result in the continuum limit, we need to specify a sequence
(pk)ken of widths that decreases to zero, and to impose uniform control over the corresponding
sequence of tessellation-dependent coefficients C' from (3.15).

Corollary 3.8. Let (pr)ren C (0,00) satisfy pr — 0. For each k € N, let {Sf}iel(k) be a
partition of S with index set I(k), width px, and corresponding approrimate probability current
jle, that satisfies Assumption 2.3. If there exists 0 < C' < oo that does not depend on k € N
such that
SUP SUP Opmax (SF)o—2 (SF)card(NV(S,))Y? < C (3.17)
keNiel(k)

and if the probability current Jap is globally Lipschitz, then

jk—J‘ < CllJasll . pr.
H A = JAB L g oy ) = 4B lLip PE

Proof. For each k € N, Theorem 3.7 yields the upper bound on the error

ijlB - JABHLQ(S\(AUB),;L;Rd) < Cg ||JABHLip Pk;

Cl = SUp Omax(SF)o 2 (SF)card(N(S;)) V2. (3.18)
iel(k)
Since supey Ck < C by (3.17), the conclusion follows. O
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A sequence of Voronoi tessellations that satisfies (3.17) is the sequence of tessellations where
each sets in the tessellation is a translation and scaling of the hypercube in R?. In this case,
for every i € I(k) we have that card(N(S;)) = 2d, and the matrix of outer unit normals N; for
each Sf satisfies NiT N; = 21, where 1 is the d x d identity matrix. However, since the number
of sets in the resulting hypercubic partition of .S increases exponentially with the dimension d,
such a tessellation would not be suitable when d > 1. The question of designing algorithms
that produce discretisations satisfying (3.17) is interesting, but beyond the scope of this paper.

In this section, the only objects that require computing the vertices of every Voronoi cell are
the volumes o (095;NOSk) of the facets. These volumes are needed in (3.10). By Remark 2.2, the
full Voronoi tessellation is not necessary to compute the matrices {N; };cr of outer unit normals.

3.3. Approximate streamlines

In §1, we described the streamlines as integral curves of the probability current J4p. That is, a
streamline starting at so € A and ending at 9B is the solution {s(t) };c(o,1(s,) Of a differential
equation with Jap as the driving vector field. We can write this streamline as

s(t) = so+ /Ot Jap(s(r))dr, 0<t<T(sp), (3.19a)
T(so) :=inf{t >0 : s(t) € B}. (3.19b)

Note that for every sg € dA, T(so) is finite. If this were not the case, then one can obtain a
contradiction by using (3.7) to show that there exist reactive trajectories that do not reach B.

For a given tessellation {S;};c; with index subsets K and J from Assumption 2.3 with cor-
responding approximate probability current J4p defined in (3.13), we define the approximate
streamline with initial condition §y € 9(U;csS;) by

§

5(t) = 3o +/Ot Jap(3(r))dr, 0<t<T(5), (3.20a)
T(50) :==inf{t >0 : 3(t) € O (UierS:)}. (3.20b)

Note that T(§0) need not be finite for every 59 € 9(U;es5;): we cannot apply the same reasoning

as we did for showing that T'(sg) is finite, because Jp is only an approximation of J4p.

Theorem 3.9. Let (pr)ren C (0,00) satisfy pr — 0. For each k € N, let {Sf}iel(k) be a
partition of S with width py that satisfies Assumption 2.3. Fix so € 0A. For each k € N, let
§% denote the approzimate streamline corresponding to {SF}iciy with $5(0) = so. If Jap is
globally Lipschitz continuous and there exists 0 < C' < oo that does not depend on k € N such
that (3.17) holds, then there exists C' > 0 that depends only on C, ||Jag||Lip and so, such that

forall k € N,

~k _ < Cl .
i i Loo([ovT(SO)Ldt;Rd) - P

Note that the error bound for the approximate probability current in Theorem 3.7 is computed
using the L? norm, while the error bound for the approximate streamline in Theorem 3.9 is
computed using the L* norm. This is because we are interested in the maximal deviation of
the approximate streamlines 5% from the true streamline, given that they have a common initial
condition.

13



Proof. Fix an arbitrary k£ € N, and let jle be the approximate probability current corre-
sponding to {S¥}ic 1(r) that generates the approximate streamline % via (3.20a) and the initial
condition §¥(0) = sg. It follows from (3.19a) that

< /t ‘JAB(S(T)) - ng(gk(r))( dr, 0<t<T(s0).
0

oo

s(t) — ék(t)‘

e}

By the triangle inequality and Lipschitz continuity of J4p, we have

[ Tan(s(r)) = Thp(60))|
< [an(s() = Tan( )|+ [Jap(* (1) = T3 0))]

s(r) = 30|+ |Jan(3 ) = TG 0))|

< ”JABHLip

for all 0 < r < T'(sp). We bound the second term on the right-hand side of the last inequality:
for all 0 <r < T(sg),

Tap(3 () = Tip )| = | Tas G 0) = T

< ‘JAB(gk(T)) = JAB.i ()

, < Okl Jaslvip or,

where the equation follows from (3.13), the first inequality follows from the inequality |z| . < |z|,
that is valid for any finite-dimensional vector x, and the second inequality follows from (3.16)
with C}, defined in (3.18). Thus for 0 <t < T'(so),

‘s(t) - gk(t)‘oo < asllp /Ot <‘s(7°) _ gk(”‘w +Cpy) dr
< sl ([ [st0)=54)] _ar+ Cutme)
and by the Gronwall-Bellman inequality, we obtain the error bound
()~ #0)]_ < Culanlyy T(s0)™ a5l 0 <t < T(s).

Since there exists 0 < C' < oo such that (3.17) holds, the proof is complete. O

Note that the definition of the approximate streamlines does not permit an interpretation in
terms of Y. This definition allows for two approximate streamlines that lie in the same cell S;
at possibly different times to subsequently enter different cells, e.g. if the streamlines exit S;
via different facets. In terms of the Delaunay graph G = (I, E) of the Voronoi tessellation, this
means that it is possible for §;(t1) = S2(t2) = ¢ for possibly different ¢1,%2 and §1(t})) # 32(t5)
for # > ty, t) > to. This non-uniqueness property prevents an interpretation of the discrete
streamlines in G for Y as being analogues of the streamlines in S for X, because standard
results from the theory of ordinary differential equations guarantee that the streamlines of X
are uniquely determined by the probability current and initial condition. Since the approximate
streamlines are integral curves of the approximate probability current, this implies in addition
that the approximate probability current does not permit an interpretation as a probability
current for Y on G.
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4. Numerical results

In this section we implement our method on a well-known example. We focus on the approximate
committor and the approximate probability current only, and study the dependence of the errors
of these objects as a function of the tessellation width parameter p.

Let the underlying diffusion process X be the solution to the Smoluchowski SDE

dX, = —T7YVV(X,)dt + /26~ 1T 2dW,, (4.1)

where V : R — R denotes the potential function, 8 is an inverse temperature parameter, i.e.
B = (kpT)~! with Boltzmann constant denoted by kg and temperature 7, and I' € R%*? is a
diagonal matrix with friction coefficients on the diagonal.

4.1. Setup, discretisation, trajectory sampling

In our example, d = 2, and V is the triple well potential from [19] given by

V(o 22) = B3 L geai=(-8)" _ gem(o1-1 - _ -1}

1, 1 n*
Sat (g 2 42
+ 51’1 + 5 <1’2 3) s ( )
on the state space S = {r = (z1,22) € R? | —2 < 27 < 2, —1.5 < 29 < 2.5}, as shown

in Figure la. We define the metastable sets to be the sublevel sets of V' that contain the
minima at (£1,0), i.e. A := {(z1,22) € S | V(x1,22) < =3, 21 < 0} and B := {(z1,22) €
S | V(xl,xz) < —3, T > 0}.

For the discretisation of S we used a mesh of side length h, where the values of h were chosen
from {0.5,0.4,0.25,0.1,0.05}. Letting [N] := {1,2,..., N}, it follows that the corresponding
discrete state spaces I were {[64],[100], [256], [1600], [6400]}, that any cell in any tessellation has
at most four adjacent cells, and that the resulting Voronoi tessellations each have width hv/2.
With regards to Assumption 2.3, for each tessellation, we defined i € J (respectively ¢ € K) if
at least one vertex of the square S; belongs to A (resp. B). This results in a representation of
the sets A and B by the sets Uje1S; and Uy g S, respectively. An example of such a tessellation
and the sets corresponding to J and K is shown in Figure 1b.

We simulated trajectories of X with 5= 1.67 and I' = [ in (4.1) using the Euler-Maruyama
method, with time step At = 0.001. This resulted in the scalar prefactor y/2At3-! ~ 0.034 for
each standard normal random variable in the Euler-Maruyama method.

For the results below, we chose u to be the invariant Boltzmann-Gibbs measure with density
proportional to exp(—SV(+)) on S, and used trapezoidal quadrature to compute the y-measure
of cells.

4.2. Approximate committor

To obtain the discrete committor function described in Section 3.1, we sampled 10? trajectories
for each cell S; in the partition. For simplicity, we drew the initial condition of each trajectory
independently from the uniform distribution on S;. Since the uniform distribution on .S; and
the normalised restriction of the ergodic measure p to S; in general do not coincide, this choice
incurs an error; however, we shall show that for sufficiently small mesh size h this error does
not play a significant role relative to other errors. Each sample trajectory was terminated when
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(a) Graph of the potential V' given in (4.2). (b) Representation of A and B (white) for a given
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Figure 1: The energy landscape V and partition of state space.

the state of the trajectory reached A or B. The approximate committor ¢ was computed from
the computed trajectories using (3.3).

To obtain the reference values of the committor g for each mesh of side length h, we used
that ¢ solves the Feynman-Kac or backward Kolmogorov PDE

Lg(xz) =0, ze€int(S\ (AUB))
qlacay =0, dqlay =1, Vqlas =0.

where L denotes the infinitesimal generator of (4.1); see [8, Eq. (10)]. We used the finite
differences method to solve the PDE on each mesh, for the values of h stated above.

To compute the error ||¢ — || 12(,,), we computed the difference of the vector versions of ¢ and
G, weighted by the vector of p-measures of each cell. We plot the results in Figure 2a and observe
that the observed values of the L?(u) error of the approximate committor decreased linearly
with the partition width for the considered values of p, with an observed slope of approximately
1. Thus, the numerical results for the approximate committor are consistent with the bound in
Corollary 3.5.

4.3. Approximate probability current

To compute the approximate probability current, we need to compute for each ¢ € I the vector
J AB,i € Rd, which in turn requires the vector ¢&; € Reard(N(5)) of surface area-normalised net
flows of reactive trajectories; see (3.11). To do this, we followed (3.9) and sampled a long
trajectory starting from the origin until 10° reactive trajectory segments were collected. We
then followed the procedure described in the paragraph immediately after Remark 3.6. The
duration of this long trajectory was computed as T := MAt, for M the number of Euler-
Maruyama steps. The observation time window parameter was set to be the Euler-Maruyama
time step, i.e. s := At. In particular, both limits were approximated by taking fixed values
of s and T'. Using the reactive trajectory segments, we computed «;; for each ¢ € I and for
each k € N(S;). Since each set S; in the partition is a square of side length h, it follows that
o(0S; N 0Sk) = h for any adjacent S; and Si. These sets of numbers then yielded the &;; by
(3.10). For each i € I, we solved the system (3.12) for jAB/L' by using the fact that M; = 215,
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Figure 2: Plots of L?(u)-errors of approximate committor and approximate probability current
as a function of width p. See the discussion in §4.2 and §4.3.

where I5 is the 2 x 2 identity matrix; see the paragraph immediately before §3.3. We then
constructed the approximate probability current according to (3.13).

To obtain the reference values of the probability current J4p for each mesh of side length
h, we used the fact that for diffusion processes given by Smoluchowski SDEs, the probability
current is proportional to the product of the Boltzmann-Gibbs density with the gradient of the
committor

1
Jap(x) = Ee_ﬁv($)5_1vq($),

see [16, Eq. (6)]. For each mesh of side length h, we used the finite differences approximation of
q to approximate the gradient Vq and computed the reference values of the probability current
using the equation above.

We plot the L?(1) error of the approximate probability current relative to the finite differences
solution in Figure 2b. For the three largest values of h, i.e. for h € {0.5,0.4,0.25}, the observed
values of the L?(u) error of the approximate committor decrease linearly with the partition
width; the slope of the line is between 1/2 and 1. Subsequently, the observed values of the
L?(p) error increase for h € {0.1,0.05}. These observed results are not consistent with the
convergence behaviour described by Corollary 3.8.

The increase in L?(u) error for h € {0.1,0.05} is a consequence of under-counting of transi-
tions, which in turn is due to an observation time window that is too large for the mesh side
length parameter h. For At = 0.001, recall that \/2At3~1 =~ 0.034. Hence, with more than
95% probability, the magnitude of each random perturbation in the Euler-Maruyama method
is less than or equal to 0.1. As a result, we expect to significantly underestimate the number
of crossings of 35; N 0S, when each S; has side length approximately equal to or less than
V2AtS~1, ie. for h € {0.05,0.1}.

To check the validity of the preceding explanation for the increase in L?(u) errors for h €
{0.1,0.05}, we sampled for each h € {0.25,0.1,0.05} a single long trajectory with At =
0.00025 and computed the corresponding approximate probability current. For At = 0.00025,
V2AtB~1 ~ 0.017 and thus with more than 95% probability the magnitude of each random
perturbation in the Euler-Maruyama method is less than or equal to 0.051. The results of
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Figure 3: Frequency histograms of direction error D(x) and scaling ratio R(x) for At = 0.00025
and h € {0.05,0.1,0.25}.

the additional experiments are plotted in Figure 2b: for h = 0.1 and At = 0.00025 the result
approximately follows the same linear trend of the observed L?(u) error for h € {0.5,0.4,0.25}
and At = 0.001. For h = 0.05, \/2AtB3~1 ~ h, and we observe that the L?(u) error deviates
significantly from this trend. These results support our proposed explanation.

We further analysed the error between the approximate probability current Jap and the
probability current J4p obtained from finite differences by computing two error metrics at each
point: the scaling ratio R(z) and the direction error D(z),

R(o) i a8l

= e (4.3)

ﬁw@FLw@)>
[ Jap ()2 |Jap(@)ly )

D(x) := arccos (

where we choose units so that 0 < D(z) < 7. For At = 0.00025 and for each value of h €
{0.05,0.1,0.25}, we computed the scaling ratio and direction error for cells S; on which the
value of the potential V is less than or equal to 1. We restrict to these cells because the sampled
reactive trajectories spend significantly less time in the region [V > 1] :={z € S : V(z) > 1}
compared to its complement [V < 1]:={zx € S : V(z) < 1}. As a result, we do not expect the
observed statistics for cells in [V > 1] to provide reasonable approximations of their true values
in [V > 1], compared to the observed statistics for cells in [V < 1]. In addition, we thresholded
the values of the scaling ratio to the interval 0 < R(z) < 2 to reduce the influence of large
outliers and to make the comparison symmetric about the desired scaling ratio of 1. We plot
the frequency histograms for the direction error D and scaling ratio R in Figures 3a and 3b.

In Figure 3a we observe that the frequency histograms of the direction error D(x) are ap-
proximately the same for h € {0.05,0.1,0.25}. In contrast, Figure 3b shows that the frequency
histograms for the scaling ratio R(x) differ in some aspects for varying h: as h decreases from
h = 0.25 to h = 0.05, the frequency histogram of the scaling ratio becomes more sharply peaked,
and in addition the observed mean of the frequency histogram decreases away from 1. In addi-
tion, for h = 0.25, the frequency of large outliers is at least twice the frequency for h = 0.1 and
h = 0.05.

Together, Figures 2b, 3a, and 3b suggest that, relative to the direction error D(z), the
observed distribution of the scaling ratio R(x) of the approximate probability current plays a
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more important role in explaining the discrepancy between the observed and predicted slopes
of the numerical L?(p) error of the approximate probability current. To support this claim, we
plot the direction error D(x) and the absolute deviation |R(z) — 1| of the scaling ratio for the
numerical results obtained with the parameters h = 0.25 and A¢ = 0.00025 in Figures 4a and
4b respectively.

Direction discrepancy D(z), h =0.25, At =0.00025 Deviation |R(z) — 1| of scaling ratio, h =0.25, At =0.00025
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Figure 4: Plots of direction error D(x) and deviation |R(x) — 1| of scaling ratio for h = 0.25 and
At = 0.00025. See (4.3) for definitions of D(x) and R(z).

In Figure 4a we observe that the direction error is less than 0.5 over much of the region of
interest. In contrast, in Figure 4b the absolute deviation |R(x) — 1| is more than 0.9 over much
of the region of interest. These figures suggest that, given enough reactive trajectory segments,
our method can identify the direction of the probability current J4p better than the magnitude
of the probability current. The errors in the estimation of the probability current tend to be
larger over areas that the reactive trajectories visit less often, although there are exceptions.
Remarkably, the plot analogous to Figure 4b for At = 0.001 (not shown) is very similar to the
plot for At = 0.00025 shown above; this suggests that the observation time window s does not
play a significant role in the observed deviations in scaling ratio. These observations suggest that
too short a trajectory duration T, or equivalently, insufficient sampling of reactive trajectories
explains the discrepancy between the observed slope and the predicted slope of the numerical
L?(p) errors in the approximate probability current.

5. Conclusion

In this paper, we presented a method for approximating key objects from TPT for ergodic
diffusion processes, namely the committor, probability current, and streamlines, using a Voronoi
tessellation of state space and sample trajectory data. In the case of the approximate committor,
only sample trajectory data are needed, and we can interpret the approximate committor as the
committor of a non-Markovian jump process on the Delaunay graph G. For the approximate
probability current and the approximate streamlines, sample reactive trajectory data are needed,
and we cannot interpret either object as a discrete analogue on G of the corresponding object
from TPT for diffusion processes.

For each approximate object, we proved a bound on the approximation error, while neglecting
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for simplicity both statistical error due to finite sample sizes and errors due to the numerical
method used for generating trajectories of the diffusion process. We used these bounds to prove
that the approximate objects converge to the continuous objects from TPT in the continuum
limit. We presented numerical results for the approximate committor that are consistent with
our theoretical prediction of convergence behaviour. We presented numerical results for the
approximate probability current, and explained their deviations from the predicted values in
terms of the approximation of the s — 07 and 7' — oo limits in (3.9) with fixed values of s and
T.

The approach we have taken here is statistical and data-driven in nature, in the sense that
our method relies only on computing observed statistics from sampled reactive trajectories and
the Voronoi tessellation. This may be a disadvantage when reactive trajectory data is difficult
to obtain. Furthermore, the numerical results in §4.3 showed that statistical error or under-
sampling in regions of low probability can lead to slow convergence. On the other hand, the
data-driven feature may be advantageous when the task of obtaining trajectory data is easier
compared to the task of learning the drift and diffusion coefficients of the SDE.

Our method differs from methods for TPT that involve constructing a discrete state-space
Markov process for approximating the underlying diffusion process. This feature comes at the
cost of interpretability: the approximate probability current and streamlines cannot be inter-
preted as discrete TPT objects on the Delaunay graph associated to the Voronoi tessellation.
On the other hand, we do not need to ensure that an approximating process obtained from
discretisation of a continuous state space possesses the Markov property. In particular, we do
not need to identify a suitable lag time, and can therefore avoid the preprocessing steps and
heuristic reasoning that are often used to identify the lag time. In addition, the error and
convergence analysis of the approximation error is simpler, because the definitions of the ap-
proximate objects of our method are not based on preserving certain properties on a graph, but
on the continuous objects from TPT for diffusion processes.

We now mention some aspects that should be addressed in future work in order to improve
the applicability of our method.

In order to compute the approximate probability current, one needs to compute the (d —
1)-dimensional volumes of the facets between adjacent Voronoi cells; see (3.10). Computing
these volumes requires computing the full Voronoi tessellation, which will be expensive in high
dimensions. One possible approach to circumvent this would be to use Voronoi tessellations
in which every Voronoi cell is a rigid transformation of one Voronoi cell. However, this would
prevent the user from incorporating a priori information about the SDE such as the energy
landscape when placing generators for the tessellation. Thus, it would be desirable to modify
the approach so that it is not necessary to compute the volume of every facet between adjacent
cells. A possible approach would be to avoid a full tessellation of state space, e.g. by using core
sets.

In §4.3, we observed that the simple Monte Carlo approach that we used above could ac-
curately estimate the committor probability, but not the probability current, over all regions
in state space. One important reason for this is that it is easier to obtain the trajectory data
needed for estimating committor probabilities than to obtain reactive trajectory data for esti-
mating net fluxes: for the former, one starts a trajectory from a point or region of choice and
waits until the trajectory reaches A or B; for the latter, one starts a reactive trajectory segment
on 0A and waits until it reaches 0B without re-entering A. Another important reason is that to
construct the approximate probability current, one needs to estimate net fluxes across all facets.
The accuracy of the net flux estimates depends strongly on how well the sampled reactive tra-
jectories explore state space: the net flux estimates in regions that are explored less will be less
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accurate. It would be desirable to modify the approach so that sampling reactive trajectories
is easier, and so that the sample reactive trajectories explore state space more uniformly. This
could be achieved by using enhanced sampling techniques, for example.

For applications where trajectory data is difficult to obtain, it would be of interest to extend
the method so that it could be applied to sparse trajectory data, where ‘sparse’ means that
subsequent measurement times are far apart from each other, or where the trajectory data
degenerates to a cloud of point data. In full generality, such a task appears intractable. However,
under certain assumptions, e.g. the assumption that the points lie on an energy landscape that
determines the dynamics, it might be possible to develop such an extension. For example, a
recent analysis [9] has shown that applying the so-called square root approximation [11] to
generate an approximate transition rate matrix from point cloud data on an energy landscape
produces an approximation of the associated infinitesimal generator. It would be of interest to
modify the definition of the approximate probability current, in order to make our approach
applicable to such data.
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A. Auxiliary results and proofs

A.1. Approximate committor

The purpose of this section is to prove Proposition 3.1, i.e. that for a given tessellation {S;}cr,
G; = q; for all © € I. We accomplish this by using the notion of a regular conditional distribution.
To define a regular conditional distribution, we first recall some definitions; see [10, Section 8.3].

Definition A.1 (Stochastic kernel). Let (£1,.4;1) and (€2,.42) be measurable spaces. A map
k: Q1 x Ay — [0,00] is called a stochastic kernel from Qq to Qg if

(i) (-, A2) is Aj-measurable for any Ay € Aj, and
(ii) K(wr,-) is a o—finite probability measure on (2, As) for any w; € .

Definition A.2 (Regular conditional distribution). Let (€;,.4;,P) be a probability space,
(E, &) be a measurable space, and Y be an E-valued random variable on (€;,.4;,P). Let
F C Ap be a o-algebra on €. A stochastic kernel ky r from (1, F) to (E,€) is called a
reqular conditional distribution of Y given F if

Ky r(w,C) =P (Y € C|F) (w) (A.1)

for P—almost all w € 7 and for all C' € &.
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If F is generated by a random variable X defined on (€1,.41,P) that takes values in some
measurable space (E’,E’) then the stochastic kernel ky x from (E’,&’) to (E, ) that is defined
by

kyx(z,C) =P(Y € C|X =) = hyyx)(w.C), weX '({z}) (A.2)

is called a reqular conditional distribution of Y given X.

The existence of the regular conditional distribution of Y given F for a random variable Y
taking values in a Borel space is given in [10, Theorem 8.37].

Lemma A.3 (Committors are regular conditional probabilities). The committor function q
defined in (3.1) is a regular conditional probability.

Proof. Set the random variables X, Y, and the set C in (A.2) to be equal Xo, X;, ,(x), and B,
respectively. Then

x,(z,B) =P(X

KX raug(x) € B|Xo € x) = q(z),

TAuB(X)»
where we used the definition (3.1) of the committor function in the second equation. O
The following result is reproduced from [10, Theorem 8.38].

Theorem A.4. LetY be a random variable on (21, A1, P) with values in some set E, and equip
E with the Borel o-algebra €. Let F C Ay be a o-algebra and let ky r be a regular conditional
distribution of Y given F. Further, let f : E— R be measurable and E[|f(Y)|] < oo. Then

E[f(Y)|F] (w) = /E F )y r(w, dy)

P-almost surely.

We use Theorem A.4 to prove the following lemma, which expresses the joint probability of
a pair of random variables X and Y in terms of the regular conditional probability of Y given

X.

Lemma A.5. Let X and Y be random variables on (Q1, A1, P), taking values in the measurable
spaces (E',E") and (E, &) respectively. Then for any C € £ and D € &',

PYe(C, XeD)= / ky.x(z,O)Po X (dx).

D
Proof. Let o(X) denote the o-algebra generated by X. Then
P(YeC, X eD)=E1p(X)1c(Y)] =E[1p(X)E[1lc(Y)|o(X)]]. (A.3)

Observe that by Theorem A.4, (A.2), and Definition A.1,

B0 @) = [ 1w = [le@mxX@.d)
= ky x(X(w),C).

Therefore,

P(Y €C,X € D) = /Q 15 (X)) kxy (X(w),C) P(dw)

= /E 1p(z)kxy (2, C)Po X 1(dz),

where we used (A.3) and (A.4) in the first equation and the change of variables formula in the
second equation. This completes the proof. O
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We now use Lemma A.5 to prove Proposition 3.1, which states that for every ¢ € I, the
quantities ¢; and ¢; defined in (3.4) and (3.2) are equal, under the assumption that Po(Xg)~! =
1h.

Proof of Proposition 3.1. Let i € I be arbitrary. Recall from (3.4) that

. 1 1
i = (015 = e [ a(o)Ls, )ulda).

The definition (3.2), the construction of Y and Lemma 2.4, and the hypothesis that Po(Xy) ™! =
w imply that
‘ P (YTJUK(Y) €K, Y= Z) P (XTAUB(X) €B, Xo€ Si)
7= P (Yp =) - P(X, € S;)
P (Xry5(x) € B, Xo€S8;)

11(5;)

Thus, it suffices to show that
/Sq(.%')lsi(.%')u(dx) =P (XTAUB(X) eB, Xpe€ Sz) .
By Lemma A.3, the left-hand side can be rewritten as
[ a@ns@ndn = [ w0,
S Si
Using that p =P o (Xy)~! and Lemma A.5, we obtain
/S' KJXTAUB(X)yXO(x7 B)pu(dz) = /S ”XTAUB(X)XO(QU?B)]P’ o Xt;l(dx)

= P(XTALJB(X) € B, Xy € Sz),

Xo(x7B)M(dx)'

yielding the desired conclusion. U

A.2. Approximate probability current

In this section, we consider d € N, d > 2. By ‘d-polytope’, we mean a bounded convex polytope
P with dim P = d.

Lemma A.6. If P C R? is a d-polytope, then P at least d + 1 facets.

Proof. Any such polytope admits a decomposition into d-simplices. Since every d-simplex has
d + 1 facets, the conclusion follows. O

Corollary A.7. If P is a d-polytope in R, then P has at least d linearly independent outer
normals. In particular, the matrizc N whose rows are the outer unit normals to P has full rank.

Proof. The last statement follows from the first, so it suffices to prove the first statement. By
Lemma A.6, every d-polytope has at least d + 1 outer normals. We will prove by contradiction
that there exist d linearly independent outer normals. Suppose P has no more than d — 1
linearly independent outer normals. Then the normals to the facets of P span at most a (d—1)-
dimensional space, which implies that there exists a hyperplane H in R? containing all the outer
normals of P. Let v be normal to H, and let n be an arbitrary outer normal associated to to
some facet F' of P. Then v and n are orthogonal, which implies that v is parallel to F', and
thus that F' is unbounded along the direction of v. This implies that P is unbounded, which
contradicts the boundedness hypothesis on P. U
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