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Generalized Newton Algorithms for Tilt-Stable Minimizers
in Nonsmooth Optimization

BORIS S. MORDUKHOVICH∗ and M. EBRAHIM SARABI†

Abstract. This paper aims at developing two versions of the generalized Newton method to compute
local minimizers for nonsmooth problems of unconstrained and constrained optimization that satisfy
an important stability property known as tilt stability. We start with unconstrained minimization of
continuously differentiable cost functions having Lipschitzian gradients and suggest two second-order
algorithms of the Newton type: one involving coderivatives of Lipschitzian gradient mappings, and the
other based on graphical derivatives of the latter. Then we proceed with the propagation of these
algorithms to minimization of extended-real-valued prox-regular functions, while covering in this way
problems of constrained optimization, by using Moreau envelopes. Employing advanced techniques of
second-order variational analysis and characterizations of tilt stability allows us to establish the solvability
of subproblems in both algorithms and to prove the Q-superlinear convergence of their iterations.

Key words. Nonsmooth optimization, generalized Newton method, tilt-stable local minimizers, prox-
regular functions, superlinear convergence.
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1 Introduction

The classical Newton methods for solving equations and optimization problem, as well as their
various modifications and extensions, have been well recognized among the most efficient numer-
ical algorithms to find local solutions; see, e.g., the books [6,9,18,20] with the vast commentaries
and references therein. The standard framework of the Newton methods, which goes back to
the Newton method of tangents, is to solve smooth equations g(x) = 0 with g : IRn → IRn. It is
then applied to finding local solutions for problems of unconstrained optimization of the type

(1.1) minimize ϕ(x) subject to x ∈ IRn

with C2-smooth objective/cost functions ϕ : IRn → IR by solving the stationary equations g(x) :=
∇ϕ(x) = 0 based on the classical Fermat necessary optimality condition. The corresponding
Newton algorithm designed in this way is expressed via the Hessian matrix of f at a solution
point and exhibits local superlinear convergence when the Hessian matrix ∇2ϕ(x̄) at a solution
point is positive-definite.

Among various extensions of the Newton algorithm to solve nonsmooth equations g(x) = 0
with Lipschitzian mappings, the most successful one is the so-called semismooth Newton method
initiated independently by Kummer [21] and by Qi and Sun [38]. Applying to problems of
unconstrained optimization (1.1), the semismooth Newton method addresses objective functions
of class C1,1 (labeled also as C1+) around local minimizers x̄, i.e., the class of C1-smooth functions
with locally Lipschitzian gradients. For this important class of nonsmooth (of the second-order)
problems, superlinear convergence of the semismooth Newton method was achieved under some
additional requirements; see [9, 18,20] and the discussions below.

An interesting idea to extend the semismooth Newton method to problems of convex op-
timization without the C1,1 requirement on cost functions was suggested by Fukushima and
Qi [10] in the framework of (1.1) with a nondifferentiable convex objective ϕ : IRn → IR finite
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on the whole space. They proposed to consider a regularization of problem (1.1) by replacing
ϕ with its Moreau envelope. It is well known in convex analysis that the latter function is
real-valued, convex, and everywhere differentiable on IRn. Employing in this way the machinery
of the semismooth Newton method, superlinear convergence of the corresponding algorithm was
achieved in [10] under appropriate regularity assumptions.

In this paper we offer a novel viewpoint on developing Newton methods in both uncon-
strained and constrained optimization and design new Newton-type algorithms for nonsmooth
optimization problems. To the best of our knowledge, for the first time in the literature we aim
at designing algorithms that seek not roots of equations, but specifically concern optimization
problems and address fast convergence to stable local minimizers. Our stability choice is the
concept of tilt stability introduced by Poliquin and Rockafellar [36] in the general extended-real-
valued framework of unconstrained optimization, which implicitly incorporates constraints via
effective domains of cost functions. It is shown in [36] that for C2-smooth functions ϕ in (1.1),
any root/stationary point of ∇ϕ(x̄) = 0 is a tilt-stable local minimizer of (1.1) if and only if
the Hessian matrix ∇2ϕ(x̄) is positive-definite. This confirms that the positive-definiteness of
∇2ϕ(x̄), which ensures superlinear convergence of the classical Newton method, automatically
brings us to tilt-stable local minimizers. In the more general cases investigated in this paper,
we explicitly impose the tilt stability requirement in our Newton schemes developed below.

Independently of algorithmic applications, an important advantage of tilt-stable local mini-
mizers is their currently achieved comprehensive second-order characterizations in both uncon-
strained and constrained formats of optimization. The first characterization of tilt stability was
obtained in the seminal paper by Poliquin and Rockafellar [36] for the class of prox-regular and
subdifferentially continuous extended-real-valued functions ϕ : IRn → IR := (−∞,∞] introduced
by them a bit earlier [35]; see the exact definitions of these and other needed notions in Section 2.
It is the major class of functions used in second-order variational analysis. The tilt stability char-
acterization obtained in [36] was expressed precisely at the reference local minimum point in
terms of the positive-definiteness of the second-order subdifferential/generalized Hessian of ϕ in
the sense of Mordukhovich [26] defined via the coderivative of his first-order limiting subdiffer-
ential. Subsequent second-order characterizations of tilt stability and related notions have been
established more recently for various classes of unconstrained and constrained optimization prob-
lems; see [1, 4, 7, 8, 12,29–31,33] among other publications. Some of these characterizations will
be used in what follows for the design and justification of the suggested Newton-type algorithms
that superlinearly converge to tilt-stable local minimizers.

To proceed in this direction, we begin with optimization problems (1.1), where the objective
functions ϕ are of class C1,1 around the reference points. For such problems of unconstrained
optimization, we design two independent second-order algorithms of the Newton type. The first
algorithm is based on using the coderivative of the gradient mapping for ϕ (i.e., the aforemen-
tioned second-order subdifferential), while the second one employs the graphical derivative of∇ϕ.
We justify the solvability of subproblems in both algorithms for tilt-stable minimizers (with an
additional twice epi-differentiability assumption on ϕ needed for the efficient realization of the
second algorithm) and achieve their local superlinear convergence under the semismoothness∗ of
∇ϕ, a property that has been recently introduced by Gfrerer and Outrata [14]. Note that the
graphical derivative has been already used (from different prospectives) in generalized Newton
methods to solve equations and inclusions in the general scheme of [20] and specifically in [5,17],
but the coderivative-based algorithm seems to be completely novel in numerical optimization.

Next we turn, for the first time in the literature, to developing Newton-type algorithms to
find tilt-stable minimizers of extended-real-valued prox-regular and subdifferentially continuous
functions ϕ : IRn → IR in (1.1) while encompassing in this way problems of constrained opti-
mization, which are also considered explicitly in what follows. The main idea here is to reduce
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such problems to those with C1,1 objectives by using Moreau envelopes. To justify this proce-
dure, we show that the tilt stability of local minimizers of ϕ and the semismoothness∗ of the
subgradient mapping ∂ϕ in (1.1) generates the corresponding properties of the regularized one
via the Moreau envelope of ϕ. This allows us to establish the solvability of subproblems and
superlinear convergence of both coderivative-based and graphical derivative-based generalized
Newton algorithms for tilt-stable local minimizers of the major class of extended-real-valued
functions under consideration.

Finally, we present applications of the above results obtained in the extended-real-valued
format of unconstrained optimization to the class of explicitly constrained optimization problems
written in the form of conic programming (although the underlying set Θ may not be a cone):

(1.2) minimize ψ(x) subject to f(x) ∈ Θ,

where ψ : IRn → IR and f : IRn → IRm are C2-smooth, and where Θ ⊂ IRm is closed and convex.
Applying to such problems, the developed graphical derivative-based algorithm generates a
new Newton-type algorithm involving second subderivatives of cost functions. Its justification
and convergence analysis for tilt-stable minimizers employ the recent developments of [24] on
parabolic regularity in second-order variational analysis.

It is important to emphasize that the generalized differential constructions used in the pro-
posed algorithms employ not just coderivatives and graphical derivatives for general set-valued
mappings, but those applied to the classical gradient mappings. As it has been recently realized,
such second-order constructions enjoy excellent calculus rules as equalities with efficient compu-
tation; see, e.g., [23, 24, 28, 32] and the references therein. This makes the proposed algorithms
more attractive for numerical implementations.

The rest of the paper is organized as follows. Section 2 recalls major concepts of variational
analysis used in this paper and presents some related preliminary results. In Section 3 we derive
basic estimates needed below to verify the performance of the suggested Newton-type algorithms.
Section 4 is devoted to the coderivative-based generalized Newton algorithm for C1,1 functions
with verifying the solvability of its subproblems and superlinear convergence of its iterates to
a tilt-stable minimizer. In Section 5 we do the same for a Newton algorithm dealing with C1,1

functions that is based on graphical derivatives. Section 6 develops Newton algorithms of both
type for the class of extended-real-valued prox-regula functions. The final Section 7 provides
the applications of the developed results to optimization problems with explicit constraints.

Throughout this paper we employ standard notation of variational analysis and optimization;
see, e.g., [9, 28, 40]. Recall that B stands for the closed unit ball in the space in question,
Br(x) := x + rB is the closed ball centered at x with radius r > 0, and IN := {1, 2, . . .}.
For the reader’s convenience and notational unification we use as a rule small Greek letters to
denote scalar and extended-real-valued functions, small Latin letters for vectors and single-valued
mappings, and capital letters for sets, set-valued mappings, and matrices. We also distinguish
in notation between single-valued mappings f : IRn → IRm and set-valued ones F : IRn ⇒ IRm.
The (Painlevé-Kuratowski) outer limit of a F : IRn ⇒ IRm as x→ x̄ is defined by

(1.3) Lim sup
x→x̄

F (x) :=
{
y ∈ IRn

∣∣ ∃xk → x̄, yk → y with yk ∈ F (xk), k ∈ IN
}
.

Given a set Ω ⊂ IRn, its indicator function is defined by δΩ(x) := 0 for x ∈ Ω and δΩ(x) :=∞ oth-
erwise, while the distance from x to Ω is denoted by dist(x; Ω). For a function ϕ : IRn → IR, de-
note by∇ϕ(x̄) and∇2ϕ(x̄) its gradient and Hessian at x̄, respectively. If f = (f1, . . . , fm) : IR

n →
IRm is twice differentiable at x̄ ∈ IRn, its second derivative at x̄, labeled by ∇2f(x̄), is a bilinear
mapping from IRn × IRn into IRm given by the representation

∇2f(x̄)(w, v) :=
(
〈∇2f1(x̄)w, v〉, . . . , 〈∇

2fm(x̄)w, v〉
)

for all v,w ∈ IRn.
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2 Major Definitions and Preliminaries

We begin by recalling some of well-known tools of variational analysis and generalized differ-
entiation that will be utilized throughout this paper; see, e.g., [28, 40] for this and additional
material. Given a nonempty set Ω ⊂ IRn with x̄ ∈ Ω, the (Bouligand-Severi) tangent/contingent
cone TΩ(x̄) to Ω at x̄ ∈ Ω is defined by

(2.1) TΩ(x̄) :=
{
w ∈ IRn

∣∣ ∃ tk↓0, wk → w as k →∞ with x̄+ tkwk ∈ Ω
}
.

We say that a tangent vector w ∈ TΩ(x̄) is derivable if there exists ξ : [0, ε] → Ω with ε > 0,
ξ(0) = x̄, and ξ′+(0) = w, where ξ′+ stands for the right derivative of ξ at 0 given by

ξ′+(0) := lim
t↓0

ξ(t)− ξ(0)

t
.

The (Fréchet) regular normal cone to Ω at x̄ ∈ Ω is given by

(2.2) N̂Ω(x̄) :=
{
v ∈ IRn

∣∣∣ lim sup
x

Ω
→x̄

〈v, x− x̄〉

‖x− x̄‖
≤ 0

}
,

where x
Ω
→ x̄ indicates that x → x̄ with x ∈ Ω. The (Mordukhovich) limiting normal cone to

the set Ω at x̄ ∈ Ω is defined as the outer limit (1.3) of (2.2) as x
Ω
→ x̄ by

(2.3) NΩ(x̄) := Lim sup

x
Ω
→x̄

N̂Ω(x).

Given further an extended-real-valued function ϕ : IRn → IR with

domϕ :=
{
x ∈ IRn

∣∣ ϕ(x) <∞
}

and epiϕ :=
{
(x, α) ∈ IRn+1

∣∣ α ≥ ϕ(x)},

its (first-order limiting) subdifferential at x̄ ∈ domϕ is defined via (2.3) by

∂ϕ(x̄) :=
{
v ∈ IRn

∣∣ (v,−1) ∈ Nepiϕ

(
x̄, ϕ(x̄)

)}
.(2.4)

Recall also that the function ϕ is proper if domϕ 6= ∅.

Considering further a set-valued mapping/multifunction F : IRn ⇒ IRm with the graph
gphF := {(x, y) ∈ IRn × IRm| y ∈ F (x)}, its graphical derivative at (x̄, ȳ) ∈ gphF is defined by
using the tangent cone (2.1) to the graph as

(2.5) DF (x̄, ȳ)(u) :=
{
v ∈ IRm

∣∣ (u, v) ∈ TgphF (x̄, ȳ)
}
, u ∈ IRn.

The regular coderivative and the limiting coderivative of F at (x̄, ȳ) ∈ gphF are defined via the
normal cones (2.2) and (2.3), respectively, by

(2.6) D̂∗F (x̄, ȳ)(v) :=
{
u ∈ IRn

∣∣ (u,−v) ∈ N̂gphF (x̄, ȳ)
}
, v ∈ IRm,

(2.7) D∗F (x̄, ȳ)(v) :=
{
u ∈ IRn

∣∣ (u,−v) ∈ NgphF (x̄, ȳ)
}
, v ∈ IRm.

When F = f is single-valued, we drop ȳ = f(x̄) from the notation of the graphical derivative
(2.5) and both coderivatives in (2.6) and (2.7).

Note that the limiting normal cone (2.3), together with the subdifferential (2.4) and the
coderivative (2.7) generated by it, enjoys comprehensive calculus rules based on variational and
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extremal principles of variational analysis; see the books [27, 28, 40] and the references therein.
It is not the case for the regular normal cone (2.2) and the tangent cone (2.1) as well as the
generated regular coderivative (2.6) and graphical derivative (2.5) constructions. However, quite
recently it has been realized that the latter derivative construction, being applied to the first-
order subdifferential mappings (2.4), possesses nice calculation formulas in many important
situations; see [4, 12–14, 23, 24, 28–31, 33] among other publications. In this way we enter the
realm of second-order variational analysis and generalized differentiation.

A major class of extended-real-valued functions, which overwhelmingly appears in second-
order variational analysis and optimization, consists of prox-regular and subdifferentially con-
tinuous ones introduced in [35]. Besides convex and C2-smooth functions, this family contains
those which are strongly amenable, lower-C2, of the maximum type, of class C1,1, etc.; see [40]
for more details. Recall that ϕ : IRn → IR is prox-regular at x̄ for v̄ if ϕ is finite at x̄ and locally
lower semicontinuous (l.s.c.) around x̄ with v̄ ∈ ∂ϕ(x̄), and there exist constants ε > 0 and
ρ ≥ 0 such that for all x ∈ Bε(x̄) with ϕ(x) ≤ ϕ(x̄) + ε we have

ϕ(x) ≥ ϕ(u) + 〈v̄, x− u〉 −
ρ

2
‖x− u‖2 whenever (u, v) ∈ (gph ∂ϕ) ∩ Bε(x̄, v̄).(2.8)

The function ϕ is subdifferentially continuous at x̄ for v̄ if the convergence (xk, vk) → (x̄, v̄)
with vk ∈ ∂ϕ(xk) yields ϕ(xk) → ϕ(x̄) as k → ∞. For brevity we say that ϕ is continuously
prox-regular at x̄ for v̄ if it has both prox-regularity and subdifferential continuity properties.
In this case, the condition ϕ(x) ≤ ϕ(x̄) + ε in the definition of prox-regularity can be omitted.

Next we define, following [36], the underlying notion of tilt stability for extended-real-valued
functions. Given ϕ : IRn → IR, a point x̄ ∈ domϕ is said to be a tilt-stable local minimizer of
the function ϕ if for some γ > 0 the argminimum mapping

(2.9) Mγ : v 7→ argmin
{
ϕ(x)− 〈v, x〉

∣∣ x ∈ Bγ(x̄)
}

is single-valued and Lipschitz continuous on a neighborhood of v̄ = 0 with Mγ(v̄) = {x̄}. As
in [29], we say that x̄ is a tilt-stable local minimizer for f with modulus κ > 0 if the mappingMγ

from (2.9) is Lipschitz continuous with constant κ on a neighborhood of v̄ = 0 withMγ(v̄) = {x̄}.
Recall further that a set-valued mapping F : IRn ⇒ IRm admits a single-valued graphical

localization around (x̄, ȳ) ∈ gphF if there exist some neighborhoods U of x̄ and V of ȳ together
with a single-valued mapping f : U → V such that (gphF ) ∩ (U × V ) = gph f . Now we present
a useful characterization of tilt stability taken from [29, Theorem 3.2].

Proposition 2.1 (tilt stability via the second-order growth condition). Let ϕ : IRn → IR
be continuously prox-regular at x̄ for v̄ = 0. The following are equivalent:

(i) The point x̄ is a tilt-stable minimizer of ϕ with modulus κ > 0.
(ii) There are neighborhoods U of x̄ and V of v̄ such that the inverse mapping (∂ϕ)−1 admits

a single-valued localization ϑ : V → U around (v̄, x̄), and that for any pair (v, u) ∈ gphϑ =
(gph (∂ϕ−1)) ∩ (V × U) we have the uniform second-order growth condition

(2.10) ϕ(x) ≥ ϕ(u) + 〈v, x− u〉+
1

2κ
‖x− u‖2 whenever x ∈ U.

Another useful characterization of tilt stability, taken from [4, Theorem 2.1], employs the
graphical derivative (2.5) of the subgradient mapping ∂ϕ, which is a second-order generalized
differential construction of variational analysis.

Proposition 2.2 (tilt stability via the subgradient graphical derivative). Let ϕ : IRn →
IR be continuously prox-regular at x̄ for v̄ = 0. The following are equivalent:

(i) The point x̄ is a tilt-stable local minimizer of ϕ with modulus κ > 0.
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(ii) There exists a constant η > 0 such that for all w ∈ IRn we have

〈u,w〉 ≥
1

κ
‖w‖2 whenever u ∈

(
D∂ϕ

)
(x, v)(w) with (x, v) ∈ (gph ∂ϕ) ∩ Bη(x̄, 0).

Next we consider functions ϕ : IRn → IR of class C1,1 around x̄, which are continuously prox-
regular therein as defined above. The following proposition, taken from [27, Theorem 4.7], is
used in the study of such functions via coderivatives.

Proposition 2.3 (coderivatives of Lipschitzian mappings). Let f : IRn → IRm be Lipschitz
continuous around x̄ ∈ IRn. Then there are positive numbers ρ and η such that

(2.11) ‖w‖ ≤ ρ‖u‖ for all (u,w) ∈ gphD∗f(x) and x ∈ Bη(x̄).

Continuing with single-valued mappings f : IRn → IRm that are locally Lipschitzian around
x̄, define the collection of limiting Jacobian matrices

(2.12) ∇f(x̄) :=
{

lim
k→∞

∇f(xk)
∣∣∣ xk → x̄, xk ∈ Ωf

}
,

where Ωf stands for the set on which f is differentiable. The classical Rademacher theorem tells
us that (2.12) is a nonempty compact in IRm×n. The (Clarke) generalized Jacobian of f at x̄ is
defined as the convex hull of the limiting Jacobian set (2.12) and is denoted by co∇f(x̄). The
following relationship is well known:

(2.13) coD∗f(x̄)(u) =
{
A∗u

∣∣ A ∈ co∇f(x̄)
}

whenever u ∈ IRm.

Now we recall the definition of a remarkable subclass of single-valued locally Lipschitzian
mappings, which plays a very significant role in numerical optimization; see the books [9, 18]
for the history and more discussions. This class can be described as follows. Given a mapping
f : IRn → IRm locally Lipschitzian around x̄, we say that f is semismooth at x̄ if it is directionally
differentiable at x̄ and the estimate

(2.14) f(x)− f(x̄)−A(x− x̄) = o(‖x− x̄‖)

holds when x → x̄ and A ∈ co∇f(x). It is important to observe that estimate (2.14) and the
directional differentiability of f are mutually independent assumptions; see, e.g., [22].

The concept of semismoothness has been recently improved and extended in [14] to set-
valued mappings. Recall from [14] that a set-valued mapping F : IRn ⇒ IRm is semismooth∗ at
(x̄, ȳ) ∈ gphF if whenever (u, v) ∈ IRn × IRm we have

(2.15) 〈u∗, u〉 = 〈v∗, v〉 for all (v∗, u∗) ∈ gphD∗F
(
(x̄, ȳ); (u, v)

)
,

where D∗F ((x̄, ȳ); (u, v)) is the directional coderivative of F at (x̄, ȳ) ∈ gphF in the direction
(u, v) ∈ IRn × IRm defined by

(2.16) D∗F
(
(x̄, ȳ); (u, v)

)
(w) :=

{
q ∈ IRn

∣∣ (q,−w) ∈ NgphF

(
(x̄, ȳ); (u, v)

)}

via the the directional normal cone

NgphF

(
(x̄, ȳ); (u, v)

)
= Lim sup

t↓0
(u′,v′)→(u,v)

N̂gphF

(
(x̄, ȳ) + t(u′, v′)

)

to gphF at (x̄, ȳ) in the direction (u, v). The latter construction was introduced in [15], while
the directional coderivative (2.16) was defined and largely investigated in [11]. As shown in [14],
for single-valued and locally Lipschitzian mapping F = f , the semismooth∗ property reduces to
estimate (2.14), but without the directional differentiability requirement.

The next proposition collects equivalent descriptions of semismoothness∗ for single-valued
and locally Lipschitzian mappings that are utilized below.
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Proposition 2.4 (equivalent descriptions of semismoothness∗). Let f : IRn → IRn be a
locally Lipschitzian mapping around x̄. Then the following are equivalent:

(i) f is semismooth∗ at x̄.
(ii) For any x→ x̄ and any A ∈ co∇f(x), we have estimate (2.14).
(iii) For any x→ x̄ and any wx ∈ Df(x)(x− x̄) we have f(x)− f(x̄)−wx = o(‖x− x̄‖).

If in addition all the matrices A ∈ ∇f(x) are symmetric as x sufficiently close to x̄, then the
above conditions are equivalent to each of the listed below:

(iv) For any x→ x̄ and any wx ∈ D
∗f(x)(x− x̄) we have f(x)− f(x̄)− wx = o(‖x− x̄‖).

(v) For any x→ x̄ and any wx ∈ D̂
∗f(x)(x− x̄) we have f(x)− f(x̄)− wx = o(‖x− x̄‖).

Proof. The equivalence between (i) and (ii) is established in [14, Proposition 3.7]. Since
Df(x)(x− x̄) ⊂ (co∇f(x̄))(x− x̄), we get (ii) =⇒ (iii). To justify (iii) =⇒ (ii), recall from [42,
Lemma 2.1] that (ii) is equivalent to the estimate

(2.17) f(x)− f(x̄)−∇f(x)(x− x̄) = o(‖x− x̄‖) for all x→ x̄ with x ∈ Ωf .

Suppose now that (iii) holds and pick x ∈ Ωf . Since Df(x)(x− x̄) = ∇f(x)(x− x̄), we get that
(iii) implies (2.17), and thus (ii) is satisfied.

Observe further that the additional symmetry assumption ensures that each A ∈ co∇f(x) is
symmetric for x near x̄, and thus (ii) =⇒ (iv) follows from (2.13). Implication (iv) =⇒ (v) is a
direct consequence of the inclusion D̂∗f(x)(x−x̄) ⊂ D∗f(x)(x−x̄). To verify finally (iv) =⇒ (ii),
note that the symmetry of ∇f(x) for x ∈ Ωf near x̄ tells us that D̂∗f(x)(x− x̄) = ∇f(x)(x− x̄)
for such x and hence (iv) yields (2.17). Thus we deduce (ii) from [42, Lemma 2.1].

It is worth mentioning that the symmetry assumption on ∇f(x) in Proposition 2.4 holds
for important cases of mappings used in optimization. In particular, we have it for f = ∇ϕ,
where ϕ is a function of class C1,1 near x̄. Indeed, it follows from [40, Theorem 13.52] that

∇
2
ϕ(x) := ∇(∇ϕ)(x) is a compact set of symmetric matrices for such x. Furthermore, all the

equivalences of Proposition 2.4 hold when f := Prϕ is the proximal mapping of a prox-regular
function ϕ with small r > 0; see (6.2). This follows from [40, Corollary 13.53], which tells us
that all the matrices in ∇(Prϕ)(x) are symmetric in this case.

For subsequent applications in this paper, we need to present some other notions and results
of variational analysis. Recall that a mapping f : IRn → IRm is semidifferentiable at x̄ if there is
a continuous and positively homogeneous operator H : IRn → IRm such that

f(x) = f(x̄) +H(x− x̄) + o(‖x− x̄‖) for all x near x̄.

It follows from [40, Exercise 9.25] that the semidifferentiability of f implies that its graphical
derivative Df(x̄) is single-valued. By [40, Proposition 9.50(b)] we have that semidifferentiability
of locally Lipschitzian mappings is equivalent to their proto-differentiability, which means—
in the general set-valued setting—that the graph of the mapping is derivable at the point in
question. In the second-order framework of continuously prox-regular functions ϕ : IRn → IR of
our main interest here, the fundamental result of [40, Theorem 13.40] tells us that the proto-
differentiability of the subgradient mappings ∂ϕ is equivalent to the twice epi-differentiability of
the function ϕ. Recall to this end that the second subderivative of ϕ at x̄ ∈ domϕ for v̄ ∈ IRn

is the function d2ϕ(x̄, v̄) : IRn → [−∞,∞] defined for all w ∈ IRn by

d2ϕ(x̄, v̄)(w) := lim inf
t↓0,w′→w

∆2
tϕ(x̄, v̄)(w

′) with ∆2
tϕ(x̄, v̄)(w) :=

ϕ(x̄+ tw′)− ϕ(x̄)− t〈v̄, w′〉
1
2t

2
.
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According to [40, Definition 7.23 and Proposition 7.2], the twice epi-differentiability of ϕ at x̄
for v̄ means that for every w ∈ IRn and every sequence tk ↓ 0 there exists a sequence wk → w
such that ∆2

tk
ϕ(x̄, v̄)(wk)→ d2ϕ(x̄, v̄)(w) as k →∞.

To conclude this section, we show how to use the aforementioned results to derive a novel
semismooth∗ inverse mapping theorem related to tilt-stable minimizers. As has been well rec-
ognized in optimization theory, inverse and implicit mapping theorems play a fundamental role
in the justification of numerical algorithms; in particular, of the Newton type. Their proofs are
usually involved while often using degree theory; see, e.g., [9] and the references therein. The
proof of the following new result seems to be significantly easy even in standard settings.

Proposition 2.5 (semismooth∗ inverse mapping theorem under prox-regularity and
tilt stability). Let ϕ : IRn → IR be continuously prox-regular at x̄ for v̄ = 0, where x̄ is a
tilt-stable local minimizer of ϕ with some modulus κ > 0. Then there are neighborhoods U of x̄
and V of v̄ such that the mapping v 7→ (∂ϕ)−1(v) ∩ U is single-valued and Lipschitz continuous
on V . Furthermore, we have the equivalent assertions:

(i) The mapping ∂ϕ is semismooth∗ at (x̄, v̄), and ϕ twice epi-differentiable at x̄ for v̄.
(ii) The mapping v 7→ (∂ϕ)−1(v) ∩ U is semismooth at v̄.

Proof. The existence of neighborhoods U of x̄ and V of v̄ for which the mapping v 7→ (∂ϕ)−1(v)∩
U is single-valued and Lipschitz continuous on V was established in [36, Theorem 1.3]. Denote
g(v) := (∂ϕ)−1(v) ∩ U on V and observe that the mapping ∂ϕ is semismooth∗ at (x̄, v̄) if and
only if g is semismooth∗ at v̄. It follows from the continuous prox-regularity of ϕ at x̄ for v̄
due to the aforementioned result of [40, Theorem 13.40] that the twice epi-differentiability of
ϕ at x̄ for v̄ amounts to the proto-differentiability of ∂ϕ therein. This is equivalent to the
proto-differentiability of g at v̄ for x̄ and also, due to the local Lipschitz continuity of g, to
the semidifferentiability of g at v̄. Furthermore, the result of [6, Proposition 2D.1] tells us that
the latter property reduces in this setting to the classical directional differentiability of g at v̄.
Employing finally Proposition 2.4 verifies the claimed equivalence between assertions (i) and (ii)
of the theorem, where the semismooth and semismooth∗ properties of g are the same due to the
established directional differentiability of g at v̄ in this case.

3 Basic Estimates for Newton Iterations

In this section we derive some technical estimates, which play a crucial role in the subsequent
justification of both coderivative-based and graphical derivative-based generalized Newton al-
gorithms. It is important to emphasize that our results provide not only qualitative but also
quantitative estimates involving moduli of tilt stability.

We start with the coderivative estimates for tilt-stable local minimizers of C1,1 functions.

Theorem 3.1 (estimates of Newton iterations via coderivatives). Let ϕ : IRn → IR be a
C1,1 function on a neighborhood of x̄, and let x̄ be a tilt-stable local minimizer for ϕ with modulus
κ > 0. Then there exists δ > 0 such that for any (x, v) ∈ (gph∇ϕ) ∩ Bδ(x̄, v̄) with v̄ = 0 and
any q ∈ (D∗∇ϕ)−1(v, x)(v − v̄) we find yx ∈ (D∗∇ϕ)(x)(x − x̄) satisfying

(3.1) ‖x− x̄− q‖ ≤ κ ‖∇ϕ(x) −∇ϕ(x̄)− yx‖.

Proof. Let us first derive a similar estimate for vectors q belonging to the regular coderivative
(2.6) of ∇ϕ−1. Namely, take any q ∈ (D̂∗∇ϕ)−1(v, x)(v − v̄) in the setting of the theorem and
show that there exists ỹx ∈ (D∗∇ϕ)(x)(x− x̄) such that

(3.2) ‖x− x̄− q‖ ≤ κ ‖w −∇ϕ(x̄)− ỹx‖.
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To verify (3.2), recall the uniform second-order growth characterization (2.10) of the tilt-stable
local minimizer x̄ obtained in Proposition 2.1. It gives us neighborhoods U of x̄ and V of v̄ with

(3.3) 〈x− x′, v − v′〉 ≥ κ−1‖x− x′‖2 whenever (x, v), (x′, v′) ∈ (gph∇ϕ) ∩ (U × V ).

Suppose with no harm that ∇ϕ is Lipschitz continuous on U with constant ℓ > 0 and that
U ⊂ Bη(x̄), where η is taken from estimate (2.11) in Proposition 2.3 with f := ∇ϕ. Let
δ > 0 be so small that Bδ(x̄, v̄) ⊂ U × V and then pick (x, v) ∈ (gph∇ϕ) ∩ Bδ(x̄, v̄) and
q ∈ (D̂∗∇ϕ)−1(v, x)(w − v̄) with w ∈ IRn. We get v̄ − w ∈ (D̂∗∇ϕ)(x)(−q), which tells us by
(2.6) that (v̄ − w, q) ∈ N̂gph∇ϕ(x, v). Using (2.2) implies that for any ε > 0 there is r > 0 with

(3.4) 〈v̄ −w, u − x〉+ 〈q, p − v〉 ≤ ε
(
‖u− x‖+ ‖p− v‖

)
when (u, p) ∈ (gph∇ϕ) ∩ Br(x, v).

Suppose further without loss of generality that Br(x, v) ⊂ U × V . Define ut := x+ t(q − x+ x̄)
and pt := ∇ϕ(ut) for t > 0 and then observe that (ut, pt) ∈ gph∇ϕ and that (ut, pt)→ (x, v) as
t ↓ 0. This allows us to obtain the inclusions

(ut, pt) ∈ (gph∇ϕ) ∩ Br(x, v) ⊂ (gph∇ϕ) ∩ (U × V ) for all t > 0.

Employing now (3.3) brings us to the conditions

〈ut − x, pt − v〉 ≥ κ
−1‖ut − x‖

2 = κ−1t2‖q − x+ x̄‖2,

which together with q = t−1(ut − x) + x− x̄ provide the estimate

(3.5)
〈q, pt − v〉 = t−1〈ut − x, pt − v〉+ 〈x− x̄, pt − v〉

≥ κ−1t‖q − x+ x̄‖2 + 〈x− x̄, pt − v〉.

Plugging (ut, pt) into (3.4) and appealing to (3.5) lead us to

κ−1t‖q − x+ x̄‖2 ≤ 〈q, pt − v〉+ 〈x− x̄, v − pt〉

≤ ε
(
t‖q − x+ x̄‖+ ‖∇ϕ(ut)−∇ϕ(x)‖

)

+〈w − v̄, x+ t(qv − x+ x̄)− x〉+ 〈x− x̄, v − pt〉

≤ tε
(
‖q − x+ x̄‖+ ℓ‖q − x+ x̄‖

)

−t〈w − v̄, x− x̄− q〉+ 〈x− x̄,∇ϕ(x) −∇ϕ(ut)〉,(3.6)

where ℓ is a Lipschitz constant of ∇ϕ on U . It follows from [ut, x] ⊂ U that the function
z 7→ 〈x − x̄,∇ϕ〉(z) is Lipschitz continuous on an open set containing [ut, x]. Applying now
the mean value inequality from [28, Corollary 4.14(ii)] to the latter function and using the
coderivative scalarization formula from [28, Theorem 1.32] give us vectors ct ∈ [ut, x) and yt ∈
∂〈x− x̄,∇ϕ〉(ct) = (D∗∇ϕ)(ct)(x− x̄) that satisfy the conditions

〈x− x̄,∇ϕ(x)−∇ϕ(ut)〉 ≤ 〈yt, x− ut〉 = t〈yt, x− x̄− q〉.

Using them together with (3.6), we arrive at the estimate

(3.7) ‖q − x+ x̄‖2 ≤ κε(1 + ℓ)‖q − x+ x̄‖+ κ〈yt − w + v̄, x− x̄− q〉.

Since yt ∈ (D∗∇ϕ)(ct)(x − x̄) with ct ∈ U , it follows from the above choice of U ⊂ Bη(x̄) and
Proposition 2.3 that there exists a positive number ρ such that ‖yt‖ ≤ ρ ‖x − x̄‖. This allows
us to claim without loss of generality the existence of ỹx ∈ IRn such that yt → ỹx as t ↓ 0.
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Observing that ct → x as t ↓ 0, we get ỹx ∈ (D∗∇ϕ)(x)(x− x̄). Furthermore, the passage to the
limit in (3.7) as t ↓ 0 gives us the estimate

‖q − x+ x̄‖2 ≤ κε(1 + ℓ)‖q − x+ x̄‖+ κ〈ỹx −w + v̄, x− x̄− q〉.

Finally, letting ε ↓ 0 brings us to

‖x− x̄− q‖2 ≤ κ〈ỹx − w + v̄, x− x̄− q〉 ≤ κ‖w − v̄ − ỹx‖ · ‖x− x̄− q‖

= κ‖w −∇f(x̄)− ỹx‖ · ‖x− x̄− q‖,

which proves (3.2) for the vector q ∈ (D̂∗∇ϕ)−1(v, x)(v − v̄) from the regular coderivative.

Our next step is to verify estimate (3.1) for any selected vector q ∈ (D∗∇ϕ)−1(v, x)(v − v̄)
from the limiting coderivative (2.7). To proceed, take the number δ > 0 for which we derived
(3.2) and then pick any (x, v) ∈ (gph∇ϕ) ∩ Bδ/2(x̄, v̄) and q ∈ (D∗∇ϕ)−1(v, x)(v − v̄). This
implies by the coderivative and normal cone definitions the existence of sequences (vk, xk) →
(v, x) and (wk, qk) → (v − v̄, q) as k → ∞ with qk ∈ (D̂∗∇ϕ)−1(vk, xk)(wk). Remember that
v̄ = 0 and thus qk ∈ (D̂∗∇ϕ)−1(vk, xk)(wk− v̄). Employing (3.2) tells us that for all k sufficiently
large there exists yk ∈ (D∗∇ϕ)(xk)(xk − x̄) such that the estimate

(3.8) ‖xk − x̄− qk‖ ≤ κ ‖wk −∇ϕ(x̄)− yk‖

holds. By Proposition 2.3 and the fact that xk → x, we can assume with no harm that the
sequence {yk} is bounded, and hence there exists its subsequence that converges to some yx ∈
IRn. Passing finally to the limit in (3.8) as k →∞ verifies (3.1) and thus completes the proof.

Next we intend to derive certain counterparts of Theorem 3.1 with employing the graphical
derivative. Due the absence (to the best of our knowledge) an appropriate mean value theo-
rem for the graphical derivative, we need to either impose an additional semidifferentiability
assumption, or to use the extended Hessian set

(3.9) co∇
2
ϕ(x) := co∇(∇ϕ)(x), x ∈ IRn.

Theorem 3.2 (Newton estimates involving graphical derivatives). Let ϕ : IRn → IR be
a C1,1 function on a neighborhood of x̄, which is a tilt-stable local minimizer for ϕ with modulus
κ > 0, and let v̄ = 0. Then the following assertions hold:

(i) There exists δ > 0 such that for any (x, v) ∈ (gph∇ϕ)∩Bδ(x̄, v̄) and q ∈ (D∇ϕ)−1(v, x)(v−

v̄) we find a matrix A ∈ co∇
2
ϕ(x) for which the estimate

(3.10) ‖x− x̄− q‖ ≤ κ ‖∇ϕ(x) −∇ϕ(x̄)−A(x− x̄)‖

is satisfied. Similarly, there exists δ > 0 such that for any (x, v) ∈ (gph∇ϕ) ∩ Bδ(x̄, v̄) and

q ∈ (D∇ϕ)−1(v, x)(v̄ − v) we find a matrix A ∈ co∇
2
ϕ(x) ensuring the estimate

(3.11) ‖x− x̄+ q‖ ≤ κ ‖∇ϕ(x) −∇ϕ(x̄)−A(x− x̄)‖.

(ii) If in addition the gradient mapping x 7→ ∇ϕ(x) is semidifferentiable on a neighborhood
of x̄, then there exists δ > 0 such that for any (x, v) ∈ (gph∇ϕ) ∩ Bδ(x̄, v̄) and any q ∈
(D∇ϕ−1)(v, x)(v − v̄) we have the estimate

(3.12) ‖x− x̄− q‖ ≤ κ ‖∇ϕ(x) −∇ϕ(x̄)− (D∇ϕ)(x)(x − x̄)‖.
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Proof. Let us begin with verifying (ii). The assumed tilt stability of x̄ gives us neighborhoods
U of x̄ and V of v̄ for which (3.3) holds. We also suppose that U is the neighborhood on which
the mapping x 7→ ∇ϕ(x) is semidifferentiable. Take δ > 0 such that Bδ(x̄, v̄) ⊂ U × V and
then pick (x, v) ∈ (gph∇ϕ) ∩ Bδ(x̄, v̄) and q ∈ (D∇ϕ)−1(v, x)(v − v̄). The latter implies that
v − v̄ ∈ (D∇ϕ)(x)(q), and so (q, v − v̄) ∈ Tgph∇ϕ(x, v) by (2.5). It follows from the tangent
cone definition (2.1) that there exist sequences tk ↓ 0 and (qk, wk) → (q, v − v̄) as k → ∞ with
(x+ tkqk, v + tkwk) ∈ gph∇ϕ, k ∈ IN. Denoting uk := x+ tk(x− x̄) and zk := ∇ϕ(uk), we get
get for all large k that (uk, zk) ∈ (gph∇ϕ) ∩ (U × V ). Then (3.3) tells us that

〈uk − (x+ tkqk), zk − (v + tkwk)〉 ≥ κ
−1‖uk − (x+ tkqk)‖

2

when the index k is sufficiently large. This ensures the estimate

(3.13) tk‖x− x̄− qk‖
2 ≤ κ

〈
x− x̄− qk,∇ϕ(uk)−∇ϕ(x)− tkwk

〉
.

Using the semidifferentiability of ∇ϕ at any x ∈ U , we deduce from [40, Exercise 9.25] that the
mapping (D∇ϕ)(x) is single-valued with

∇ϕ
(
x+ tk(x− x̄)

)
= ∇ϕ(uk) = ∇ϕ(x) + tk(D∇ϕ)(x)(x − x̄) + o(tk)

for all large k. Combining it with (3.13) yields the inequality

‖x− x̄− qk‖
2 ≤ κ‖x− x̄− qk‖ ·

∥∥∥(D∇ϕ)(x)(x − x̄) + o(tk)

tk
− wk

∥∥∥.

Passing there to the limit as k →∞ gives us (3.12) and completes the proof of (ii).

Next we justify assertion (i) while focusing on estimate (3.10) with q ∈ (D∇ϕ−1)(v, x)(v− v̄).
To verify first the one in (3.13), employ the mean value theorem from [9, Proposition 7.1.16]
together with the classical Carathéodory theorem and find in this way yki ∈ (uk, x) and α

k
i ≥ 0

as i = 1, . . . , n2 + 1 with
∑n2+1

i=1 αki = 1 so that

∇ϕ(uk)−∇ϕ(x) = tk

n2+1∑

i=1

αkiA
k
i (x− x̄) with Aki ∈ co

(
∇

2
ϕ(yki )

)
.

Letting k → ∞ tells us that yki → x for any i = 1, . . . , n2 + 1. Since x̄ is a tilt-stable local
minimizer of ϕ, it follows from [36, Theorem 2.1] that

〈w, u〉 > 0 for all w ∈ (D∗∇ϕ)(x̄)(u), u 6= 0.

By (2.13) the latter amounts to saying that

(3.14) 〈Au, u〉 > 0 whenever 0 6= u ∈ IRn, A ∈ co∇
2
ϕ(x̄).

This implies that all the matrices from the Hessian set co∇
2
ϕ(x̄) are nonsingular. Employing [9,

Lemma 7.5.2], suppose without loss of generality that the sequence {Ak} is bounded. Passing

to a subsequence if necessary tells us that αki → αi for some αi ≥ 0 with
∑n2+1

i=1 αi = 1
and that Aki → Ai for some n × n matrix Ai as k → ∞ whenever i = 1, . . . , n2 + 1. Then [9,

Proposition 7.1.4] yields the existence of Ai ∈ co (∇
2
ϕ(x)). Define A :=

∑n2+1
i=1 αiAi and observe

that A ∈ co (∇
2
ϕ(x)). Combining it with (3.13) and passing to the limit as k →∞ bring us to

‖x− x̄− q‖2 ≤ κ〈x− x̄− q,A(x− x̄)− v + v̄〉 ≤ κ‖x− x̄− q‖ · ‖v − v̄ −A(x− x̄)‖,

which justifies the claimed estimate (3.10). Finally, estimate (3.11) can be justified similarly by
choosing uk in the proof of (3.10) as uk := x− tk(x− x̄) and then proceeding as above.
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4 Coderivative-Based Newton Algorithm for C1,1 Functions

This section is devoted to the design and justification of a new coderivative-based generalized
Newton algorithm for title-stable minimizers of C1,1 functions. Given such a function ϕ : IRn →
IR around its tilt-stable local minimizer x̄ in the unconstrained problem (1.1), define the set-
values mapping Υ∗ : IRn ⇒ IRn by

(4.1) Υ∗(x) :=
(
D∗∇ϕ

)−1(
∇ϕ(x), x

)(
∇ϕ(x)

)
=

{
y ∈ IRn

∣∣−∇ϕ(x) ∈ (D∗∇ϕ)(x)(−y)
}
.

Note that the coderivative in (4.1) admits the aforementioned subdifferential scalarization

(4.2) D∗∇ϕ(x)(−y) = ∂〈−y,∇ϕ〉(x) for x near x̄,

while the convex hull of the set on the right-hand side agrees with Clarke’s generalized gradient;
see [28, 40]. Representation (4.2) significantly simplifies the computation in (4.1). When ϕ is
C2-smooth around x̄, the set Υ∗(x) in (4.1) reduces to ∇2ϕ(x)−1∇ϕ(x) for all x near x̄ while
resembling the directions in the classical Newton method.

Using (4.1), we now propose the following Newton-type algorithm for C1,1 functions.

Algorithm 4.1 (generalized Newton method for C1,1 functions via coderivatives). Pick
x0 ∈ IRn and set k := 0.
Step 1: If ∇ϕ(xk) = 0, then stop.
Step 2: Otherwise, select a direction dk ∈ Υ∗(xk) and set xk+1 := xk − dk.
Step 3: Let k ← k + 1 and then go to Step 1.

To proceed with the study of Algorithm 4.1, first we should clarify the solvability issue. It is
done in the next proposition for the case of tilt-stable minimizers of our main interest.

Proposition 4.2 (solvability of subproblems the coderivative-based Newton algo-
rithm). Let ϕ : IRn → IR be a C1,1 function on a neighborhood of x̄, which is a tilt-stable local
minimizer for f with some modulus κ > 0. Then there exists a neighborhood O of x̄ such that
the set-valued mapping Υ∗(x) from (4.1) is nonempty and compact-valued for all x in O.

Proof. Since x̄ is a tilt-stable minimizer of ϕ, we conclude from [36, Theorem 1.3] that there
are neighborhoods U of x̄ and V of v̄ = 0 such that the mapping v 7→ (∇ϕ)−1(v)∩U is Lipschitz
continuous on V . By the Lipschitz continuity of ∇ϕ around x̄ we find numbers δ1, δ2 > 0 with

Bδ1(x̄)× Bδ2(v̄) ⊂ U × V and ∇ϕ(x) ∈ Bδ2(v̄) for all x ∈ Bδ1(x̄).

Pick further x ∈ Bδ1(x̄) and denote v := ∇ϕ(x), which implies that (x, v) ∈ U ×V . Considering
the mapping g(v) := (∇ϕ)−1(v) ∩ U on V , observe that it is locally Lipschitzian around v. It
follows from the above constructions and the scalarization formula that

(D∗∇ϕ)−1(v, x)(u) = D∗g(v)(u) = ∂〈u, g〉(v) for any u ∈ IRn.

and so the set Υ∗(x) is nonempty and compact for all x near x̄ due to, e.g., [28, Theorem 1.22].

Note that the mapping Υ∗ is neither a Newton approximation in the sense of [9], nor a
Newton map in the sense of [20]. The latter map is in fact a collection of linear mappings.

We are now in a position to establish superlinear convergence of the Newton method from
Algorithm 4.1. Recall that a sequence {xk} converging to x̄ converges Q-superlinearly if ‖xk+1−
x̄‖ = o(‖xk − x̄‖) as k → ∞. In what follows we drop the letter Q and simply speak about
superlinear convergence of a sequence.
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Theorem 4.3 (superlinear convergence of the coderivative-based Newton algorithm
for C1,1 functions). Let ϕ : IRn → IR be a C1,1 function on a neighborhood of its tilt-stable
local minimizer x̄ with modulus κ > 0, and let the gradient mapping ∇ϕ be semismooth∗ at x̄.
Then there is δ > 0 such that for any starting point x0 ∈ Bδ(x̄) we get that every sequence {xk}
constructed by Algorithm 4.1 converges to x̄ and the rate of convergence is superlinear.

Proof. Since ϕ is a C1,1 function on a neighborhood of x̄, it follows from [40, Theorem 13.52]

that all the matrices in ∇
2
ϕ(x) are symmetric for any x close to x̄. The imposed semismooth∗

assumption on ∇ϕ at x̄ gives us by Proposition 2.4(iv) a positive number δ′ such that

(4.3) ‖∇ϕ(x)−∇ϕ(x̄)− yx‖ <
1

2κ
‖x− x̄‖ for all x ∈ Bδ′(x̄) and yx ∈ (D∗∇ϕ)(x)(x − x̄).

Take further δ > 0 from Theorem 3.1 for which estimate (3.1) holds. Proposition 4.2 ensures the
existence of a neighborhood O of x̄ on which Υ∗(x) 6= ∅. Since∇ϕ is Lipschitz continuous around
x̄, we find positive numbers δ1 < δ′ and δ2 such that Bδ1(x̄) × Bδ2(v̄) ⊂ Bδ(x̄, v̄), Bδ1(x̄) ⊂ O,
and ∇ϕ(x) ∈ Bδ2(v̄) for all x ∈ Bδ1(x̄).

Pick now xk ∈ Bδ1(x̄) for k sufficiently large and suppose without loss of generality that
it holds for all k ∈ IN. Then we get that Υ∗(xk) 6= ∅. According to Algorithm 4.1, select a
direction dk ∈ Υ∗(xk) and set xk+1 := xk − dk. Denoting vk := ∇ϕ(xk) ensures that (xk, vk) ∈
(gph∇ϕ)∩Bδ(x̄, v̄). Since v̄ = 0, we have dk ∈ (D∗∇ϕ)−1(vk, xk)(vk − v̄) and then deduce from
Theorem 3.1 that there exists a vector yk ∈ (D∗∇ϕ)(xk)(xk − x̄) providing the estimate

(4.4) ‖xk − x̄− dk‖ ≤ κ ‖∇ϕ(xk)−∇ϕ(x̄)− yk‖.

Combining the latter with xk ∈ Bδ1(x̄) ⊂ Bδ′(x̄) and (4.3), we obtain that

‖xk+1 − x̄‖ <
1
2‖xk − x̄‖,

which yields xk+1 ∈ Bδ1(x̄). This tells us that every sequence {xk} with the starting point
x0 ∈ Bδ1(x̄) generated by Algorithm 4.1 is contained in Bδ1(x̄) and converges to x̄ as k → ∞.
Employing this, Proposition 2.4(iv), and estimate (4.4) ensures that

‖xk+1 − x̄‖ = o(‖xk − x̄‖)

for all large k, and hence it shows that the rate of convergence of xk → x̄ is superlinear.

Remark 4.4 (comparison with the semismooth Newton method). To compare Algo-
rithm 4.1 with the celebrated semismooth method to solve problems (1.1) of unconstrained
optimization with C1,1 objectives, consider the mapping Υ: IRn ⇒ IRn defined by

ΥC(x) :=
{
d ∈ IRn

∣∣ ∇ϕ(x) = Ad with some A ∈ co∇
2
ϕ(x)

}
,

where the set co∇
2
ϕ(x) is taken from (3.9). Then the semismooth Newton algorithm for (1.1),

induced by the usage of Clarke’s generalized Jacobian to solve semismooth equations, is formu-
lated similarly to Algorithm 4.1 with the replacement of Υ∗(x) therein by ΥC(x); see, e.g., [18, Al-
gorithm 2.56] and [9, Algorithm 7.5.1] for more details. As an advantage of Algorithm 4.1 over
the semismooth method, we mention a better coderivative calculus and the subdifferential rep-
resentation (4.2), which is is not available for Clarke’s constructions. Note also that for C1,1

functions we get from Proposition 2.4(ii) that the semismooth∗ property and estimate (2.14)
in the standard semismooth property are equivalent. Furthermore, the best known superlin-
ear convergence result presented, e.g., in [18, Theorem 2.57] establishes superlinear convergence
of the semismooth Newton method under the second-order condition (3.14). As follows from
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(2.13), the latter condition is equivalent to tilt stability of the local minimizer x̄ utilized in
Theorem 4.1. The only difference between these two algorithms is the set of eligible directions
at each iteration. Indeed, (2.13) tells us that the inclusion Υ∗(x) ⊂ ΥC(x) holds for all x ∈ IRn.

Observe that it is possible to replace the second-order condition (3.14) by

〈Hu, u〉 > 0 whenever 0 6= u ∈ IRn, H ∈ ∇
2
ϕ(x̄).

This condition is clearly equivalent to (3.14). Defining the mapping Υ: IRn ⇒ IRn by

(4.5) Υ(x) :=
{
d ∈ IRn

∣∣ ∇ϕ(x) = Hd for some H ∈ ∇
2
ϕ(x)

}
, x ∈ IRn,

we can get a Newton method for the optimization problem (1.1) by replacing Υ∗ in Algorithm 4.1
by Υ. This was championed by Qi in [37] for equations. The main disadvantage of latter

method is the difficulty of calculating of ∇
2
ϕ. Since for any x ∈ IRn the inclusion ∇

2
ϕ(x)(d) ⊂

(D∗∇ϕ)(x)(d) always holds, we readily arrive at the inclusion Υ(x) ⊂ Υ∗(x).

Next we present an example showing that the semismooth∗ assumption in Theorem 4.3 is
essential for the convergence of Algorithm 4.1 under the fulfillment of all the other assumptions
of the theorem. This example is based on [19, Example 2.4] for the case of equations.

Example 4.5 (failure of convergence of Newton iterations in the absence of semismooth∗

property). Define the Lipschitz continuous function ψ : IR→ IR by

ψ(x) :=

{
x2 sin 1

x + 2x if x 6= 0,
0 if x = 0.

It it shown in [19] for the semismooth Newton method that estimate (2.14) fails for the function
ψ at x̄ = 0, and that the semismooth Newton iterations for solving the equation ψ(x) = 0
starting with x0 =

1
2απ , for any fixed number α > 0, do not converge to x̄. Proposition 2.4 tells

us that the semismooth∗ property of ψ at x̄ fails as well. Consider now the function

ϕ(x) :=

∫ x

0
ψ(t)dt, x ∈ IR,

for which ∇ϕ(x) = ψ(x) on IR. It is easy to check that

co∇
2
ϕ(x̄) = co∇ψ(x̄) = [1, 3] with ∇ϕ(x̄) = ψ(x̄) = 0,

and that condition (3.14) is satisfied. This tells us that x̄ is a tilt-stable local minimizer of
ϕ. Since ψ is continuously differentiable at every point but the origin, all the generalized
derivatives for ψ at x 6= 0 reduce to the classical one. Combining all of this with the result
of [19, Example 2.4] shows that the iterations of Algorithm 4.1 starting with x0 = 1

2απ do not
converge to the tilt-stable local minimizer in question.

5 C1,1-Newton Algorithm Based on Graphical Derivatives

In this section we develop another Newton-type algorithm for tilt-stable local minimizers of
C1,1 functions in (1.1). The difference between Algorithm 4.1 and the new one is that now
we are based on graphical derivatives (2.5) of gradient mappings instead of coderivatives as in
Section 4. As shown in this section, assuming further that the objective function ϕ is twice
epi-differentiable allows us to design a new algorithm with subproblems whose optimal solutions
can be used to update the proposed algorithm.

Let ϕ : IRn → IR be a C1,1 function around a point x̄. For all x near x̄ define the sets

(5.1) Υ(x) :=
(
D∇ϕ

)−1(
∇ϕ(x), x

)(
−∇ϕ(x)

)
=

{
y ∈ IRn

∣∣ −∇ϕ(x) ∈
(
D∇ϕ

)
(x)(y)

}
.

Using these sets, we formulate now the following Newton-type algorithm.
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Algorithm 5.1 (generalized Newton method for C1,1 functions via graphical deriva-
tives). Pick x0 ∈ IRn and set k := 0.
Step 1: If ∇ϕ(xk) = 0, then stop.
Step 2: Otherwise, select a direction dk ∈ Υ(xk) and set xk+1 := xk + dk.
Step 3: Let k ← k + 1 and then go to Step 1.

To proceed further, first we have to address the solvability of subproblems in Algorithm 5.1,
which is resolved in the next proposition provided that the function ϕ is of class C1,1 in a
neighborhood of its tilt-stable local minimizer.

Proposition 5.2 (solvability of subproblems in the graphical derivative-based Newton
algorithm). Let ϕ : IRn → IR be a C1,1 function around its tilt-stable local minimizer x̄. Then
there exists a neighborhood O of x̄ such that the set Υ(x) from (5.1) is nonempty and compact
for all points x ∈ O.

Proof. It follows the lines in the proof of Proposition 4.2 with the observation that

(D∇ϕ)−1(v, x)(u) = Dg(v)(u) for all u ∈ IRn

in the notation of that proposition. Since the mapping g therein is locally Lipschitzian, we derive
from [40, Proposition 9.24(a)] that its graphical derivative is nonempty-valued, closed-graph, and
locally bounded. This yields the claimed properties of the sets Υ(x).

One of the most important features of the graphical derivative-based Algorithm 5.1, which
distinguishes it from Algorithm 4.1, is the possibility to supply the new algorithm with an
appropriate subproblem that resembles the one for the classical Newton method. To proceed, fix
x ∈ IRn and consider the following optimization problem:

(5.2) minimize ϕ(x) + 〈v,w〉 + 1
2d

2ϕ(x, v)(w) subject to w ∈ IRn,

where v = ∇ϕ(x) and where d2ϕ(x, v) stands for the second subderivative of ϕ at x for v defined
in Section 2. If w := d is a stationary point of problem (5.2), then −v ∈ ∂

(
1
2d

2ϕ(x, v)
)
(d).

Assuming further that ϕ is twice epi-differentiable at x for v and employing [40, Theorem 13.40]
tell us that v ∈ (D∇ϕ)(x)(d), and thus we get

d ∈ (D∇ϕ)−1(v, x)(−v) = Υ(x).

This indicates that a direction d ∈ IRn in Step 2 of Algorithm 5.1 can be calculated by solving the
optimization problem (5.2). In the case where ϕ is a C2-smooth function, we have d2ϕ(x, v)(w) =
〈∇2ϕ(x)w,w〉, which shows that subproblem (5.2) reduces to the one in the classical Newton
method for solving unconstrained optimization problems with C2-smooth objectives. Note that
every directions from Algorithm 5.1 must be a stationary point of subproblem (5.2) under the
twice epi-differentiability of ϕ, since in this case we always have by [40, Theorem 13.40] that

(
D∇ϕ

)
(x)(w) = ∂

(1
2
d2ϕ(x, v)

)
(w), v = ∇ϕ(x).

Furthermore, under the assumptions of Theorem 5.3 below, the objective function of subproblem
(5.2) is strongly convex for all x sufficiently close to x̄ as proven in the proof of Theorem 5.3
and so the subproblem admits a unique optimal solution. Since any direction of Algorithm 5.1
is a stationary point of subproblem (5.2), and since the objective function of it is convex, every
direction is an optimal solution to (5.2), and thus it is unique.

The next theorem tells us precisely that subproblem (5.2) admits a unique optimal solution
for all x sufficiently close to the tilt-stable local minimizer of the function ϕ in question. Our
proof below exploits a certain local monotonicity property closely related to tilt stability.
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Recall that a mapping T : IRn ⇒ IRm is locally strongly monotone with modulus τ > 0 around
(x̄, ȳ) ∈ gphT if there exist neighborhoods U of x̄ and V of ȳ such that

〈x− u, v − w〉 ≥ τ‖x− u‖2 for all (x, v), (u,w) ∈ (gphT ) ∩ (U × V ).

Now we are ready to establish the aforementioned existence and uniqueness theorem for (5.2)
near x̄ and thus justify the possibility to find tilt-stable local minimizers of the original problem
(1.1) by solving the much easier subproblem (5.2) at each step of iterations.

Theorem 5.3 (unique solutions of subproblems). Let ϕ : IRn → IR be a C1,1 function on a
neighborhood of x̄, where x̄ is a tilt-stable local minimizer of ϕ with modulus κ > 0, and let δ > 0
be such that for every (x, v) ∈ (gph∇ϕ)∩ Bδ(x̄, 0) the function ϕ is twice epi-differentiable at x
for v = ∇ϕ(x). Then for any x close to x̄ subproblem (5.2) admits a unique optimal solution.

Proof. Observe that the second-order growth characterization of tilt stability from Proposi-
tion 2.1 implies by (3.3) that the gradient mapping ∇ϕ is is locally strongly monotone with
modulus κ−1 around (x̄, v̄) with v̄ = 0. Shrinking the neighborhoods U and V if necessary,
suppose that ϕ is twice epi-differentiable at x for v whenever (x, v) ∈ (gph∇ϕ)∩ (U ×V ). Then
employing [35, Corollary 6.3] tells us that for any such a pair (x, v) the second subderivative
1
2d

2ϕ(x, v) is strongly convex with modulus 1
2κ

−1. Since functions ϕ of class C1,1 are continuously
prox-regular at x̄ for v̄ = 0, we find ε > 0 and ρ ≥ 0 such that

(5.3) ϕ(u) ≥ ϕ(x) + 〈v, u− x〉 −
ρ

2
‖x− u‖2 if u ∈ Bε(x̄) and (x, v) ∈ (gph∇ϕ) ∩ Bε(x̄, 0).

This ensures the existence of positive number ν with Bν(x̄, 0) ⊂ U × V for which

d2ϕ(x, v)(w) ≥ −ρ‖w‖2 whenever (x, v) ∈ (gph∇ϕ) ∩ Bν(x̄, 0) and w ∈ IRn;

this is proved below in Proposition 7.3 for any continuously prox-regular function ϕ. Since
w 7→ d2ϕ(x, v)(w) is a positive homogeneous function of degree 2, the above inequality yields
d2ϕ(x, v)(0) = 0 for every pair (x, v) ∈ (gph∇ϕ) ∩ Bν(x̄, 0). This tells us that for all such pairs
the second subderivative d2ϕ(x, v) is a proper function. Pick now any x ∈ IRn and define the
new function ψx : IR

n → IR by the second-order expansion

ψx(w) := ϕ(x) + 〈v,w〉 + 1
2d

2ϕ(x, v)(w) with v = ∇ϕ(x), w ∈ IRn.

The Lipschitz continuity of ∇ϕ around x̄ gives us positive numbers δ1 and δ2 such that Bδ1(x̄)×
Bδ2(v̄) ⊂ Bν(x̄, 0) and ∇ϕ(x) ∈ Bδ2(v̄) for all x ∈ Bδ1(x̄). Picking x ∈ Bδ1(x̄) and remembering
that v = ∇ϕ(x), we have (x, v) ∈ (gph∇ϕ)∩Bν(x̄, 0), and thus the function ψx is proper, l.s.c.,
and strongly convex. Since such functions admit unique optimal solutions, it finally verifies the
claim of the theorem for any x ∈ Bδ1(x̄).

Theorem 5.3 extends the well-known result on subproblems associated to the classical Newton
method for (1.1) with C2-smooth objectives. As mentioned in Section 1, tilt stability for this
setting amounts to the positive-definiteness of the Hessian matrix ∇2ϕ(x̄). Since subproblem
(5.2) reduces in the classical framework to

minimize ϕ(x) + 〈∇ϕ(x), w〉 + 1
2 〈∇

2ϕ(x)w,w〉 subject to w ∈ IRn,

where ∇2ϕ(x̄) is positive-definite, the objective function of the latter subproblem is clearly
strongly convex. Theorem 5.3 shows that a similar result is achieved for C1,1 functions if the
second derivative is replaced by the second subderivative.

Note that the solvability of subproblems in Algorithm 5.1 was addressed in Proposition 4.2
under the tilt stability assumption, while Theorem 5.3 goes much further in this vein. Indeed,
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it justifies a constructive way to find a required direction by solving subproblem (5.1) under
an additional epi-differentiability assumption. We’ll see in Section 7 that the latter assumption
holds automatically for a broad class of constrained optimization problems.

Next we verify superlinear convergence of Algorithm 5.1 to tilt-stable local minimizers of
C1,1 functions ϕ under the semismooth∗ property of the gradient mappings ∇ϕ.

Theorem 5.4 (superlinear convergence of the graphical derivative-based Newton
algorithm for C1,1 functions). Let ϕ : IRn → IR be a C1,1 function on a neighborhood of its
tilt-stable local minimizer x̄ with modulus κ > 0, and let ∇ϕ be semismooth∗ at x̄. Then there
exists δ > 0 such that for any starting point x0 ∈ Bδ(x̄) we have that every sequence {xk}
constructed by Algorithm 5.1 converges to x̄ and the rate of convergence is superlinear.

Proof. Since ∇ϕ is semismooth∗ at x̄, by Proposition 2.4(ii) we find δ′ > 0 with

(5.4) ‖∇ϕ(x) −∇ϕ(x̄)−Ak(x− x̄)‖ <
1

2κ
‖x− x̄‖ for all x ∈ Bδ′(x̄) and A ∈ co∇

2
ϕ(x).

Pick δ > 0 from Theorem 3.2(ii) for which estimate (3.11) holds. Then Proposition 4.2 gives
us a neighborhood O of x̄ with Υ(x) 6= ∅ for all x ∈ O. Since ∇ϕ is Lipschitz continuous
around x̄, there are numbers δ1 ∈ (0, δ′) and δ2 > 0 such that Bδ1(x̄) × Bδ2(v̄) ⊂ Bδ(x̄, v̄),
Bδ1(x̄) ⊂ O, and ∇ϕ(x) ∈ Bδ2(v̄) whenever x ∈ Bδ1(x̄). Letting xk ∈ Bδ1(x̄) with k ∈ IN, we
conclude from Proposition 5.2 that Υ(xk) is nonempty. Pick dk ∈ Υ(xk) by Algorithm 4.1 and
set xk+1 := xk + dk. Denoting vk := ∇ϕ(xk) tells us that (xk, vk) ∈ (gph∇ϕ) ∩ Bδ(x̄, v̄). By
v̄ = 0 we get dk ∈ (D∇ϕ)−1(vk, xk)(v̄ − vk). It follows from estimate (3.11) that for every k

sufficiently large, there exists a matrix Ak ∈ co∇
2
ϕ(xk) such that

(5.5) ‖xk − x̄+ dk‖ ≤ κ ‖∇ϕ(xk)−∇ϕ(x̄)−Ak(xk − x̄)‖.

Since xk ∈ Bδ1(x̄) ⊂ Bδ′(x̄) for such k, we deduce from (5.4) that

‖xk+1 − x̄‖ <
1
2‖xk − x̄‖, and so xk+1 ∈ Bδ1(x̄).

This tells us that every sequence {xk}, generated by Algorithm 5.1 with the starting point
x0 ∈ Bδ1(x̄), is contained in Bδ1(x̄) and converges to x̄ as k → ∞. Combining it with Proposi-
tion 2.4(ii) and estimate (5.5) ensures that

‖xk+1 − x̄‖ = o(‖xk − x̄‖) as k →∞,

which verifies that the convergence is superlinear.

Remark 5.5 (comparison with related Newton-type algorithms). Observe the following:
(i) [40, Theorem 13.57] tells us that if ϕ : IRn → IR is C1,1 around x and twice epi-differentiable

at x for v̄ = ∇ϕ(x), then we have the inclusion

(D∇ϕ)(x)(w) ⊂ (D∗∇ϕ)(x)(w) whenever w ∈ IRn.

This implies that −Υ(x) ⊂ Υ∗(x) for such functions, and thus Algorithm 5.1 operates with
a smaller set of directions in comparison with Algorithm 4.1 under the additional twice epi-
differentiability assumption. Note to this end that the coderivative calculus in Algorithm 4.1 is
much more developed than the one for the graphical derivatives. Observe also that, similarly to
Υ∗, the mapping Υ is neither a Newton approximation [9], nor a Newton map [20].

(ii) The B-differential Newton method for solving equations developed in [34] is based on the
B-derivative [39], which is actually the semiderivative in the terminology of [40] adapted here.
As mentioned above, the latter construction reduces for Lipschitzian mappings to the classical
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directional derivative. Thus, for unconstrained minimization problems with C1,1 objectives, the
B-differential Newton method reduces to Algorithm 5.1. The imposed assumptions in [34],
ensuring the existence of directions for each iteration, are rather restrictive and require that
the mapping in question be actually strictly differentiable. The subsequent improvement in [37]
employs the so-called BD regularity assumption to achieve superlinear convergence. However,
as pointed out in [37], the imposed BD regularity assumption does not guarantee the solvability
of subproblems in the proposed algorithm.

(iii) The graphical/contingent derivative is also listed among generalized derivative construc-
tions used in the Newton scheme developed in [20] to solve Lipschitzian equations, where some
local convergence results are obtained under a set of assumptions not involving the fundamental
notion of metric regularity in variational analysis; see, e.g., [27,40]. The latter assumption is es-
sentially used in [17] to ensure the solvability of subproblems in the generalized Newton method
for equations that is based on the graphical derivative and provides superlinear convergence un-
der assumptions different from [20] and Algorithm 5.1. Extensions of [17] to solving set-valued
inclusions are given in [5]. Note also a broad usage of metric regularity in Newton-type methods
for Robinson’s generalized equations; see [6].

Next we provide two examples of important classes of optimization problems that shed more
light on how passing to subproblem (5.2) brings us to a significantly simpler problem to solve.

Example 5.6 (extended linear-quadratic programming). Define ϕ : IRn → IR by

(5.6) ϕ(x) := 〈q, x〉+ 1
2 〈Qx, x〉+ fC,B(b−Ax) for x ∈ IRn

with the function fC,B : IRm → IR given by

(5.7) fC,B(z) := sup
p∈C

{
〈z, p〉 − 1

2 〈p,Bp〉
}

for z ∈ IRm,

where q ∈ IRn, b ∈ IRm, Q is an n×n symmetric matrix, A is an n×m matrix, C is a polyhedral
convex set in IRm, and B is an m×m symmetric and positive-semidefinite matrix. Problem (1.1)
with the cost function (5.6) belongs to the class of extended linear-quadratic programs introduced
by Rockafellar and Wets [41]. Assuming in addition that B is positive-definite, we deduce from
the proof of [32, Theorem 4.5] that fC,B is a C1,1 function.

Let x ∈ IRn and set z := b − Ax, u := ∇fC,B(b − Ax), and v := ∇ϕ(x). Employing [25,
Theorem 5.4] and [40, Example 13.23], we conclude for any w ∈ IRn that

d2ϕ(x, v)(w) = 〈Qw,w〉 + d2fC,B(z, u)(−Aw)

= 〈Qw,w〉 + 2fKC(u,z−Bu),B(−Aw),

where KC(u, z −Bu) stands for the critical cone to C at u for z −Bu defined by

KC(u, z −Bu) = TC(u) ∩ {z −Bu}
⊥.

This tells us that subproblems (5.2) for (1.1) with the function ϕ from (5.6) can be simplified as

minimize ϕ(x) + 〈∇ϕ(x), w〉 + 1
2 〈Qw,w〉 + fKC(u,z−Bu),B(−Aw) subject to w ∈ IRn.

As seen, the main difference between the original problem (1.1) and subproblem (5.2) is that the
function fC,B in the objective ϕ is replaced by fKC(u,z−Bu),B. This means that the polyhedral set
C in the definition of fC,B is replaced with its critical cone, which often has a simpler structure
than C.
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Example 5.7 (Augmented Lagrangians of constrained optimization problems). Recall
that the augmented Lagrangian of the constrained optimization problem (1.2) with ψ : IRn → IR
and f : IRn → IRm being C2-smooth is defined by

(5.8) L (x, λ, ρ) := ψ(x) + e1/ρδΘ(f(x) + ρ−1λ)− 1
2ρ

−1‖λ‖2,

where (x, λ, ρ) ∈ IRn × IRm × (0,∞) and where e1/ρδΘ stands for the Moreau envelope of the
indicator function δΘ, which is defined in (6.1) and broadly utilized in the following two sections.
It is known that the augmented Lagrangian L is a C1,1 function with respect to x. Define the
Lagrangian of (1.2) by L(x, λ) := ψ(x) + 〈λ, f(x)〉 for any (x, λ) ∈ IRn × IRm. To make our
presentation easier, we assume further that Θ is a polyhedral convex set but a similar observation
holds for any parabolically regular set considered in Section 7. Remember also that for a given
pair (λ, ρ) each iteration of the augmented Lagrangian method demands solving the problem

(5.9) minimize ϕ(x) := L (x, λ, ρ) subject to x ∈ IRn.

Set v := ∇xL (x, λ, ρ) and µ := ∇
(
e1/ρδΘ

)(
f(x) + ρ−1λ

)
. Employing [24, Theorem 8.3] shows

that for any w ∈ IRn we get

d2xL
(
(x, λ, ρ), v

)
=

〈
∇2
xxL(x, µ)w,w

〉
+ e1/2ρ

(
d2δΘ

(
f(x) + ρ−1(λ− µ), µ

))(
∇f(x)w

)

=
〈
∇2
xxL(x, µ)w,w

〉
+ e1/2ρ

(
δKΘ(f(x)+ρ−1(λ−µ),µ)

)(
∇f(x)w

)
,

where the last equality comes from [24, Example 3.4], and where

KΘ

(
f(x) + ρ−1(λ− µ), µ

)
= TΘ

(
f(x) + ρ−1(λ− µ)

)
∩
{
µ
}⊥

is the critical cone to Θ at f(x)+ρ−1(λ−µ) for µ. Combining the above, we obtain the following
representation for subproblem (5.2) associated with ϕ that is taken from in (5.9):

minimize
w∈IRn

ϕ(x) + 〈∇ϕ(x), w〉 + 1
2

〈
∇2
xxL(x, µ)w,w

〉
+ e1/ρ

(
δKΘ(f(x)+ρ−1(λ−µ),µ)

)(
∇f(x)w

)
.

Thus comparing this subproblem with the original problem (5.9) tells us that not only the terms
ψ(x) and f(x) be replaced with the linear terms ∇2ψ(x)w and ∇f(x)w, but also the indicator
function δΘ is substituted with δKΘ(f(x)+ρ−1(λ−µ),µ). Note that the cone KΘ(f(x)+ρ

−1(λ−µ), µ)
often acquires a simpler structure in comparison with the original set Θ in (5.8). Since a similar
observation can be made for other important instances of Θ such as the second-order cone
defined by

Θ = Q :=
{
x = (y, xn) ∈ IRn−1 × IR

∣∣ ‖y‖ ≤ xn
}
,

we are going to demonstrate that what the transition from Θ to its critical cone looks like
for this set. Note that the second subderivative of δQ is computed in [24, Example 5.8]. Given
(x, λ) ∈ IRn×IRm, denote µ := ∇

(
e1/ρδQ

)(
f(x)+ρ−1λ

)
, which yields µ ∈ NQ

(
f(x)+ρ−1(λ−µ)

)
.

In order to see what simplifications can be provided for our subproblems in this case, we need
to consider the following cases:

(a) f(x) + ρ−1(λ− µ) = 0. This tells us that µ ∈ −Q. If µ ∈ [bd (−Q)] \ {0}, then

KQ

(
f(x) + ρ−1(λ− µ), µ

)
=

{
t(µ′,−µm) ∈ IRm−1 × IR| t ≥ 0

}
with µ = (µ′, µm),

which tells us that the cone Q is replaced with a ray in our subproblem. If µ ∈ int (−Q), we
obtain

KQ

(
f(x) + ρ−1(λ− µ), µ

)
= {µ}⊥,
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and thus Q is replaced with a hyperplane in our subproblem. If µ = 0, thenKΘ

(
f(x) + ρ−1(λ−

µ), µ
)
= Q, and so no change occurs.

(b) f(x) + ρ−1(λ− µ) ∈
(
bdQ

)
\ {0}. It is not hard to see in this case that

KQ

(
f(x) + ρ−1(λ− µ), µ

)
=

{
{µ}⊥ if µ 6= 0,

TQ
(
f(x) + ρ−1(λ− µ)

)
if µ = 0.

This shows that Q is replaced with either a hyperplane (when µ 6= 0) or a closed halfspace (when
µ = 0) in our subproblem.

(c) f(x) + ρ−1(λ− µ) ∈ intQ. This implies that µ = 0, and so we arrive at

KQ

(
f(x) + ρ−1(λ− µ), µ

)
= IRm.

To conclude this section, we should mention that some globalization strategies can be com-
bined with the local superlinear convergence established in Theorem 5.4 to derive global conver-
gence of Algorithm 5.1. A common method here is to use a line search strategy and update the
sequence {xk} from Theorem 5.4 by xk+1 := xk + αkdk, where αk is a stepsize in the direction
dk. One of the most popular line search is to choose a stepsize αk that satisfies the condition

(5.10) ϕ(xk + αkdk) ≤ ϕ(xk) + µαk〈∇ϕ(xk), dk〉,

where µ ∈ (0, 1). This condition is referred to as the Armijo rule. To derive global superlinear
convergence, it is required to show that in a neighborhood of the limit point of the sequence
{xk} from Algorithm 5.1, which is x̄ under the assumptions utilized in Theorem 5.4, the unit
stepsize will be accepted in (5.10); namely, this estimate holds for αk = 1 for all k sufficiently
large. The final result of this section aims at furnishing such a conclusion for the latter sequence.

Proposition 5.8 (acceptance of unit stepsize in the Armijo rule). Let ϕ : IRn → IR be
a C1,1 function with Lipschitz constant ℓ > 0 for ∇ϕ around its tilt-stable local minimizer x̄
with modulus κ > 0, and let ∇ϕ be semismooth∗ at x̄. Assume further that the sequence {xk}
is generated by Algorithm 5.1 with xk 6= x̄ for all k ∈ IN. Then for any µ ∈

(
0, 1/(4ℓκ)

)
there

exists k̄ ∈ IN such that whenever k ≥ k̄ we have

ϕ(xk + dk) ≤ ϕ(xk) + µ〈∇ϕ(xk), dk〉,

where the directions dk are taken from Algorithm 5.1.

Proof. Using Theorem 5.4, we find δ > 0 such that for any x0 ∈ Bδ(x̄) every sequence {xk}
constructed by Algorithm 5.1 satisfies the condition

‖xk+1 − x̄‖ = o(‖xk − x̄‖) as k →∞.

This implies that limk→∞ ‖dk‖/‖xk − x̄‖ = 1, and hence limk→∞ ‖xk − x̄‖/‖dk‖ = 1. This yields

(5.11) ‖xk+1 − x̄‖ = o(‖dk‖) as k →∞

and |‖xk−x̄‖‖dk‖
− 1| ≤ 1/(4ℓκ) for all k sufficiently large. Let µ ∈ (0, 1/(4ℓκ)) and observe that

ℓκ ≥ 1. Thus for all k sufficiently large we arrive at

(5.12) µ
‖xk − x̄‖

‖dk‖
−

1

2ℓκ
<

µ

4ℓκ
+ µ−

1

2ℓκ
≤

1

4ℓκ
+ µ−

1

2ℓκ
= µ−

1

4ℓκ
< 0.
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Assume without loss of generality that Bδ(x̄) × Bδℓ(v̄) ⊂ U × V , where v̄ := 0 and the neigh-
borhoods U and V are taken from Proposition 2.1. Since the sequence {xk} converges to x̄,
we obtain (xk,∇ϕ(xk)) ∈ Bδ(x̄) × Bδℓ(v̄) for all k sufficiently large. Since xk+1 = xk + dk, the
uniform second-order growth condition from Proposition 2.1 ensures that

ϕ(xk+1)− ϕ(xk)− µ〈∇ϕ(xk), dk〉 ≤ 〈∇ϕ(xk+1), dk〉 −
1

2κ
‖dk‖

2 − µ〈∇ϕ(xk), dk〉

≤ ‖∇ϕ(xk+1)‖ · ‖dk‖ −
1

2κ
‖dk‖

2 + µ‖∇ϕ(xk)‖ · ‖dk‖

≤ ℓ‖xk+1 − x̄‖ · ‖dk‖ −
1

2κ
‖dk‖

2 + µℓ‖xk − x̄‖ · ‖dk‖

=
o(‖dk‖

2)

‖dk‖2
+ ℓ

(
µ
‖xk − x̄‖

‖dk‖
−

1

2ℓκ

)
,

where the last equality results from (5.11). Combining this with (5.12) justifies the claimed
estimate for all k sufficiently large and thus completes the proof.

6 Newton Algorithms for Prox-Regular Functions

In this section we proceed with extensions of both Algorithms 4.1 and 5.1 to a much more
general class of continuously prox-regular functions ϕ : IRn → IR. This framework encompasses
problems of constrained optimization, which are explicitly considered in the next section. Such
an extension is based on the remarkable facts of variational analysis allowing us to pass from ob-
jective functions of class C1,1 to continuously prox-regular objectives by using Moreau envelopes.
Recall that the Moreau envelope of ϕ : IRn → IR for r > 0 is defined by the infimal convolution

(6.1) erϕ(x) := inf
w

{
ϕ(w) +

1

2r
‖w − x‖2

}
,

and the corresponding proximal mapping of ϕ is given by

(6.2) Prϕ(x) := argminw

{
ϕ(w) +

1

2r
‖w − x‖2

}
.

The following result, which is taken from [40, Proposition 13.37], collects the needed prop-
erties of Moreau envelopes used below.

Proposition 6.1 (Moreau envelopes for prox-regular functions). Let ϕ : IRn → IR be
continuously prox-regular at x̄ for v̄ = 0, and let ϕ be bounded from below by a quadratic function
on IRn. Then for any r > 0 sufficiently small there exists an r-dependent neighborhood U of x̄
on which erϕ is of class C1,1 with ∇erϕ(x̄+ rv̄) = v̄, and we have the representation

(6.3) ∇erϕ(u) =
(
rI + T−1

)−1
(u) for all u ∈ U,

where T is a graphical localization of ∂ϕ around (x̄, v̄).

Observe that the boundedness from below assumption on ϕ in Proposition 6.1 is not restric-
tive and will be dropped in this section. Indeed, since our analysis depends only on the local
geometry of gph ∂ϕ around (x̄, v̄), by adding to ϕ the indicator of some compact neighborhood
of x̄ if necessary, we can make ϕ to be bounded from below by a quadratic function on IRn. In
what follows we always assume that there is ρ ≥ 0 with

ϕ(x) ≥ ϕ(x̄)−
ρ

2
‖x− x̄‖2 for all x ∈ IRn.
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Thus the usage of the Moreau envelope (6.1) allows us to pass from the original problem
(1.1) with a continuously prox-regular objective to the similarly formulated problem:

(6.4) minimize erϕ(x) subject to x ∈ IRn

with the objective given by a C1,1 function. Let us emphasize again that, although both problems
(1.1) and (6.4) are written in the same unconstrained optimization format, they are significantly
different from each other due to the actual constrained and highly nonsmooth nature of (1.1)
in the case of continuously prox-regular objectives. To proceed with the implementation of
Algorithms 4.1 and 5.1 for problem (1.1) via the passage to (6.4), we have to find appropriate
assumptions on ϕ in (1.1), which ensure the fulfillment of those in (6.4) allowing us to apply the
results of Sections 4 and 5 to (6.4). It luckily occurs that the corresponding assumptions are the
same. This is shown in the proof of the following major result. Note that, similarly to Section 5,
we can supply Algorithm 5.1 for prox-regular functions regularized via Moreau envelopes by the
corresponding subproblem of type (5.2) under an additional twice epi-differentiability assumption.
We’ll proceed in more details in this direction in Section 7 for constrained optimization.

Theorem 6.2 (solvability and superlinear convergence of Newton algorithms for
prox-regular functions). Let ϕ : IRn → IR be continuously prox-regular at x̄ for v̄ = 0, where
x̄ is a tilt-stable local minimizer for ϕ with modulus κ > 0. Assume further that the mapping
∂ϕ is semismooth∗ at (x̄, v̄). Then given any r > 0 sufficiently small, there exists δ > 0 such
that for each starting point x0 ∈ Bδ(x̄) both Algorithms 4.1 and 5.1 for (6.4) are well-defined,
and every sequence {xk} constructed by either of them for the function erϕ converges to x̄ and
the rate of convergence is superlinear.

Proof. We split the proof of the theorem into several steps, which are formulated as claims of
their own interest, and begin by showing that the property of tilt stability is disseminated from
a continuous prox-regular function to its Moreau envelope.

Claim 1: If ϕ is continuously prox-regular at x̄ for v̄ = 0 and if x̄ is a tilt-stable local minimizer
for ϕ with modulus κ > 0, then for any r > 0 sufficiently small the point x̄ is a tilt-stable local
minimizer for erϕ with modulus κ+ 2r.

To verify this claim, pick any small r > 0 from Proposition 6.1 and by representation (6.3) find
neighborhoods U of x̄+ rv̄ = x̄ and V of v̄ = 0 such that for all (x, v) ∈ U × V we have

(6.5) v = ∇(erϕ)(x) ⇐⇒ v ∈ ∂ϕ(x− rv).

It follows from the Fermat rule 0 ∈ ∂ϕ(x̄) that ∇(erϕ)(x̄) = 0. Taking this into account, we
deduce from the C1,1 property of (6.1) that erϕ is continuously prox-regular at x̄ for 0. Define
further the linear transformation L : IRn× IRn → IRn× IRn by L(x, v) := (x− rv, v). This allows
us to equivalently rewrite (6.5) as

(
gph∇(erϕ)

)
∩
(
U × V

)
=

{
(x, v) ∈ U × V

∣∣ L(x, v) ∈ gph ∂ϕ
}
.

Since for any (x, v) ∈ IRn × IRn we obviously have

∇L(x, v) =

(
I −rI
0 I

)

with I standing for the n × n identity matrix, the Jacobian matrix ∇L(x, v) is of full rank.
Appealing to [40, Exercise 6.7] tells us that

(6.6) Tgph∇(erϕ)(x, v) =
{
(w, u) ∈ IRn × IRn

∣∣ (w − ru, u) ∈ Tgph ∂ϕ(x− rv, v)
}
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for any (x, v) ∈ U × V . Since x̄ is a tilt-stable local minimizer of ϕ with modulus κ > 0, it
follows from Proposition 2.2(ii) that there exists δ > 0 such that

(6.7) 〈w, q〉 ≥
1

κ
‖w‖2 whenever (w, q) ∈ Tgph ∂ϕ(u, v) with (u, v) ∈

(
gph ∂ϕ

)
∩ Bδ(x̄, 0).

Shrinking the neighborhoods U and V if necessary, suppose without loss of generality that
L(U × V ) ⊂ Bδ(x̄, v̄). Picking (x, v) ∈ (gph∇(erϕ))∩ (U × V ) and (w, u) ∈ Tgph∇(erϕ)(x, v), we
deduce from (6.6) the inclusions

(w − ru, u) ∈ Tgph ∂ϕ(x− rv, v) and (x− rv, v) ∈ L(U × V ) ⊂ Bδ(x̄, 0).

Employing now (6.7) brings us to the estimate

〈u,w − ru〉 ≥
1

κ
‖w − ru‖2,

which in turn implies that

〈w, u〉 ≥
1

κ+ 2r
‖w‖2.

In summary, we arrive at the inequality

〈w, u〉 ≥
1

κ+ 2r
‖w‖2 for all (w, u) ∈ Tgph∇(erϕ)(x, v) with (x, v) ∈

(
gph (∇erϕ)

)
∩ (U × V ),

which ensures by Proposition 2.2 that x̄ is a tilt-stable local minimizer of the Moreau envelope
erϕ with modulus κ+ 2r. This verifies the claim.

To proceed further with the proof of theorem, let us show that the required semismooth∗

property for (1.1) is equivalent to the same property for (6.4).

Claim 2: In the setting of the theorem we have that for any r > 0 sufficiently small the
semismooth∗ property of ∇(erϕ) at x̄ is equivalent to the semismooth∗ property of ∂ϕ at (x̄, v̄).

The proof of the claimed equivalence fully relies on representation (6.3). Pick a small r > 0
for which (6.3) is satisfied. If ∇(erϕ) is semismooth∗ at x̄, then the latter equality tells us that
rI + T−1 is semismooth∗ at (v̄, x̄ + rv̄). It follows from [14, Proposition 3.6] that the mapping
T−1 is semismooth∗ at (v̄, x̄) and so is T at (x̄, v̄). Since T is a graphical localization of ∂ϕ
around (x̄, v̄), the semismoothness∗ of T at (x̄, v̄) is equivalent to that for ∂ϕ at the same point.
This verifies the semismoothness∗ of ∂ϕ at (x̄, v̄). The converse implication is justifies similarly.

Now we are ready to finalize the proof of theorem.

Claim 3: Both Newton-type algorithms for (6.4) are well-defined and superlinearly convergent.
Since we know from Claim 1 that x̄ is a tilt-stable local minimizer for erϕ whenever r > 0 is
sufficiently small, the solvability of subproblems in Algorithm 4.1 and Algorithm 5.1 for problem
(6.4) follows from Proposition 4.2 and Proposition 5.2, respectively. Furthermore, Claim 2 tells
us that the mapping ∇(erϕ) is semismooth∗ at x̄ under the assumptions of the theorem. Thus
we deduce the asserted convergence and the rate of convergence of these algorithms for problem
(6.4) by applying the corresponding statements of Theorem 4.3 or Theorem 5.4.

As mentioned in Section 1, the regularization procedure of type (6.4) was first suggested
in [10] for finite-valued convex functions on the base of the semismooth Newton method. A
drawback of that paper, in contrast to our developments above, is that the imposed assumptions
in (6.4) were not expressed in terms of the original problem (1.1), but via the data of the
regularized one (6.4). Observe also a constructive approach of [10] to find an approximate
solution to the optimization problem in definition (6.1) of the Moreau envelope in the case of
convex functions ϕ. In our future research we intend to develop a similar approach to numerical
implementations of Algorithm 4.1 and Algorithm 5.1 for continuously prox-regular functions.
Finally, we refer the reader to [16] and the bibliography therein for other developments on the
computation of Moreau envelopes for piecewise linear-quadratic functions and their conjugates.
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7 Applications to Constrained Optimization

Here we present some applications of the Newton-type method based on the graphical derivative,
which was developed in Sections 5 and 6, to solving constrained optimization problems defined
in (1.2), where ψ : IRn → IR and f : IRn → IRm are C2-smooth around the references points, and
where Θ ⊂ IRm is closed and convex. As mentioned in Section 1, the case where Θ is a cone
refers to the class of conic programs highly important in optimization theory and applications;
see, e.g., [2]. Problem (1.2) can be obviously rewritten in the unconstrained form

(7.1) minimize ϕ(x) := ψ(x) + δΩ(x) with Ω :=
{
x ∈ IRn

∣∣ f(x) ∈ Θ
}
,

where ϕ is continuously prox-regular at the points in question as follows from [40, Section 13F].
As shown in Section 5, a constructive realization of Algorithm 5.1 for C1,1 functions (and

hence of its extension for prox-regular ones in Section 6) requires an additional assumption on
the twice epi-differentiability of the cost function. To obtain efficient conditions for the twice
epi-differentiability of the function ϕ from (7.1) in terms of the initial data of this problem, we
invoke our recent developments [24] on parabolic regularity in second-order variational analysis.

Recall that a set Θ ⊂ IRm is parabolically regular at z̄ ∈ Θ for ū ∈ IRm if whenever w ∈ IRm

is such that d2δΘ(z̄, ū)(w) < ∞ there exist, among the sequences tk ↓ 0 and wk → w with
∆2
tk
δΘ(z̄, ū)(wk) → d2δΘ(z̄, ū)(w), those with the additional property that lim supk→∞ ‖wk −

w‖/tk < ∞ as k → ∞. This notion was introduced in [40, Definition 13.65], but was not ex-
plored in [40] or anywhere else (before the recent paper [24]) further than in the fully amenable
setting. The paper [24] offers an extensive study of parabolic regularity by revealing its re-
markable properties as an appropriate second-order regularity notion for a large class of sets
that overwhelmingly appear in variational analysis and constrained optimization. This class
strictly includes all the C2-cone reducible sets in the sense of [2, Definition 3.135] and encom-
passes convex polyhedra, the second-order cone, the cone of symmetric and positive semidefinite
matrices, etc. Furthermore, parabolic regularity, combined with related developments of [23],
occurs to be very instrumental in the study and calculations of second subderivatives and twice
epi-differentiability of functions while being employed in our numerical applications given below.

Before formulating the needed results in this direction, let us recall some additional notions
and constructions. Given Ω from (7.1), pick (x, v) ∈ gphNΩ and define the set of Lagrange
multipliers associated with (x, v) by

Λ(x, v) :=
{
λ ∈ NΘ

(
f(x)

)
| ∇f(x)∗λ = v

}
.

Recall that a set Θ ⊂ IRm is parabolically derivable at z̄ for w if T 2
Θ(z̄, w) 6= ∅ is for each

u ∈ T 2
Θ(z̄, w) there are ε > 0 and ξ : [0, ε]→ Θ with ξ(0) = z̄, ξ′+(0) = w, and ξ′′+(0) = u, where

ξ′′+(0) := lim
t↓0

ξ(t)− ξ(0)− tξ′+(0)
1
2t

2
,

and where T 2
Θ(z̄, w) is the second-order tangent set to Θ at z̄ for w ∈ TΘ(z̄) given by

T 2
Θ(z̄, w) :=

{
u ∈ IRm| ∃ tk↓0, uk → u as k →∞ with x̄+ tkw + 1

2t
2
kuk ∈ Θ

}
.

Parabolic derivability is a fairly common property in second-order analysis; see, e.g., [40].
Recall also that a set-valued mapping F : IRn ⇒ IRm ismetrically subregular at (x̄, ȳ) ∈ gphF

if there exists a neighborhood U of x̄ and a number µ > 0 such that

dist
(
x;F−1(ȳ)

)
≤ µ dist

(
ȳ;F (x)

)
for all x ∈ U.

The following proposition collects some results from [24, Theorem 5.6 and Corollary 5.11]
ensuring the twice epi-differentiability of parabolically regular constrained systems of the type
in (7.1) and calculating their second subderivatives.
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Proposition 7.1 (twice epi-differentiability of constraint systems). Let Ω be taken from
(7.1), and let (x̄, v̄) ∈ gphNΩ. Assume further that:

(a) The set-valued mapping x 7→ f(x)−Θ is metrically subregular at (x̄, 0).
(b) There exists a positive number ε such that for any (x, v) ∈ (gphNΩ) ∩ Bε(x̄, v̄) and any

λ ∈ Λ(x, v) the set Θ is parabolically regular at f(x) for λ while being also parabolically derivable
at f(x) for each w ∈ TΘ(f(x)) ∩ {λ}

⊥.

Then for any (x, v) ∈ (gphNΩ) ∩ Bε(x̄, v̄) the indicator function δΩ is properly twice epi-
differentiable at x for v and its second subderivative at x for v is calculated by

d2δΩ(x, v)(w) = max
λ∈Λ(x,v)

{
〈λ,∇2f(x)(w,w)〉 + d2δΘ

(
f(x), λ

)(
∇f(x)w

)}
, w ∈ IRn.

Furthermore, we have the domain representation domd2δΩ(x, v) = TΩ(x) ∩ {v}
⊥.

Remembering that ψ in (7.1) is C2-smooth around x̄ and denoting the Lagrangian of (7.1)
by L(x, λ) := ψ(x) + 〈λ, f(x)〉 as (x, λ) ∈ IRn × IRm, we deduce from Proposition 7.1 with
v̄ := −∇ψ(x̄) by employing the elementary sum rule for second subderivatives from [40, Exer-
cise 13.18] that there exists ε > 0 such that for every (x, v) ∈ (gph ∂ϕ)∩Bε(x̄, 0) the function ϕ
is twice epi-differentiable at x for v and its second subderivative is calculated by

d2ϕ(x, v)(w) = 〈∇2ψ(x)w,w〉 + max
λ∈Λ(x,v−∇ϕ(x))

{
〈λ,∇2f(x)(w,w)〉 + d2δΘ

(
f(x), λ

)(
∇f(x)w

)}

= max
λ∈Λ(x,v−∇ψ(x))

{
〈∇2

xxL(x, λ)w,w〉 + d2δΘ
(
f(x), λ

)(
∇f(x)w

)}
, w ∈ IRn.(7.2)

Using the above discussions and applying Algorithm 5.1 to problem (7.1) regularized via
(6.1), with taking into account the direction search by Theorem 5.3, we arrive at the following
Newton-type algorithm for constrained optimization based on second subderivatives.

Algorithm 7.2 (second subderivative-based Newton method for constrained opti-
mization problems). Considering problem (7.1) under the assumptions above, let x0 ∈ IRn,
set k := 0, and pick any r > 0.
Step 1: If 0 ∈ ∂ϕ(xk), then stop.
Step 2: Otherwise, let vk = ∇(erϕ)(xk), select wk as a stationary point of the subproblem

(7.3) minimize
w∈IRn

〈vk, w〉 +
1
2d

2ϕ(xk − rvk, vk)(w),

and then set dk := wk − rvk and xk+1 := xk + dk.
Step 3: Let k ← k + 1 and then go to Step 1.

Observe by (6.5) that the stationary condition 0 ∈ ∂ϕ(xk) amounts to ∇(erϕ)(xk) = 0, and
that it is equivalently expressed via the initial data of (1.2) by

−∇ψ(xk) ∈ ∇f(xk)
∗NΘ

(
f(xk)

)

under the qualification condition NΘ(f(xk))∩ker∇f(xk)
∗ = 0, which holds, in particular, when

∇f(xk) is of full rank; see [28, Corollary 3.13]. As we see from (7.2), the second subderivative
in (7.3) is calculated in terms of the initial data of (1.2). It also follows from (7.3) that if wk is
a stationary point of this subproblem, then we get the inclusion

−vk ∈ ∂
(
1
2d

2ϕ(xk − rvk, vk)
)
(wk).

Furthermore, the assumptions of Proposition 7.1 ensures that the above inclusion can be equiv-
alently rewritten by [40, Theorem 13.40] as

−vk ∈ (D∂ϕ)(xk − rvk, vk)(wk) = (D∂ϕ)(xk − rvk, vk)(dk + rvk),
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where the direction dk is taken from Algorithm 7.2. Employing now (6.6) tells us that the latter
inclusion amounts to −vk ∈ (D∇(erϕ))(xk)(dk), which confirms that Algorithm 7.2 is actually
Algorithm 5.1 implemented for erϕ with ϕ taken from (7.1).

Remember that in the proof of Theorem 5.3 we postponed the verification of the quadratic
lower estimate (5.3) for the second subderivative of C1,1 functions. As promised, now we establish
such an estimate for the general case of continuously prox-regular functions. The following
proposition and its proof extend those given in [23, Theorem 4.1]. The obtained result shows
that subproblem (7.3) always admit an optimal solution under the tilt stability assumption.

Proposition 7.3 (properties of second subderivatives of prox-regular functions). Let
ϕ : IRn → IR be continuously prox-regular at x̄ for v̄ ∈ ∂ϕ(x̄). Then there exist ε > 0 and ρ ≥ 0
such that for every (x, v) ∈ (gph ∂ϕ) ∩ Bε(x̄, v̄) the second subderivative d2ϕ(x, v) is a proper
and l.s.c. function satisfying the quadratic lower estimate

(7.4) d2ϕ(x, v)(w) ≥ −ρ‖w‖2 whenever w ∈ IRn.

Proof. The claimed lower semicontinuity of d2ϕ(x, v) follows from [40, Proposition 13.5]. To
verify the lower estimate (7.4), deduce from the assumed continuous prox-regularity of ϕ the
existence of ε > 0 and ρ ≥ 0 ensuring that

ϕ(u) ≥ ϕ(x) + 〈v, u− x〉 −
ρ

2
‖x− u‖2 for all u ∈ Bε(x̄), (x, v) ∈ (gph ∂ϕ) ∩ Bε(x̄, v̄).

Picking (x, v) ∈ (gph ∂ϕ) ∩ Bε/2(x̄, v̄) and w ∈ IRn, deduce from the above inequality that
whenever t > 0 is sufficiently small and w′ is close to w we get

∆2
tϕ(x, v)(w

′) =
ϕ(x+ tw′)− ϕ(x)− t〈v,w′〉

1
2t

2
≥ −ρ‖w′‖2.

This implies by passing to the limit as w′ → w and t ↓ 0 that (7.4) holds. Since the function
w 7→ d2ϕ(x, v)(w) is positive homogeneous of degree 2, we obtain d2ϕ(x, v)(0) = 0, which verifies
that d2ϕ(x, v) is proper for every (x, v) ∈ (gph ∂ϕ)∩Bε/2(x̄, v̄), and thus completes the proof.

Next we are going to show that each subproblem (7.3) admits a unique solution under the
tilt stability of a given local minimizer of the constrained optimization problem (1.2).

Proposition 7.4 (solvability of subproblems in constrained optimization). Let ϕ : IRn →
IR be taken from (7.1) with x̄ ∈ domϕ, where x̄ is a tilt-stable local minimizer of ϕ with mod-
ulus κ > 0. Suppose in addition that the assumptions of Proposition 7.1 are satisfied with
v̄ := −∇ψ(x̄). Then there exists ε > 0 such that for any (x, v) ∈ (gph ∂ϕ) ∩ Bε(x̄, 0) the
unconstrained optimization problem

(7.5) minimize 〈v,w〉 + 1
2d

2ϕ(x, v)(w) subject to w ∈ IRn

admits a unique optimal solution.

Proof. It follows from [24, Proposition 9.1] that the metric subregularity assumption (a) in
Proposition 7.1 yields the continuous prox-regularity of ϕ at x̄ for 0. Employing Propositions 7.1
and 7.3 ensures the existence of ε > 0 such that for every (x, v) ∈ (gph ∂ϕ) ∩ Bε(x̄, 0) the
function ϕ is twice epi-differentiable at x for v and that the second subderivative d2ϕ(x, v) is
proper and lower semicontinuous. Proceeding as in the proof of Theorem 5.3 with the usage
of [35, Corollary 6.3] and decreasing ε if necessary, we get that for any (x, v) ∈ (gph ∂ϕ)∩Bε(x̄, 0)
the objective function in (7.7) is strongly convex with modulus 1

2κ
−1. This surely verifies the

existence of a unique optimal solution to subproblem (7.7) and hence completes the proof.
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To proceed with justifying superlinear convergence of Algorithm 7.2, we need to investigate
the semismooth∗ property of ∂ϕ for the objective function ϕ of (7.1). This requires some
additional assumptions. Recall from [2] that a closed convex set Θ ⊂ IRm is C2-cone reducible
at z̄ ∈ Θ to a closed convex cone Q ⊂ IRs if there exist a neighborhood O ⊂ IRm of z̄ and a
C2-smooth mapping h : IRm → IRs such that

Θ ∩ O =
{
z ∈ O

∣∣ h(z) ∈ Q
}
, h(z̄) = 0, and ∇h(z̄) has full rank s.

It is proved in [24, Theorem 6.2] that C2-cone reducible sets are parabolically regular. Moreover,
the latter result tells us that such sets satisfy assumption (b) in Proposition 7.1.

The next proposition reveals conditions on the initial data of (1.2) ensuring the semismooth∗

property of the subgradient mapping ∂ϕ in (7.1).

Proposition 7.5 (propagation of semismooth∗ property in constrained optimization).
Taking the cost function ϕ in (7.1), let x̄ ∈ domϕ with 0 ∈ ∂ϕ(x̄). Assume that the convex set
Θ from (1.2) is C2-cone reducible at f(x̄), and that the nondegeneracy condition

(7.6) span
{
NΘ

(
f(x̄)

)}
∩ ker∇f(x̄)∗ = {0}

holds. If the normal cone mapping NΘ is semismooth∗ at (f(x̄), λ̄), where λ̄ is the unique
Lagrange multiplier in Λ(x̄,−∇ψ(x̄)), then the subgradient mapping ∂ϕ is semismooth∗ at (x̄, 0).

Proof. It follows from the elementary first-order subdifferential sum rule (see, e.g., [28, Propo-
sition 1.30(ii)]) that the stationary condition 0 ∈ ∂ϕ(x̄) amounts to −∇ψ(x̄) ∈ NΘ(x̄). It is
also well known that the nondegeneracy condition (7.6) implies that the Lagrange multiplier set
Λ(x̄,−∇ψ(x̄)) is a singleton; see, e.g., [2, Proposition 4.75]. Employing the directional coderiva-
tive calculation from [13, Theorem 4] tells us that for any (u, v) ∈ Tgph ∂ϕ(x̄, 0) we get

(
D∗∂ϕ

)(
(x̄, 0); (u, v)

)
(w) = ∇2

xxL(x̄, λ̄)w +∇f(x̄)∗D∗NΘ

(
(f(x̄), λ̄); (∇f(x̄)u, ξ)

)(
∇f(x̄)w

)

whenever w ∈ IRn, where ξ ∈ IRm is the unique solution to the system

ξ ∈ DNΘ

(
f(x̄), λ̄

)(
∇f(x̄)u

)
, v = ∇2

xxL(x̄, λ̄)u+∇f(x̄)∗ξ.

Picking (w, q) ∈ gph (D∗∂ϕ)((x̄, 0); (u, v)) gives us p ∈ D∗NΘ((f(x̄), λ̄); (∇f(x̄)u, ξ))(∇f(x̄)w)
such that q = ∇2

xxL(x̄, λ̄)w+∇f(x̄)∗p. Since NΘ is assumed to be semismooth∗ at (f(x̄), λ̄), we
deduce from (2.15) the representation

〈∇f(x̄)w, ξ〉 = 〈p,∇f(x̄)u〉,

which in turn brings us to the equalities

〈q, u〉 = 〈∇2
xxL(x̄, λ̄)w, u〉+ 〈p,∇f(x̄)u〉 = 〈∇

2
xxL(x̄, λ̄)w, u〉 + 〈∇f(x̄)w, ξ〉 = 〈w, v〉.

According to (2.15), we arrive at the claimed semismooth∗ property of ∂ϕ at (x̄, 0).

It is important to mention that the semismoothness∗ of NΘ imposed in Proposition 7.5
is automatically satisfied if Θ is a polyhedral convex set, the second-order (Lorentz, ice-cream)
cone, and the cone of positive semidefinite symmetric matrices. This results from the well-known
fact that the projection mapping to such sets satisfies the estimate in Proposition 2.4(ii) (see,
e.g., [3,43]), which is equivalent to saying that it is semismooth∗. Using this and the relationship
ΠΘ = (I + NΘ)

−1 for the projection operator, it is not hard to check that the mapping NΘ is
semismooth∗ at every point of its graph for the aforementioned convex sets.

We are now in a position to present the main result of this section.
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Theorem 7.6 (superlinear convergence of the second subderivative-based Newton
algorithm for constrained problems). Let x̄ be a tilt-stable local minimizer of the cost func-
tion ϕ in (7.1), and let the set Θ in (1.2) be C2-cone reducible at f(x̄) under the fulfillment of the
nondegeneracy condition (7.6). Assume also that the normal cone mapping NΘ is semismooth∗

at (f(x̄), λ̄), where λ̄ is the unique Lagrange multiplier in Λ(x̄,−∇ψ(x̄)). Then for any small
r > 0 there exists δ > 0 such that for each starting point x0 ∈ Bδ(x̄) the (unique) sequence {xk}
constructed by Algorithm 7.2 converges to x̄ and the rate of convergence is superlinear.

Proof. Since Θ is C2-cone reducible at f(x̄), the assumptions of Proposition 7.1(b) hold by
[24, Theorem 6.2]. Furthermore, the nondegeneracy condition (7.6) yields the fulfillment of
assumption (a) in Proposition 7.1. Proposition 7.5 tells us that the subdifferential mapping ∂ϕ
is semismooth∗ at (x̄, 0). It follows from Proposition 7.4 that subproblem (7.3) admits a unique
solution whenever x is sufficiently close to x̄. As discussed above, the sequence {xk} generated
by Algorithm 7.2 is actually induced by Algorithm 5.1 for the regularized function erϕ. This
together with Theorem 6.2 implies that the uniquely determined sequence {xk} constructed by
Algorithm 7.2 converges to x̄ and the rate of convergence is superlinear.

Observe that the choice of vk = ∇(erϕ)(xk) in the obtained conditions for solvability of
subproblems and superlinear convergence of Algorithm 7.2 is the only one that is expressed not
in terms of the given data of the constrained problem (1.2) but via its Moreau regularization
(6.1). It is different from Algorithm 5.1 for the case of C1,1 functions, where vk = ∇ϕ(xk).
Although the relationships in (6.5) and (6.6) help us to write Algorithm 7.2 entirely in terms
of the initial data of the constrained problem (1.2), the choice of (xk − rvk, xk) as a point from
gph ∂ϕ is a hard task numerically. We again refer the reader to the discussion at the end of
Section 6 on the calculation of Moreau envelopes.

Let us conclude this paper by some comments on differences between Algorithm 7.2 and
the basic sequential quadratic programming method (SQP) to solve constrained optimization
problems (1.2). The nondegeneracy condition (7.6) implies that the Lagrange multiplier set
Λ(xk−rvk, vk−∇ψ(xk−rvk)), which appears in the calculation of d2ϕ(xk−rvk, vk)(w) via (7.2),
is a singleton {λk}. This, together with (7.2), tells us that subproblem (7.3) in Algorithm 7.2
reduces to

(7.7) minimize
w∈IRn

〈vk, w〉+
1
2

〈
∇2
xxL(xk − rvk, λk)w,w

〉
+d2δΘ

(
f(xk − rvk), λk

)(
∇f(xk − rvk)w

)
.

To compare Algorithm 7.2 with the basic SQP method, assume further that Θ = {0}s ×
IRm−s

− , where s is a positive integer with 0 ≤ s ≤ m. This choice of Θ reduces the constrained
problem (1.2) to a nonlinear programming problem with s equality constraints and m − s in-
equality constraints. In this setting, it is well known that the nondegeneracy condition (7.6)
amounts to the classical linear independent constraint qualification (LICQ). Moreover, we know
from [32, Theorem 5.2] that the fulfillment of the LICQ implies that the tilt stability of a local
minimizer is equivalent to Robinson’s strong second-order sufficient condition. In summary,
the nondegeneracy and tilt stability assumptions in Theorem 7.6 amount to the LICQ and the
strong second-order sufficient condition for nonlinear programming problems, which were used
conventionally for local convergence analysis of the basic SQP method for this class of problems.
Note that the semismoothness∗ of NΘ for this choice of Θ results from [14, Proposition 3.5],
since gphNΘ is a finite union of polyhedral convex sets. It is worth mentioning that the reason
for us to impose the nondegeneracy condition in Theorem 7.6 is to ensure the semismoothness∗

of the constraint set Ω defined by (7.1). Having a chain rule for the semismoothness∗ of the
latter set under weaker constraint qualifications would allow to improve Theorem 7.6.

28



Now let us compare subproblem (7.7) with that of the basic SQP method. To this end, we
begin with the simplification of (7.7). It follows from [24, Example 3.4] that

(7.8) d2δΘ
(
f(xk − rvk), λk

)(
∇f(xk − rvk)w

)
= δKΘ(f(xk−rvk),λk)

(
∇f(xk − rvk)w

)
.

To obtain a convenient formula for the critical cone of Θ, pick (z, λ) ∈ gphNΘ. Since Θ =
{0}s × IRm−s

− , it gives us λ ∈ IRs × IRm−s
+ . Define further the index sets

I(z) =
{
i ∈ {s+ 1, . . . ,m}| zi = 0

}
and I+(z, λ) =

{
i ∈ I(z)|λi > 0

}
,

where z = (z1, . . . , zm) and λ = (λ1, . . . , λm). Using these index sets, we can conclude that

(y1, . . . , ym) ∈ KΘ(z, λ) = TΘ(z) ∩ {λ}
⊥ ⇐⇒

{
yi = 0 for all i ∈ {1, . . . , s} ∪ I+(z, λ),

yi ≤ 0 for all i ∈ I(z) \ I+(z, λ).

Combining this representation with (7.8) allows us to equivalently express subproblem (7.7) as





minimize
w∈IRn

〈vk, w〉+
1
2

〈
∇2
xxL(xk − rvk, λk)w,w

〉

subject to ∇fi(xk − rvk)w = 0, i ∈ {1, . . . , s} ∪ I+(zk, λk),

∇fi(xk − rvk)w ≤ 0, i ∈ I(zk) \ I+(zk, λk),

where f = (f1, . . . , fm) with fi : IR
n → IR and zk := f(xk−rvk). In contrast, subproblems of the

basic SQP method in this setting at the current primal-dual iterate (xk, λk) can be formulated
as follows (see, e.g., [6, Section 6.3]):





minimize
w∈IRn

〈∇ψ(xk), w〉 +
1
2

〈
∇2
xxL(xk, λk)w,w

〉

subject to fi(xk) +∇fi(xk)w = 0, i = 1, . . . , s,

fi(xk) +∇fi(xk)w ≤ 0, i = s+ 1, . . . ,m.

We see that the main difference between the subproblems in Algorithm 7.2 and in the basic SQP
method is that the latter keeps the constraint set Θ untouched, while our algorithm replaces it
by the critical cone associated with each iteration of Algorithm 7.2. Finally, note that while SQP
methods generate a primal-dual sequence, Algorithm 7.2 constructs only a primal sequence. In
this regard, these algorithms behave differently.
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