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Abstract. We propose an augmented Lagrangian preconditioner for a three-field stress-velocity-
pressure discretization of stationary non-Newtonian incompressible flow with an implicit constitutive
relation of power-law type. The discretization employed makes use of the divergence-free Scott–
Vogelius pair for the velocity and pressure. The preconditioner builds on the work [P. E. Farrell,
L. Mitchell, and F. Wechsung, SIAM J. Sci. Comput., 41 (2019), pp. A3073–A3096], where a
Reynolds-robust preconditioner for the three-dimensional Newtonian system was introduced. The
preconditioner employs a specialized multigrid method for the stress-velocity block that involves a
divergence-capturing space decomposition and a custom prolongation operator. The solver exhibits
excellent robustness with respect to the parameters arising in the constitutive relation, allowing for
the simulation of a wide range of materials.
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1. Introduction. For d ∈ {2, 3} let Ω ⊂ Rd be a bounded polygonal domain
with Lipschitz boundary. The goal of this work is to construct a preconditioner for
the Newton linearization of a system describing the steady state of an incompressible
fluid:

− divSSS + div(u⊗u) +∇p = f in Ω,

divu = 0 in Ω,

u = u0 on ∂Ω,

(1.1a)

where f and u0 are given. In the equation above, u : Ω → Rd denotes the velocity
field, p : Ω → R denotes the pressure (mean normal stress) and SSS : Ω → Rd×dsym,tr is
the shear stress. In order to ensure the uniqueness of the pressure we impose a zero
mean constraint

∫
Ω
p = 0. The system is closed with an implicit constitutive relation

of the form

GGG(·,SSS,DDD) := α(·, |SSS|2, |DDD|2)DDD− β(·, |SSS|2, |DDD|2)SSS = 0,(1.1b)

where DDD := DDD(u) = 1
2 (∇u + ∇u>) is the symmetric velocity gradient, α, β : Ω ×

[0,∞)2 → R+ are positive functions, and GGG : Ω× Rd×dsym × Rd×dsym → Rd×dsym is a function
that defines a monotone graph; this includes for instance the usual Navier–Stokes and
power-law models (the precise assumptions will be introduced later). This framework
of implicitly constituted fluids is very natural when modelling wide classes of materials,
and allows for their systematic study in a thermodynamically consistent manner [49,
50, 51]. Since in general it is not possible to solve explicitly for the stress SSS in (1.1b)
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to substitute it into the momentum equation, we consider a three-field formulation
of the problem in which the stress is one of the unknowns. After discretization and
Newton linearization, the system has the following block form:

(1.2)

[
A B>

B 0

] [
z
p

]
=

[
f
g

]
,

where z := (SSS,u)>, A is the stress-velocity block and B represents the discrete diver-
gence on the velocity space (c.f. (2.4) below). A popular approach to preconditioning
systems with this structure is based on the block factorization[

A B>

B 0

]−1

=

[
I −A−1B>

0 I

] [
A−1 0

0 S−1

] [
I 0

−BA−1 I

]
,

where S = −BA−1B> is the Schur complement. If approximations Ã−1 and S̃−1

of A−1 and S−1 are available, they can be used in this formula to precondition the
coupled system. For a velocity-pressure formulation of the Stokes system, it is known
that the Schur complement is spectrally equivalent to the viscosity-weighted pressure
mass matrix [57, 44]: S ∼ −ν−1Mp. Using (for instance) an algebraic multigrid

cycle on A as Ã−1 and the inverse diagonal of the pressure mass matrix as S̃−1

results in a mesh-independent preconditioner for the Stokes system. For the Navier–
Stokes system this choice results in a solver whose performance degrades badly as
the Reynolds number Re increases, i.e. the number of Krylov iterations per nonlinear
iteration grows with Re [22]. Other preconditioners such as the pressure convection-
diffusion [41] and least-squares commutator [21] perform well for moderate Reynolds
numbers, but their performance still deteriorates as the Reynolds number grows [23].

An alternative approach for dealing with the Schur complement approximation
was proposed by Benzi and Olshanskii [9] for a 2D Navier–Stokes problem and later
extended to the 3D problem by Farrell, Mitchell and Wechsung [30]. The main idea
is to modify the system by adding an augmented Lagrangian term:

(1.3)

[
A+ γB>M−1

p B B>

B 0

] [
z
p

]
=

[
f + γB>M−1

p g
g

]
,

where γ > 0 is a parameter. Observe that this modification does not change the
solution of the system, since Bz = g. The continuous form of the term γB>M−1

p B
could be interpreted as a least-squares term that penalizes the L2 norm of divu, and
appears in other contexts, such as the iterated penalty and artificial compressibility
methods [58, 17]. From the Sherman–Morrison–Woodbury formula (see e.g. [5]) we
see that the inverse Schur complement of the augmented matrix can be approximated
as

S−1 = (−B(A+ γB>M−1
p B)−1B>)−1 = −(BA−1B>)−1 − γM−1

p

≈ −(ν + γ)M−1
p ≈ −γM−1

p ,

with the approximation improving as γ →∞ (cf. [30]).
The challenge is to develop an efficient solver for the augmented (1, 1) block

A + γB>M−1
p B. This is not trivial as the augmented Lagrangian term has a large

kernel (all divergence-free velocity fields) and so the matrix degenerates as γ → ∞.
The essential breakthrough for the Navier–Stokes system came with the work [9],
where a specialized multigrid operator was developed for the (1, 1) block, applying
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ideas developed by Schöberl for nearly incompressible elasticity [55, 56]. In this work
we will apply these ideas to develop a robust multigrid operator for the coupled stress-
velocity block. The two main components needed to obtain a robust multigrid solver
are a robust relaxation and a robust prolongation operator, which we will develop
in the following sections. In previous work Farrell et al. developed a preconditioner
in this framework for the Scott–Vogelius discretization of the Newtonian case [28],
with a specialised multigrid method applied to the velocity problem arising after
augmentation; the main challenge in this work is the development of an appropriate
inner solver for the augmented stress-velocity block that is required in the implicitly
constituted non-Newtonian case. This inner system presents a saddle point structure
of its own, which we tackle with suitable monolithic multigrid techniques.

It is important to note that the available theory for the development of robust
multigrid solvers assumes that the matrix A is symmetric and positive definite (SPD).
This assumption does not hold for the problem under consideration; the stress-velocity
block in (1.2) itself has a saddle point structure and is not symmetric. Nevertheless,
satisfying the requirements of the SPD case appears to give good performance in the
general case also, as observed in the computational experiments of previous works
[9, 30, 28]. The computational experiments of Section 4 demonstrate that the precon-
ditioner we propose possesses similarly excellent robustness with respect to parameters
arising in the implicit constitutive relation (1.1b).

1.1. Implicit constitutive relation. We will employ standard notation for
Lebesgue and Sobolev spaces (e.g. (W k,r(Ω), ‖ · ‖Wk,r(Ω)) and (Lq(Ω), ‖ · ‖Lq(Ω))) (see

e.g. [3]). The space W k,r
0 (Ω) is defined for r ∈ [1,∞) as the closure of the space of

smooth functions with compact support C∞0 (Ω) with respect to the norm ‖ · ‖Wk,r(Ω)

and we will denote the dual space of W 1,r
0 (Ω) by W−1,r′(Ω). Here r′ denotes the

Hölder conjugate of r, i.e. the number defined by 1/r + 1/r′ = 1. The space of
traces on the boundary of functions in W 1,r(Ω) will be denoted by W 1/r′,r(∂Ω). For
r ∈ [1,∞) we also define the following useful subspaces:

Lr0(Ω) :=

{
q ∈ Lr(Ω) :

∫
Ω

q = 0

}
,

W 1,r
0,div(Ω)d := {v ∈ C∞0 (Ω)d : div v = 0}‖·‖W1,r(Ω) ,

Lrtr(Q)d×d := {τ ∈ Lr(Q)d×d : tr(τ ) = 0},
Lrsym(Q)d×d := {τ ∈ Lr(Q)d×d : τ> = τ},
Lrsym,tr(Q)d×d := Lrsym(Q)d×d ∩ Lrtr(Q)d×d.

In the definition of the space Lrtr(Q)d×d above, tr(τ ) denotes the usual matrix
trace of the d× d matrix function τ .

We will assume that the function GGG in (1.1b) satisfies the following conditions:
(A1) The mapping (DDD,SSS) ∈ Rd×dsym × Rd×dsym 7→ GGG(x,SSS,DDD) is Fréchet-differentiable for

almost every x ∈ Ω.
(A2) The mapping x ∈ Ω 7→ GGG(x,SSS,DDD) belongs to L∞(Ω;Rd×dsym) for every (DDD,SSS) ∈

Rd×dsym × Rd×dsym .
The differentiability assumption (A1) is needed because Newton’s method will be

applied to linearize the system. Let us introduce the graph A : Ω → Rd×dsym × Rd×dsym

defined by GGG using the canonical identification

(1.4) (DDD,SSS) ∈ A(·)⇐⇒ GGG(·,SSS,DDD) = 0.
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We will assume in addition that, for some r > 1, A(·) satisfies the following
properties for almost every x ∈ Ω:

(A3) [A is a strictly monotone graph] For every (DDD1,SSS1), (DDD2,SSS2) ∈ A(x),

(SSS1 − SSS2) : (DDD1 −DDD2) ≥ 0,

with strict inequality when (DDD1,SSS1) 6= (DDD2,SSS2).
(A4) [A is an r-graph] There is a non-negative function m ∈ L1(Ω) and a constant

c > 0 such that

SSS : DDD ≥ −m+ c(|DDD|r + |SSS|r′) for all (DDD,SSS) ∈ A(x).

For a constitutive relation of the form (1.1b), the assumptions above have the following
important consequences, for almost every x ∈ Ω:

(C1) [A includes the origin] (0,0) ∈ A(x).
(C2) [A is maximal monotone] If (DDD,SSS) ∈ Rd×dsym × Rd×dsym is such that

(ŜSS− SSS) : (D̂DD−DDD) ≥ 0 for all (D̂DD, ŜSS) ∈ A(x),

then (DDD,SSS) ∈ A(x).
(C3) [Measurability ] The set-valued map x 7→ A(x) is L(Ω)–(B(Rd×dsym)⊗ B(Rd×dsym))

measurable; here L(Ω) denotes the family of Lebesgue measurable subsets of
Ω and B(Rd×dsym) is the family of Borel subsets of Rd×dsym .

(C4) [Compatibility ] For any (DDD,SSS) ∈ A(x) we have that

tr(DDD) = 0⇐⇒ tr(SSS) = 0.

In other words, we have that A is a maximal monotone r-graph. In the weak formula-

tion of this system we look for (SSS,u, p) ∈ Lr′sym,tr(Ω)d×d×
(
u0 +W 1,r

0,div(Ω)d
)
×Lr̃0(Ω),

where r̃ := min{r′, r∗/2}, such that

∫
Ω

SSS : DDD(v)−
∫

Ω

u⊗ u : DDD(v)−
∫

Ω

p div v =

∫
Ω

f · v ∀v ∈ C∞0 (Ω)d,(1.5a)

(DDD(u),SSS) ∈ A(·) a.e. in Ω,(1.5b)

−
∫

Ω

q divu = 0 ∀ q ∈ C∞0 (Ω).(1.5c)

Under these conditions the results of Buĺıček et al. [15, 14] guarantee the existence
of a weak solution to problem (1.1). The results from [15, 14] apply to a class of
constitutive relations more general than (1.1b), but a large proportion of the algebraic
constitutive relations found in practice are of the kind (1.1b); in addition, when using
relations of the form (1.1b) the conditions (C1)–(C4) are an immediate consequence
of (A1)–(A4).

The relation (1.1b) defines a general constitutive law with a power law structure
describing a fluid with an effective viscosity that depends both on |DDD| and |SSS|; in this
setting the effective viscosity can be defined as:

(1.6) µeff(·, |SSS|, |DDD|) :=
1

2

α(·, |SSS|2, |DDD|2)

β(·, |SSS|2 , |DDD|2)
.
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(a) ν = 1, r1 = 1.2, r2 = 2.5,
β1 = 0.5, β2 = 0, Γ1 = Γ2 = 10.

0
2

4 0

2

40

20

40

|DDD|
|SSS|

µeff(|SSS|, |DDD|)

(b) ν = 1, r1 = 2.5, r2 = 3.5,
β1 = β2 = 0, Γ1 = 100, Γ2 = 20.

Fig. 1. Effective viscosity for the generalised Carreau–Yasuda relation (1.7). Shear-thinning
and stress-thickening behaviour can be observed in (a), while (b) presents only thickening behaviour.

An important example that is captured by the assumptions above is the generalised
Carreau–Yasuda [62] constitutive relation:

GGG(SSS,DDD) =
(
β1 + (1− β1)(1 + Γ1 |DDD|2)

r1−2
2

)
DDD

− 1

2ν

(
β2 + (1− β2)(1 + Γ2 |SSS|2)

2−r2
2(r2−1)

)
SSS,

(1.7)

where r1, r2 > 1, 1 ≥ β1, β2 ≥ 0 and ν,Γ1,Γ2 > 0 are given parameters. Note that
when β2 = 1 the relation (1.7) reduces to the Carreau–Yasuda constitutive relation
and when r1 = 2 = r2 or β1 = 1 = β2 it reduces to the usual Newtonian relation
SSS = 2νDDD. Examples of materials that can be modelled by relations of this type
when r2 = 2 include molten polystyrene, ball-point pen ink, and blood, among others
(see e.g. [7, 62, 1]); when r1 = 2, i.e. when dealing with stress-dependent viscosities,
examples include ice, poly(vinyl chloride) solutions and molten polyethylene [45, 54,
32, 47]. Figure 1 shows the behaviour of the effective viscosity for two choices of the
parameters.

Another example is given by regularizations of the Bingham constitutive relation
for viscoplastic fluids, which is defined by:

(1.8)

 SSS = τy
DDD
|DDD| + 2νDDD, if |SSS| ≥ τy,

DDD = 0, if |SSS| < τy,

where ν > 0 and τy ≥ 0. Some examples of materials modelled by (1.8) or its power-
law-like generalisation, the Herschel–Bulkley constitutive relation, include waxy crude
oil, paint, pastes, drilling muds, and mango jam [11, 33, 8]. Note that such a rela-
tion can be written using an expression of the form (1.1b); for instance, it could be
described using the following functions:
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GGG1(SSS,DDD) = 2ν(τy + |2νDDD|)DDD− |2νDDD|SSS,(1.9a)

GGG2(SSS,DDD) =

{
DDD− 1

2ν (|SSS| − τy)+ SSS
|SSS| , if SSS 6= 0,

DDD, if SSS = 0.
(1.9b)

However, the expressions in (1.9) do not satisfy the differentiability assumption (A1)
and so Newton’s method cannot be directly applied. This difficulty can be addressed
by applying a suitable regularization step. For example, the following functions could
be used instead of (1.9):

G̃GG1(SSS,DDD) = 2ν(τy +
√
|2νDDD|2 + ε2)DDD−

√
|2νDDD|2 + ε2SSS,(1.10a)

G̃GG2(SSS,DDD) =

(
2ν +

τy
|D|

)
(1− e−|DDD|/ε)DDD− SSS,(1.10b)

where ε is a positive small parameter. The relation defined by (1.10b) is known as the
Papanastasiou regularization and is widely used in the simulation of viscoplastic flow
[46], and while (1.10a) is related to the Bercovier–Engelman regularization [10], it
is not usually written in this manner. This illustrates the wide freedom that the
framework employed here offers; the practitioner may select the most convenient
expression for a given constitutive relation.

2. Finite element discretization. For a barycentrically refined triangulation
Th of Ω, let us introduce the following finite element spaces for k ≥ d:

Σh = {σ ∈ L∞(Ω)d×d : σ|K ∈ Pk−1(K)d×d for all K ∈ Th},
V h = {w ∈W 1,r(Ω)d : w|∂Ω = u0, w|K ∈ Pk(K)d for all K ∈ Th},
Mh = {q ∈ L∞0 (Ω) : q|K ∈ Pk−1(K) for all K ∈ Th}.

Here Pk(K) denotes the space of polynomials on K of degree at most k. The velocity-
pressure pair V h–Mh is commonly known as the Scott–Vogelius element and it is
known to be inf-sup stable on barycentrically refined meshes [48, 63, 59], i.e. there is
a positive constant α1, independent of h, such that

(2.1) inf
q∈Mh\{0}

sup
v∈V h\{0}

∫
Ω
q div v

‖v‖W 1,r̃′ (Ω)‖q‖Lr̃(Ω)

≥ α1.

The inf-sup condition is written in terms of Lr̃(Ω)-norms because in this form (2.1)
yields the necessary estimates for the theoretical convergence analysis; see e.g. [18]
for details. Furthermore, we know that there exists a constant cr > 0 such that for
every σ ∈ Σhsym,tr there is τ ∈ Σhsym,tr such that [53, Proposition 3.1]:∫

Ω

τ : σ = ‖σ‖rLr(Ω) and ‖τ‖Lr′ (Ω) ≤ cr‖σ‖r−1
Lr(Ω).

Combining this with the fact that DDD(V h) ⊂ Σh, we immediately obtain inf-sup stabil-
ity for the stress-velocity pair, i.e. there is a constant α2 > 0, independent of h, such
that

(2.2) inf
v∈V h

div\{0}
sup

τ∈Σh
sym,tr\{0}

∫
Ω
τ : DDD(v)

‖τ‖Lr′ (Ω)‖v‖W 1,r(Ω)
≥ α2,
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where V hdiv denotes the subspace of discretely divergence-free functions of V h and
Σhsym,tr denotes the subspace of symmetric and traceless functions of Σh. The fact
that we can work with traceless stresses, and thus fewer degrees of freedom, stems
from the fact that the discretely divergence-free velocities with the Scott–Vogelius
element are in fact pointwise divergence-free. This property is highly desirable and
its importance has been recognized in recent years; see for instance the discussion in
[40, 43].

In the finite element formulation of (1.1) we look for (SSS,u, p) ∈ Σhsym,tr×V h×Mh

such that ∫
Ω

GGG(·,SSS,DDD(u)) : τ = 0 ∀ τ ∈ Σhsym,tr,(2.3a) ∫
Ω

SSS : DDD(v)−
∫

Ω

u⊗ u : DDD(v)−
∫

Ω

p div v =

∫
Ω

f · v ∀v ∈ V h,(2.3b)

−
∫

Ω

q divu = 0 ∀ q ∈Mh.(2.3c)

Known results guarantee the existence of solutions of this finite element discretization
and that they each converge to a weak solution of (1.1) as the mesh is refined in both
the stationary [18] and transient [25] cases.

The nonlinear system (2.3) is solved using Newton’s method. Denoting the current

guess for the solution as (S̃SS, ũ, p̃), the solution procedure is defined by a correction step

(S̃SS, ũ, p̃) 7→ (S̃SS, ũ, p̃)+(SSS,u, p) that is applied iteratively, where (SSS,u, p) is computed by
solving a linear system, whose associated matrix presents the following block structure:

(2.4)

Q1 Q2C
> 0

C E B̃>

0 B̃ 0

SSSu
p

 .
The linear operators in the matrix above are defined through the relations

〈Q1σ, τ 〉 :=

∫
Ω

∂SSSGGG(·, S̃SS,DDD(ũ))σ : τ ∀σ, τ ∈ Σhsym,tr,(2.5a)

〈Q2C
>v, τ 〉 :=

∫
Ω

∂DDDGGG(·, S̃SS,DDD(ũ))DDD(v) : τ ∀v ∈ V h, τ ∈ Σhsym,tr,(2.5b)

〈B̃v, q〉 := −
∫

Ω

q div v ∀v ∈ V h, q ∈Mh,(2.5c)

〈Cσ,w〉 :=

∫
Ω

σ : DDD(w) ∀σ ∈ Σhsym,tr,w ∈ V h,(2.5d)

〈Ev,w〉 := −
∫

Ω

(ũ⊗ v + v ⊗ ũ) : DDD(w) ∀v,w ∈ V h.(2.5e)

Note that the differentiability and the strict monotonicity imply, together with
the Implicit Function Theorem, that Q−1

2 Q1 is either positive or negative definite. If
the convective term is neglected (or if Picard linearization is used instead), with the
help of the inf-sup conditions (2.1) and (2.2) one can guarantee that (2.4) is invertible.
Although the invertibility of (2.4) is not clear when using Newton’s method, in this
work we will always employ it, because of its quadratic convergence rate (assuming
the current guess is sufficiently close to the solution).
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Fig. 2. Non-nested two-level barycentrically refined mesh hierarchy in two dimensions.

3. Augmented Lagrangian Preconditioner. As mentioned above, barycen-
tric refinement guarantees the inf-sup stability of the Scott–Vogelius element pair for
k ≥ d. However, constructing a multigrid hierarchy by successive barycentric refine-
ment creates degenerate elements. We therefore employ the alternative construction
used in [28]. The multigrid hierarchy is obtained by taking a standard uniformly-
refined hierarchy and barycentrically refining on each level once; see Figure 2. The
cells before barycentric refinement are referred to as macro cells. An important con-
sequence of this is the existence of local Fortin operators on each macro cell, which
are useful when trying to characterize locally the space of divergence-free velocities
[29]. A disadvantage is that the resulting mesh hierarchy is non-nested, which leads
to some complications with the prolongation operator in the multigrid algorithm.

Remark 3.1. Augmented Lagrangian preconditioners have been applied to flow
problems with variable viscosity and Bingham rheology before; see e.g. [36, 35]. In
those works it is advocated that for the Schur complement approximation a viscosity-
weighted mass matrix should be used instead:

(3.1) (Mµ)ij :=

∫
Ω

1

µ
φi φj ,

where µ denotes the variable (effective) viscosity and φi, φj are pressure basis func-
tions. A similar argument was presented in [34], where only the Schur complement
approximation without the augmented Lagrangian term was studied. However, in
those works a robust scalable solver for the augmented momentum block was not
available and the authors were limited to low values of γ (γ = 1 was used in their nu-
merical experiments), and so a better approximation for the Schur complement with
(3.1) was necessary. In contrast, the multigrid solver presented in this work for the
stress-velocity block will be γ-robust, which therefore allows for very large values of γ,
and thus excellent control of the Schur complement. It is consequently not necessary
to use (3.1), which requires reassembly at every Newton step.

Robust Relaxation. From (1.3) and (2.4), we see that the augmented stress-
velocity block can be written as

(3.2) A+ γB>M−1
p B =

[
Q1 Q2C

>

C E

]
+ γ

[
0

B̃>

]
M−1
p

[
0 B̃

]
,
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Fig. 3. Macrostar patches on a barycentrically refined mesh in two dimensions.

where γB>M−1
p B is symmetric and semidefinite and A is invertible. Relaxation

methods used in multigrid algorithms can often be framed in terms of subspace cor-
rection methods [60, 61]. Let us define Zh := Σhsym,tr × V h and consider the space
decomposition

(3.3) Zh =
∑
i

Zi,

where the sum is not necessarily direct; for instance, Jacobi relaxation is obtained
by setting Zi = span{ϕi}, where {ϕi}i denotes a basis of Z. For the case when A
is symmetric and positive definite the theory is rigorously established; the results of
Schöberl [56] and Lee et al. [42] guarantee the γ-robustness of the subspace correction
method provided that the decomposition stably captures the kernel of the semidefinite
term. Capturing the kernel means that

(3.4) N h =
∑
i

Zi ∩N h,

where N h denotes the kernel of the semidefinite term (in the case of (3.2), these are
the elements of the form (τ ,v)>, where v is divergence-free in V h, and τ ∈ Σhsym,tr is
arbitrary).

Thankfully, a local characterisation of the kernel of the divergence operator for
the Scott–Vogelius discretization on meshes with the macro structure considered here,
was recently obtained in [29] (see also [28]). In that work it was proven that a kernel
capturing space decomposition is obtained by setting

(3.5) Zi := {z ∈ Zh : supp(z) ⊂ macrostar(qi)},

where for each vertex qi, the macrostar patch macrostar(qi) is defined as the union of
all macro cells touching the vertex (Figure 3 shows a two-dimensional example).

Remark 3.2. In some cases the analysis can be carried out in a slightly different
manner. For example, if we take a Bercovier–Engelman-like regularization of the con-
stitutive relation for an activated Euler fluid (this is the counterpart of the Bingham
constitutive relation where the roles of SSS and DDD are interchanged, see e.g. [12])

GGG(SSS,DDD) = DDD−
(

1

2ν
+

τy√
ε2 + |SSS|2

)
SSS,
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with ν, ε > 0 and τy ≥ 0, then the stress-velocity block in the linearized problem can
be split as follows:

(3.6) Âν + Âε + γB>M−1
p B,

where Âν corresponds to the operator arising from the Newtonian problem and Âε is
defined via

〈Âε(σ,v), (τ ,w)〉 := τy

∫
Ω

1√
ε2 + |S̃SS|2

[
III− S̃SS⊗ S̃SS

ε2 + |S̃SS|2

]
σ : τ , ∀ (σ,v), (τ ,w) ∈ Zh.

The splitting (3.6) could then be interpreted as a perturbation of the Newtonian
problem, which results in an operator that degenerates as ε → 0, γ → ∞, with a
kernel given by elements of the form (S̃SS,w) ∈ Zh, with divw = 0. Note that while
the kernel possesses a one-dimensional stress component, in practice this does not
appear to cause any difficulties for the preconditioner. An illustrative example for a
slightly more complicated problem will be shown in the final section of this work.

In the algorithm presented here, the relaxation solves will be performed additively.
For the patches depicted in Figure 3, each coupled stress-velocity solve for k = 2
(resp. k = 3) involves 31 (resp. 73) degrees of freedom for each component of the
velocity and 60 (resp. 156) degrees of freedom for the stress. This is much more
expensive than, say, a Jacobi smoother, but the resulting robustness in the algorithm
makes it worth the cost, and small local patchwise solves are quite well suited to
modern computing architectures.

Remark 3.3. When working with the full nonlinear problem including advection,
the macrostar iteration (3.3) & (3.5) is not effective as a standalone relaxation method.
However, as observed in [30, 28], this difficulty can be overcome by applying a small
number of GMRES iterations preconditioned by the macrostar iteration as relaxation.

Robust Prolongation. A robust multigrid algorithm also requires a stable pro-
longation operator PH : ZH → Zh, mapping the space of coarse grid functions ZH

into the space of fine grid functions Zh, with a continuity constant independent of γ
or parameters arising in the implicit constitutive relation. In the setting of a velocity-
pressure formulation of the Stokes problem, the matrix A acts only on the velocity
space V h and is actually SPD and thus the whole matrix (3.2) defines a norm. We
could therefore write:

‖vH‖2H,γ = ‖vH‖2AH
+ γ‖div vH‖2L2(Ω),

‖PHvH‖2h,γ = ‖PHvH‖2Ah
+ γ‖ div(PHvH)‖2L2(Ω),

where AH and Ah correspond to discretizations on the coarse and fine mesh, respec-
tively. The central difficulty is that the condition div vH = 0 does not necessarily
imply that div(PHvH) = 0, when PH is a standard prolongation operator based on
finite element interpolation, due to the non-nestedness of the mesh hierarchy. If not
addressed, this causes a lack of robustness in the multigrid solver for large γ. The
insight of Schöberl [55, 56], later applied by Benzi and Olshanskii in [9], and Far-
rell, Mitchell and Wechsung [30, 29, 28], is that by performing local Stokes solves
it is possible to compute a correction to the prolongation operator and ensure that
divergence-free fields get mapped to (nearly) divergence-free fields. For the Scott–
Vogelius discretization on meshes with the macro structure illustrated in Figure 2, it
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Fig. 4. The correction to the prolongation operator is computed on the coarse macro cells.

can be seen that interpolation is actually exact on the boundaries of the coarse macro
cells, and therefore, as shown in [29, 28], the correction to the prolongation operator
can be computed on the space

Ṽ h := {vh ∈ V h : supp(v) ⊂ K for some K ∈MH},
where MH is the triangulation of coarse macro elements. To be more precise, the
corrected prolongation operator is defined through

(3.7) P̃HvH := PHvH − ṽh,
where ṽh ∈ Ṽ h solves the Stokes-like problem
(3.8)∫

Ω

2νDDD(ṽh) : DDD(w̃h) + γ

∫
Ω

div ṽh div w̃h = γ

∫
Ω

div(PHvH) div w̃h ∀ w̃h ∈ Ṽ h.

The positive parameter ν is arbitrary; it could for instance be taken as the one ap-
pearing in the constitutive relations (1.7) and (1.8). Observe that, by definition of the
space Ṽ h, the problem (3.8) decouples on the patches defined by the macro elements
and can therefore be computed independently on each macro cell (see Figure 4); this
is important for the efficiency of the solver.

In the non-Newtonian setting, it may seem more appropriate to alternatively em-
ploy on the left hand side of (3.8) the operator defined by the Schur complement
−CQ−1

1 Q2C
> (which reduces to (3.8) in the Newtonian case). However, since the

end goal is to correct for the error in the divergence introduced by the interpolation
operator, we prefer to retain (3.8) for the sake of avoiding reassembly and refactor-
ization.

The prolongation operator for the stress variables σH ∈ ΣH 7→ σh ∈ Σh, between
spaces ΣH and Σh defined on the coarse and fine meshes respectively, is defined via
the Galerkin projection

(3.9) ‖σh − σH‖L2(Ω) = min
σ∈Σh

‖σH − σ‖L2(Ω).

If we denote the basis of Σh by {ϕih}Nh
i=1, then the optimality condition for (3.9) takes

the form

(3.10)

∫
Ω

σh : ϕih =

∫
Ω

σH : ϕih ∀ i ∈ {1, . . . , Nh},

or written in matrix form:

(3.11) Mhσh = Mh,HσH ,
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(a) Coarse mesh TH . (b) Fine mesh Th. (c) A supermesh of TH and
Th.

Fig. 5. Example of a coarse mesh TH , a fine mesh Th, and an associated supermesh.

Continuation in rheological parameters

Newton solver with line search

Krylov solver (FGMRES)

Full block inverse preconditioner

M−1p for approximate Schur complement inverse

Multigrid F-cycle on stress-velocity block

Coarse grid correction

LU factorization

Prolongation operator

Velocity: local solves on macro cells

Stress: supermesh projection

Relaxation

GMRES

Additive macrostar iteration

Fig. 6. Overview of the algorithm.

where the mass matrices are defined as

(3.12)

(Mh)ij =

∫
Ω

ϕih : ϕjh i, j ∈ {1, . . . , Nh},

(Mh,H)ij =

∫
Ω

ϕih : ϕjH i ∈ {1, . . . , Nh}, j ∈ {1, . . . , NH},

where the basis of ΣH is denoted by {ϕiH}NH
i=1.

Since the meshes are non-nested, the assembly of Mh,H requires the integration
of piecewise polynomial functions over the cells of either mesh. To integrate these
accurately we construct a supermesh of both input meshes [27], a common refinement
of both (see Figure 5). Over each supermesh cell the integrand of the right-hand side of
(3.10) is polynomial, and hence can be calculated accurately with standard quadrature
rules. Since the stress is approximated using discontinuous piecewise polynomials, the
mass matrix Mh is block diagonal, and is simple to invert exactly.

As rediscretization is employed to assemble coarse grid problems, the current
guess for the stress must be injected onto coarse grids. Injection is defined via a
Galerkin projection analogous to (3.9), and employs the same supermesh.

An overview of the full algorithm can be found in Figure 6.

4. Numerical Examples. All the numerical examples presented in this work
were implemented using Firedrake [52]. The macrostar patch solves for the relaxation
and the local solves for the prolongation operator in the multigrid algorithm were
carried out with PCPATCH [26], a recently developed preconditioner in PETSc [6]
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for matrix-free multigrid relaxation via space decompositions. The L2 line search
algorithm [13] was employed to improve the convergence of the Newton solver; the
Newton solver was deemed to have converged when the Euclidean norm of the residual
fell below 1 × 10−8 and the corresponding tolerance for the linear solver was set to
1 × 10−10, unless specified otherwise. These tight tolerances are taken to challenge
the solver; in practical computations the tolerance on the linear solver should be
dynamically adjusted to minimise the computational work, using e.g. the Eisenstat–
Walker algorithm [20]. The augmented Lagrangian parameter was taken as γ = 104,
to obtain excellent control of the Schur complement. In the implementation, the
uniqueness of the pressure was recovered not by enforcing a zero mean condition in
the variational formulation but rather by orthogonalizing against the nullspace of
constants in the Krylov solver.

Bingham flow between two plates. We first test our solver on a problem
where the exact solution is known. Let Ω = (0, L)× (−1, 1) with L > 0 and consider
problem (1.1) with f = 0 and the Bingham constitutive relation (1.8). A function
that solves this problem exactly is given by [4, 34, 39]:

ue(x) :=


(C2 (1− x2

2)− τy(1− x2), 0)>, if
τy
C ≤ x2 ≤ 1,

(C2 (1−
( τy
C

)2
)− τy(1− τy

C ), 0)>, if − τy
C ≤ x2 ≤ τy

C ,
(C2 (1− x2

2)− τy(1 + x2), 0)>, if − 1 ≤ x2 ≤ − τyC ,
(4.1)

pe(x) := −C(x1 −
L

2
),(4.2)

where C is the (negative) pressure gradient. The boundary datum u0 is chosen so as to
match the values in the expression above. The problem was solved with L = 4, C = 2
and τy = 1 using the regularization (1.10a). Secant continuation starting from ε = 1
was employed to obtain better initial guesses for Newton’s method; more precisely,
this means that given two previously computed solutions w1,w2 corresponding to the
parameters ε1, ε2, respectively, the initial guess for Newton’s method at ε is chosen as

(4.3)
ε− ε2

ε2 − ε1
(w2 −w1) +w2.

In this case the tolerances were chosen to be 1×10−10 and 1×10−12 for the nonlinear
and linear solvers, respectively. Tighter tolerances are used for this problem to ensure
convergence of the continuation scheme.

Figure 7 (a) shows the L2-distance between the numerical solution and the exact
solution (4.1), as ε decreases, for different values of the polynomial degree k and
the number of refinements in the mesh hierarchy l; it can be observed that at some
point the discretization error starts to dominate. Figure 7 (b) shows the velocity
profiles for different values of ε, including the exact solution. Table 1 shows the
average number of Krylov iterations per Newton step using two multigrid cycles with
5 relaxation sweeps per level as Ã−1. It can be seen in Table 1 that the number
of iterations remains under control, with only a slight increase for very small ε and
one level of refinement; the number of Newton iterations also appears to exhibit
mesh-independence. In the practical computation of viscoplastic flow the approach
described here should be combined with an adaptive refinement of the mesh in order
to resolve the yield surface more accurately.

Generalised Carreau–Yasuda Fluid. In this experiment we employ the con-
stitutive relation (1.7) and test the solver with different values of the rheological pa-
rameters on the lid driven cavity problem. The problem is solved on the square/cube
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Fig. 7. Numerical solution of the Bingham flow between two plates.

Table 1
Average number of Krylov iterations per Newton step as ε decreases for the Bingham flow

between two plates.

k # refs # dofs
ε

0.1 0.01 0.001 0.0001

2
1 2.8× 104 5 5 5.33 14
2 1.1× 105 4 3.57 3.83 2.66
3 4.5× 105 4 4 3.85 3.5

3 1 5.9× 104 2.4 2.6 2.44 3.5

(0, 2)d with f = 0, and boundary data

u0(x) :=

{
(x2(2− x)2, 0)>, if y = 2,

(0, 0)>, otherwise,

if d = 2, and

u0(x) :=

{
(x2(2− x)2z2(2− z)2, 0, 0)>, if y = 2,

(0, 0, 0)>, otherwise,

if d = 3. For the 3D problem the tolerance for the linear solver was set to 1 × 10−8.
In this example a simple continuation algorithm was employed to reach the different
values of the parameters, e.g. the solution corresponding to ν is used as an initial
guess in Newton’s method for the problem with ν + δν, iterating the procedure until
the desired value is reached. For parameters for which the effective viscosity is small
(e.g. small ν), the problem will be convection dominated and hence some advective
stabilization is required in (2.3b). We choose to add a stabilizing term based on jump
penalisation described in [16, 19]:

(4.4) Sh(v,w) :=
∑

K∈Mh

1

2

∫
∂K

δ h2
∂K J∇vK : J∇wK,
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where JzK denotes the jump of z across ∂K, h∂K is a function giving the size of
each face in ∂K, and δ is an arbitrary stabilization parameter. In the numerical
experiments the stabilization parameter was chosen to be cell-dependent and set to
5×10−3‖ũ‖L∞(K). In the experiments described in this section, 2 full multigrid cycles

with 4 relaxation sweeps per level were applied as Ã−1 when d = 2, and 1 cycle with
6 relaxation sweeps when d = 3. These values were chosen so as to balance the
amount of inner and outer work (e.g. fewer relaxation sweeps result in less expensive
linear solves, but more iterations are needed); convergence is also achieved with fewer
relaxation sweeps, but the values chosen here resulted in a shorter time to solution.
Tables 2 and 3 show the average number of Krylov iterations per Newton step for a
problem with decreasing ν; it can be observed that the number of iterations remains
well controlled even for the lowest values of ν (in the Newtonian problem, ν = 0.0002
would correspond to a Reynolds number of 10000).

Table 2
Average number of Krylov iterations per Newton step as ν decreases for the 2D generalised

Carreau–Yasuda relation with r1 = 1.8, r2 = 2.5, Γ1 = Γ2 = 200, β1 = 0.9, β2 = 0.5.

k # refs # dofs
ν

0.2 0.001 0.0005 0.0002

2
1 3.1× 104 4.25 3.5 4 5
2 1.2× 105 4.25 3.5 3.5 4
3 4.9× 105 4.25 3 2.5 3

3
1 6.5× 104 2.75 2. 2.5 2.5
2 2.5× 105 2.75 1.66 2 2.5
3 1.0× 106 2.5 2 1.5 1.5

Table 3
Average number of Krylov iterations per Newton step as ν decreases for the 3D generalised

Carreau–Yasuda relation with r1 = 1.8, r2 = 2.5, Γ1 = Γ2 = 200, β1 = 0.9, β2 = 0.5.

k # refs # dofs
ν

0.2 0.002 0.0005 0.00028

3 1 9.2× 105 7.25 5 5.5 5.5

A comparison with the preconditioner using a Jacobi smoother instead of the
macrostar iteration can be found in Table 4, for a given set of rheological parame-
ters. The experiments were performed on 12 Intel Xeon Silver 4116 CPUs. Very mild
parameters are considered for this comparison, since the Krylov solver with Jacobi
smoothing fails to converge otherwise (the solver using the AMG libraries Hypre [24],
ML [31], and GAMG [2] on the stress-velocity block failed to converge altogether).
We note that for our academic test problems, the preconditioner employing a direct
sparse solver for the stress-velocity block is still faster on the workstation resources
we had available, but we expect that the implementation could be optimised and the
algorithm employing the macrostar iteration will scale better on high performance
computers. Other ways of lowering the cost of the algorithm, such as employing
H(div)–L2-type elements for the velocity and pressure, for which a smaller star iter-
ation would suffice to capture the kernel, will be the subject of future research.
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Table 4
Runtime comparison and total number of Krylov iterations (# iters) for a 2D problem with

ν = 0.02, r1 = 1.8, r2 = 2.5, Γ1 = Γ2 = 200, β1 = 0.9, β2 = 0.5, and a 3D problem with
r1 = r2 = ν = 2.

d (k,#refs) # dofs
macrostar Jacobi

# iters time (min.) # iters time (min.)

2 (2, 3) 4.9× 105 15 1.67 3040 107.81
3 (3, 1) 9.2× 105 10 37.33 753 70.35

Tables 5 and 6 show the number of average Krylov iterations for small r1 and
large Γ2, respectively, for two different values of γ. It can be observed that depend-
ing on the parameter of interest, large values of γ improve the robustness of the
algorithm. In all the examples in this section, the solver appears to be robust with
respect to the parameters appearing in the constitutive relation and also exhibits
mesh-independence.

Table 5
Average number of Krylov iterations per Newton step as r1 decreases for the 2D generalised

Carreau–Yasuda relation with ν = 0.01, r2 = 2, Γ1 = 125, β1 = 0.7.

γ k # refs # dofs
r1

1.66 1.25 1.11 1.07

104

2
1 3.1× 104 3.5 3.5 3.5 3.5
2 1.2× 105 3.5 3.5 3.5 3.5
3 4.9× 105 3 3.5 4 4

3
1 6.5× 104 2 2 2 2
2 2.5× 105 2 2 2 2.5
3 1.0× 106 2 2 2.5 2.5

1

2
1 3.1× 104 5 4 4 4
2 1.2× 105 4.5 4 3.5 3.5
3 4.9× 105 4 4 4 4

3
1 6.5× 104 4 4 3.5 3
2 2.5× 105 4 3.5 3 3
3 1.0× 106 4 3.5 3 3

Remark 4.1. In general, extreme values of the parameters could result in conver-
gence issues for the nonlinear iterations. In practice, the preconditioner presented
here should then be coupled e.g. with a more sophisticated continuation strategy for
the nonlinear iterations, or with nested iteration.

Activated Euler Flow Past an Obstacle. Consider the non-standard consti-
tutive relation

(4.5)

 DDD = τy
SSS
|SSS| +DDD2, if |DDD| ≥ τy,

SSS = 0, if |DDD| < τy,
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Table 6
Average number of Krylov iterations per Newton step as Γ2 increases for the 2D generalised

Carreau–Yasuda relation with ν = 0.01, r1 = 1.7, r2 = 3, Γ1 = 10, β1 = 0.2, β2 = 0.9.

γ k # refs # dofs
Γ2

10 1000 5000 10000

104

2
1 3.1× 104 4 3.66 4 4
2 1.2× 105 3.66 3.66 4 3.5
3 4.9× 105 3.66 3.66 4 4

3
1 6.5× 104 2.33 2 2.5 2.5
2 2.5× 105 2.33 2 2.5 2.5
3 1.0× 106 2.33 2 2.5 2.5

1

2
1 3.1× 104 9.66 20.3 32 34.5
2 1.2× 105 9 19.3 30.5 31.5
3 4.9× 105 8 17.3 26 27

3
1 6.5× 104 7.33 15.6 24 26
2 2.5× 105 6.33 13.6 20 21
3 1.0× 106 6 11.3 16.5 17.5

where DDD2 satisfies SSS = 2ν|DDD2|r−2DDD2, for some ν > 0 and r > 1. A material with
a response of this type of response is called an Euler/power-law fluid and some of
its properties were analyzed for the first time in [12]; it describes an inviscid fluid
before activation (i.e. when |DDD| ≤ τy) and a power-law fluid otherwise. It is likely that
such constitutive relations had not been considered before due to the prevalence of
explicit relations of the kind SSS = SSS(DDD) in the literature, but they could nevertheless
be potentially useful in applications and further research is warranted.

Observe that the power-law nonlinearity can be inverted and we have that, for
any DDD,SSS ∈ Rd×dsym ,

(4.6) SSS = 2ν|DDD|r−2DDD⇐⇒ DDD =
1

2ν

( |SSS|
2ν

)r′−2

SSS.

Using this fact we can write a regularized constitutive relation similar to the one
described in Remark 3.2:

GGG(SSS,DDD) = DDD−
(

1

2ν

∣∣∣∣ SSS2ν
∣∣∣∣r′−2

+
τy√

ε2 + |SSS|2

)
SSS,

where ε > 0. The problem was solved on the set Ω = (0, 2) × (0, 0.41) \ (0.3, 0.4) ×
(0.15, 0.25), with boundary data

(4.7)


u = (4 0.3x2(0.41−x2)

0.412 , 0)>, on ∂Ω1 := {x1 = 0} ∩ ∂Ω,

uτ = 0 and SSSn · n− p = 0 on ∂Ω2 := {x1 = 2} ∩ ∂Ω,

u = 0, on ∂Ω \ (∂Ω1 ∪ ∂Ω2),

where n is the outward normal vector to the boundary and uτ = u − (u · n)n is
the tangential part of the velocity. Table 7 shows the number of Krylov iterations
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(a) Effective viscosity for an activated Euler/power-law fluid with r = 1.3, τy = 3, ν = 0.5, and
ε = 1× 10−5.

(b) Effective viscosity for a power-law fluid with r = 1.3 and ν = 0.5.

Fig. 8. Effective viscosity for the flow past an obstacle.

per Newton step obtained using two full multigrid cycles with 3 relaxation steps per
level as Ã−1; the same robust behaviour as in the previous examples can be observed
here. Figure 8 shows the effective viscosity µeff := SSS

2DDD for the solution of this problem
and for that of a regular shear-thinning power-law fluid. It can be observed that the
effective viscosity of the activated fluid greatly decreases far away from the obstacle,
which is a common assumption in the study of boundary layers.

Table 7
Average number of Krylov iterations per Newton step as ε decreases for the Euler/power-law

relation with ν = 0.5, r = 1.3, τy = 3.

k # refs # dofs
ε

0.2 0.01 0.0001 0.00001

2
1 3.5× 104 5 3 2 2
2 1.4× 105 5.66 4 2 2
3 5.6× 105 4.6 4 3 3

3
1 7.3× 104 2.66 2 1 1
2 2.9× 105 3 2 2 2
3 1.1× 106 3 2 2 2

5. Conclusion. In this work we have extended the work of [9, 30, 29, 28]
on parameter-robust preconditioners for two-field formulations of the Navier–Stokes
equations to a three-field formulation of the non-Newtonian equations with an implicit
constitutive relation. An augmented Lagrangian term controls the Schur complement
with respect to the pressure, while a specialized multigrid scheme is applied mono-
lithically to the augmented stress-velocity block. The preconditioner is robust to
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variation of the rheological parameters in numerical experiments. We expect that the
same strategy will apply straightforwardly to the transient case [37]. An important
extension is to the anisothermal case: future work will investigate whether it is ad-
vantageous to take the Schur complement with respect to the temperature [38], or
treat the temperature monolithically with the stress and velocity.
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