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Abstract. In this paper, we are mainly concerned with the physically interesting static Schrödinger-Hartree-Maxwell type equations

$$
(-\Delta)^{s} u(x)=\left(\frac{1}{|x|^{\sigma}} *|u|^{p}\right) u^{q}(x) \quad \text { in } \mathbb{R}^{n}
$$

involving higher-order or higher-order fractional Laplacians, where $n \geq 1,0<s:=m+\frac{\alpha}{2}<\frac{n}{2}$, $m \geq 0$ is an integer, $0<\alpha \leq 2,0<\sigma<n, 0<p \leq \frac{2 n-\sigma}{n-2 s}$ and $0<q \leq \frac{n+2 s-\sigma}{n-2 s}$. We first prove the super poly-harmonic properties of nonnegative classical solutions to the above PDEs, then show the equivalence between the PDEs and the following integral equations

$$
u(x)=\int_{\mathbb{R}^{n}} \frac{R_{2 s, n}}{|x-y|^{n-2 s}}\left(\int_{\mathbb{R}^{n}} \frac{1}{|y-z|^{\sigma}} u^{p}(z) d z\right) u^{q}(y) d y
$$

Finally, we classify all nonnegative solutions to the integral equations via the method of moving spheres in integral form. As a consequence, we obtain the classification results of nonnegative classical solutions for the PDEs. Our results completely improved the classification results in [4, 28, 29, 30, 43]. In critical and super-critical order cases (i.e., $\frac{n}{2} \leq s:=m+\frac{\alpha}{2}<+\infty$ ), we also derive Liouville type theorem.
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## 1. Introduction

1.1. Classification results for nonnegative solutions in sub-critical order cases: $0<s<\frac{n}{2}$. In this paper, we mainly consider nonnegative classical solutions to the following physically interesting static Schrödinger-Hartree-Maxwell type equations involving higherorder or higher-order fractional Laplacians

$$
\begin{equation*}
(-\Delta)^{s} u(x)=\left(\frac{1}{|x|^{\sigma}} *|u|^{p}\right) u^{q}(x) \quad \text { in } \mathbb{R}^{n} \tag{1.1}
\end{equation*}
$$

where $n \geq 1,0<s:=m+\frac{\alpha}{2}<\frac{n}{2}, m \geq 0$ is an integer, $0<\alpha \leq 2,0<\sigma<n$, $0<p \leq \frac{2 n-\sigma}{n-2 s}$ and $0<q \leq \frac{n+2 s-\sigma}{n-2 s}$. The higher-order or higher-order fractional Laplacians $(-\Delta)^{s}:=(-\Delta)^{m}(-\Delta)^{\frac{\alpha}{2}}$. When $\sigma=4 s, p=2,0<q \leq 1$, (1.1) is called static SchrödingerHartree type equations. When $\sigma=n-2 s, p=\frac{n+2 s}{n-2 s}, 0<q \leq \frac{4 s}{n-2 s}$, (1.1) is known as static Schrödinger-Maxwell type equations. We say that equation (1.1) is in critical order if $s=\frac{n}{2}$, is in sub-critical order if $0<s<\frac{n}{2}$ and is in super-critical order if $\frac{n}{2}<s<+\infty$.

[^0]When $0<\alpha<2$, the nonlocal fractional Laplacians $(-\Delta)^{\frac{\alpha}{2}}$ is defined by

$$
\begin{equation*}
(-\Delta)^{\frac{\alpha}{2}} u(x)=C_{\alpha, n} P . V . \int_{\mathbb{R}^{n}} \frac{u(x)-u(y)}{|x-y|^{n+\alpha}} d y:=C_{\alpha, n} \lim _{\epsilon \rightarrow 0} \int_{|y-x| \geq \epsilon} \frac{u(x)-u(y)}{|x-y|^{n+\alpha}} d y \tag{1.2}
\end{equation*}
$$

for any functions $u \in C_{l o c}^{[\alpha],\{\alpha\}+\epsilon} \cap \mathcal{L}_{\alpha}\left(\mathbb{R}^{n}\right)$ with arbitrarily small $\epsilon>0$, where $[\alpha]$ denotes the integer part of $\alpha,\{\alpha\}:=\alpha-[\alpha]$, the constant $C_{\alpha, n}=\left(\int_{\mathbb{R}^{n}} \frac{1-\cos \left(2 \pi \zeta_{1}\right)}{\mid \zeta \zeta^{n+\alpha}} d \zeta\right)^{-1}$ and the function spaces

$$
\begin{equation*}
\mathcal{L}_{\alpha}\left(\mathbb{R}^{n}\right):=\left\{u: \mathbb{R}^{n} \rightarrow \mathbb{R} \left\lvert\, \int_{\mathbb{R}^{n}} \frac{|u(x)|}{1+|x|^{n+\alpha}} d x<\infty\right.\right\} \tag{1.3}
\end{equation*}
$$

The fractional Laplacians $(-\Delta)^{\frac{\alpha}{2}}$ can also be defined equivalently (see [19]) by Caffarelli and Silvestre's extension method (see [22]) for $u \in C_{\text {loc }}^{[\alpha],\{\alpha\}+\epsilon}\left(\mathbb{R}^{n}\right) \cap \mathcal{L}_{\alpha}\left(\mathbb{R}^{n}\right)$.

We say $u$ is a classical solution to equation (1.1), provided that $u \in C^{2 m+\alpha}\left(\mathbb{R}^{n}\right)$ if $\alpha=2$, $u \in C_{l o c}^{2 m+[\alpha],\{\alpha\}+\epsilon}\left(\mathbb{R}^{n}\right)$ (with arbitrarily small $\epsilon>0$ ) if $0<\alpha<2$, and $u$ satisfies equation (1.1) pointwise in $\mathbb{R}^{n}$. Throughout this paper, we define $(-\Delta)^{m+\frac{\alpha}{2}} u:=(-\Delta)^{m}(-\Delta)^{\frac{\alpha}{2}} u$ for $u \in C_{l o c}^{2 m+[\alpha],\{\alpha\}+\epsilon}\left(\mathbb{R}^{n}\right) \cap \mathcal{L}_{\alpha}\left(\mathbb{R}^{n}\right)$ in the cases $0<\alpha<2$, where $(-\Delta)^{\frac{\alpha}{2}} u$ is defined by definition (1.2). Due to the nonlocal feature of $(-\Delta)^{\frac{\alpha}{2}}$, we need to assume $u \in C_{l o c}^{2 m+[\alpha],\{\alpha\}+\epsilon}\left(\mathbb{R}^{n}\right)$ with arbitrarily small $\epsilon>0$ (merely $u \in C^{2 m+[\alpha],\{\alpha\}}$ is not enough) to guarantee that $(-\Delta)^{\frac{\alpha}{2}} u \in$ $C^{2 m}\left(\mathbb{R}^{n}\right)$ (see [19, 56]), and hence $u$ is a classical solution to equation (1.1) in the sense that $(-\Delta)^{m+\frac{\alpha}{2}} u$ is pointwise well-defined and continuous in the whole $\mathbb{R}^{n}$.

One should observe that both the fractional Laplacians $(-\Delta)^{\frac{\alpha}{2}}$ and the Hartree type nonlinearity are nonlocal in our equation (1.1), which is quite different from most of the known results in previous literature. The fractional Laplacian is a nonlocal integral operator. It can be used to model diverse physical phenomena, such as anomalous diffusion and quasigeostrophic flows, turbulence and water waves, molecular dynamics, and relativistic quantum mechanics of stars (see [21, 24] and the references therein). It also has various applications in probability and finance (see [1, 23] and the references therein). In particular, the fractional Laplacian can also be understood as the infinitesimal generator of a stable Lévy process (see [1]).

PDEs of the type (1.1) arise in the Hartree-Fock theory of the nonlinear Schrödinger equations (see [45]). The solution $u$ to problem (1.1) is also a ground state or a stationary solution to the following dynamic Schrödinger-Hartree equation

$$
\begin{equation*}
i \partial_{t} u+(-\Delta)^{m+\frac{\alpha}{2}} u=\left(\frac{1}{|x|^{\sigma}} *|u|^{p}\right) u^{q}, \quad(t, x) \in \mathbb{R} \times \mathbb{R}^{n} \tag{1.4}
\end{equation*}
$$

involving higher-order or higher-order fractional Laplacians. The Schrödinger-Hartree equations have many interesting applications in the quantum theory of large systems of nonrelativistic bosonic atoms and molecules (see, e.g. [32]). The Schrödinger equations and Hartree equations with Laplacians, poly-Laplacians or fractional Laplacians have been quite intensively studied, please refer to [35, 44, 50, 51] and the references therein, in which the ground state solution can be regarded as a crucial criterion or threshold for global well-posedness and scattering in the focusing case. Therefore, the classification of solutions to (1.1) plays an important and fundamental role in the study of the focusing dynamic Schrödinger-Hartree equations (1.4) involving higher-order or higher-order fractional Laplacians.

The qualitative properties of solutions to fractional order or higher order elliptic equations have been extensively studied, for instance, see [5, 6, 8, 19, 11, 14, 18, 19, 26, 30, 33, 40, 46, 57, 59 and the references therein. There are also lots of literatures on the qualitative properties of solutions to Hartree or Choquard type equations of fractional or higher order, please see e.g. [4, 7, 16, 25, 27, 28, 29, 30, 37, 39, 43, 48, 49, 52, 58] and the references therein. Liu proved in [43] the classification results for positive classical solutions to (1.1) with $m=0$, $\alpha=2, \sigma=4 \in(0, n), p=2$ and $q=1$, by using the idea of considering the equivalent systems of integral equations instead, which was initially used in dealing with second order Choquard equations by Ma and Zhao [52]. In [4], under some weak decay assumptions, Cao and Dai considered the differential equations directly and classified nonnegative $C^{4}$ solutions to bi-harmonic equations (1.1) with $m=1, \alpha=2, \sigma=8 \in(0, n), p=2$ and $0<q \leq 1$. In [30], under some weak integrability assumptions, Dai and Qin classified nonnegative classical solutions to third order equations (1.1) with $m=1, \alpha=1, \sigma=6 \in(0, n), p=2$ and $0<q \leq 1$. Dai, Fang and Qin [28] classified all the positive classical solutions to (1.1) when $m=0,0<\alpha<2, \sigma=2 \alpha \in(0, n), p=2$ and $q=1$ via a direct method of moving planes for fractional Laplacians. In [29, Dai and Liu established classification results for nonnegative classical solutions to Schrödinger-Hartree-Maxwell type equations (1.1) in the cases that $m=0,0<\alpha \leq 2, \sigma=2 \alpha \in(0, n), p=2$ and $0<q \leq 1$ or $m=0,0<\alpha \leq 2$, $\sigma=n-\alpha \in(0, n), p=\frac{n+\alpha}{n-\alpha}$ and $0<q \leq \frac{2 \alpha}{n-\alpha}$.

In this paper, we will completely improve the classification results in Liu [43], Cao and Dai [4], Dai and Qin [30], Dai, Fang and Qin [28] and Dai and Liu [29], and classified nonnegative classical solutions to Schrödinger-Hartree-Maxwell type equations (1.1) in the full range $s:=$ $m+\frac{\alpha}{2} \in\left(0, \frac{n}{2}\right), m \geq 0$ is an integer, $0<\alpha \leq 2,0<\sigma<n, 0<p \leq \frac{2 n-\sigma}{n-2 s}$ and $0<q \leq \frac{n+2 s-\sigma}{n-2 s}$.

Equations (1.1) are closely related to the following integral equations

$$
\begin{equation*}
u(x)=\int_{\mathbb{R}^{n}} \frac{R_{2 s, n}}{|x-y|^{n-2 s}}\left(\int_{\mathbb{R}^{n}} \frac{1}{|y-z|^{\sigma}} u^{p}(z) d z\right) u^{q}(y) d y, \tag{1.5}
\end{equation*}
$$

where the Riesz potential's constants $R_{\gamma, n}:=\frac{\Gamma\left(\frac{n-\gamma}{2}\right)}{\pi^{\frac{n}{2}} 2^{\gamma} \Gamma\left(\frac{\gamma}{2}\right)}$ for $0<\gamma<n$ (see [54]). In fact, we will show that PDEs (1.1) and IEs (1.5) are equivalent. In order to prove this equivalence, we have to derive the super poly-harmonic properties first.

It is well known that the super poly-harmonic properties of nonnegative solutions play a crucial role in establishing the integral representation formulae, Liouville type theorems and classification of solutions to higher order PDEs in $\mathbb{R}^{n}$ or $\mathbb{R}_{+}^{n}$ (see [2, 4, 5, 6, 8, 9, 15, 26, 30, 40, 57] and the references therein). For integer higher-order equations (i.e., $\alpha=2$ in (1.1)), the super poly-harmonic properties for nonnegative solutions usually can be derived via the "spherical average, re-centers and iteration" arguments in conjunction with careful ODE analysis (we refer to [9, 40, 57], see also [6, 8, 15, 30] and the references therein). However, for the fractional higher-order equations (1.1) (i.e., $0<\alpha<2$ in (1.1)), the super poly-harmonic properties are difficult to be derived. The reason for this is that $(-\Delta)^{\frac{\alpha}{2}}$ is nonlocal and $(-\Delta)^{\frac{\alpha}{2}} f(r)$ can not be calculated or expanded accurately $(0<\alpha<2$ and $f(r)$ is a radially symmetric function), thus the strategy for integer higher-order equations does not work any more for equations (1.1) involving higher-order fractional Laplacians. In [5], by taking full advantage of the Poisson representation formulae for $(-\Delta)^{\frac{\alpha}{2}}$ and developing some new integral estimates on the average $\int_{R}^{+\infty} \frac{R^{\alpha}}{r\left(r^{2}-R^{2}\right)^{\frac{\alpha}{2}}} \bar{u}(r) d r$ and iteration techniques, Cao, Dai and Qin first introduced a new approach to overcome these difficulties and establish the
super-harmonic properties of nonnegative solutions to PDEs involving higher-order fractional Laplacians.

Inspired by ideas from [5], we prove the super poly-harmonic properties for nonnegative classical solutions to (1.1) in both integer and fractional higher-order cases in a unified way (see Section 2).

Theorem 1.1. Assume $n \geq 2,0<s:=m+\frac{\alpha}{2}<+\infty, 0<\alpha \leq 2$, $m \geq 1$ is an integer, $-\infty<\sigma<n, 0<q<+\infty, 0<p<+\infty$ if $0<\alpha<2,1 \leq p<+\infty$ if $\alpha=2$. Suppose that $u$ is a nonnegative classical solution to (1.1). Then, we have, for every $i=0,1, \cdots, m-1$,

$$
\begin{equation*}
(-\Delta)^{i+\frac{\alpha}{2}} u(x) \geq 0, \quad \forall x \in \mathbb{R}^{n} \tag{1.6}
\end{equation*}
$$

Remark 1.2. In the fractional higher-order cases $0<\alpha<2$, Theorem 1.1 can be deduced from Theorem 1.1 in [5] directly. In the integer higher-order cases $\alpha=2$, the results in Theorem 1.1 are new. We will give a unified proof for Theorem 1.1 in both integer and fractional higher-order cases in Section 2.

From the super poly-harmonic properties of nonnegative solutions in Theorem 1.1, by using the methods in [6, 10, 28, 60], we can deduce the following equivalence between PDEs (1.1) and IEs (1.5) (see Section 3).

Theorem 1.3. Assume $n \geq 2,0<s:=m+\frac{\alpha}{2}<\frac{n}{2}, 0<\alpha \leq 2, m \geq 0$ is an integer, $-\infty<\sigma<n, 0<q<+\infty, 0<p<+\infty$ if $\alpha \in(0,2)$ and $m \geq 1$ or $\alpha \in(0,2]$ and $m=0$, $1 \leq p<+\infty$ if $\alpha=2$ and $m \geq 1$. Suppose that $u$ is a nonnegative classical solution to (1.1), then $u$ is also a nonnegative solution to integral equation (1.5), and vice versa.

By the equivalence between PDEs (1.1) and IEs (1.5), we can consider integral equations (1.5) instead of PDEs (1.1). By applying the methods of moving spheres in integral forms, we derive the following classification results for nonnegative solutions to IEs (1.5) (See Section 4). For more literatures on the classification of solutions and Liouville type theorems for various PDE and IE problems via the methods of moving planes or spheres, please refer to [4, 6, 8, 10, 11, 12, 13, 14, 17, 18, 20, 27, 28, 29, 30, 333, 33, 38, 40, 46, 52, 533, 555, 57, 55] and the references therein.
Theorem 1.4. Assume $n \geq 1,0<s:=m+\frac{\alpha}{2}<\frac{n}{2}, 0<\alpha \leq 2, m \geq 0$ is an integer, $0<\sigma<n, 0<p \leq \frac{2 n-\sigma}{n-2 s}$ and $0<q \leq \frac{n+2 s-\sigma}{n-2 s}$. Suppose $u \in C\left(\mathbb{R}^{n}\right)$ is a nonnegative solution to IE (1.5). In the critical case $p=\frac{2 n-\sigma}{n-2 s}$ and $q=\frac{n+2 s-\sigma}{n-2 s}$, we have either $u \equiv 0$ or $u$ must have the following form

$$
u(x)=\mu^{\frac{n-2 s}{2}} Q\left(\mu\left(x-x_{0}\right)\right) \quad \text { for some } \mu>0 \text { and } x_{0} \in \mathbb{R}^{n}
$$

where $Q(x)=\left(\frac{1}{R_{2 s, n} I\left(\frac{\sigma}{2}\right) I\left(\frac{n-2 s}{2}\right)}\right)^{\frac{n-2 s}{2(n+2 s-\sigma)}}\left(\frac{1}{1+|x|^{2}}\right)^{\frac{n-2 s}{2}}$ with $I(\gamma):=\frac{\pi^{\frac{n}{2}} \Gamma\left(\frac{n-2 \gamma}{2}\right)}{\Gamma(n-\gamma)}$ for $0<\gamma<\frac{n}{2}$. In the subcritical cases $0<p<\frac{2 n-\sigma}{n-2 s}$ or $0<q<\frac{n+2 s-\sigma}{n-2 s}$, the unique nonnegative solution to (1.5) is $u \equiv 0$ in $\mathbb{R}^{n}$.

As a consequence of the equivalence in Theorem 1.3 and the classification results for IEs (1.5) in Theorem 1.4, we obtain the following classification results for PDEs (1.1).

Corollary 1.5. Assume $n \geq 2,0<s:=m+\frac{\alpha}{2}<\frac{n}{2}, 0<\alpha \leq 2, m \geq 0$ is an integer, $0<\sigma<n, 0<q \leq \frac{n+2 s-\sigma}{n-2 s}, 0<p \leq \frac{2 n-\sigma}{n-2 s}$ if $\alpha \in(0,2)$ and $m \geq 1$ or $\alpha \in(0,2]$ and $m=0$,
$1 \leq p \leq \frac{2 n-\sigma}{n-2 s}$ if $\alpha=2$ and $m \geq 1$. Suppose $u$ is a nonnegative classical solution to PDE (1.1). In the critical case $p=\frac{2 n-\sigma}{n-2 s}$ and $q=\frac{n+2 s-\sigma}{n-2 s}$, we have either $u \equiv 0$ or $u$ must have the following form

$$
u(x)=\mu^{\frac{n-2 s}{2}} Q\left(\mu\left(x-x_{0}\right)\right) \quad \text { for some } \mu>0 \text { and } x_{0} \in \mathbb{R}^{n}
$$

where $Q(x)=\left(\frac{1}{R_{2 s, n} I\left(\frac{\sigma}{2}\right) I\left(\frac{n-2 s}{2}\right)}\right)^{\frac{n-2 s}{2(n+2 s-\sigma)}}\left(\frac{1}{1+|x|^{2}}\right)^{\frac{n-2 s}{2}}$ with $I(\gamma):=\frac{\pi^{\frac{n}{2}} \Gamma\left(\frac{n-2 \gamma}{2}\right)}{\Gamma(n-\gamma)}$ for $0<\gamma<\frac{n}{2}$. In the subcritical cases $p<\frac{2 n-\sigma}{n-2 s}$ or $q<\frac{n+2 s-\sigma}{n-2 s}$, the unique nonnegative classical solution to (1.1) is $u \equiv 0$ in $\mathbb{R}^{n}$.

Remark 1.6. Our classification results in Corollary 1.5 completely improve the classification results in Liu [43], Cao and Dai [4], Dai and Qin [30], Dai, Fang and Qin [28] and Dai and Liu [29] to the full range of $n, s, \sigma, p$ and $q$.

In the critical case $p=\frac{2 n-\sigma}{n-2 s}$ and $q=\frac{n+2 s-\sigma}{n-2 s}$, the classification of positive solutions to (1.1) would provide the best constants and extremal functions for the corresponding Hardy-Littlewood-Sobolev inequality (see [39]). We define the norm

$$
\begin{equation*}
\|u\|_{L^{V}\left(\mathbb{R}^{n}\right)}:=\left\|\left(V_{\sigma} *|u|^{\frac{2 n-\sigma}{n-2 s}}\right)|u|^{\frac{2 n-\sigma}{n-2 s}}\right\|_{L^{1}\left(\mathbb{R}^{n}\right)}^{\frac{n-2 s}{2(2 n-\sigma)}} \tag{1.7}
\end{equation*}
$$

for $0<\sigma<n, 0<s<\frac{n}{2}$ with potential $V_{\sigma}=\frac{1}{|x|^{\sigma}}$. For any $u \in H^{s}\left(\mathbb{R}^{n}\right)$, we have the following Hardy-Littlewood-Sobolev inequality (see [39, 54])

$$
\begin{equation*}
\|u\|_{L^{V_{\sigma}\left(\mathbb{R}^{n}\right)}} \leq S_{\sigma, s, n}^{-1}\left\|(-\Delta)^{\frac{s}{2}} u\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}, \tag{1.8}
\end{equation*}
$$

where the best constant $S_{\sigma, s, n}$ is given by

$$
\begin{equation*}
S_{\sigma, s, n}=\inf _{u \in H^{s}\left(\mathbb{R}^{n}\right), u \neq 0} \frac{\left\|(-\Delta)^{\frac{s}{2}} u\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}}{\|u\|_{L^{V_{\sigma}\left(\mathbb{R}^{n}\right)}}} . \tag{1.9}
\end{equation*}
$$

When $p=\frac{2 n-\sigma}{n-2 s}$ and $q=\frac{n+2 s-\sigma}{n-2 s}$, the equation (1.1) is the corresponding Euler-Lagrange equation for the minimization problem described in (1.9). By using the concentration-compactness arguments in [41, 42] and the uniqueness of spherically symmetric positive solutions of the Euler-Lagrange equation (1.1) derived in Corollary 1.5, we obtain that

$$
\mathcal{M}=\left\{e^{i \theta} \mu^{\frac{n-2 s}{2}} Q(\mu(x-y)): \forall \theta \in(-\pi, \pi], \mu>0, y \in \mathbb{R}^{n}\right\}
$$

is the set of minimizers for $S_{\sigma, s, n}$. Since minimization problem (1.9) can be attained by the extremal function $Q$, one can deduce from the definition of $S_{\sigma, s, n}$ and equation (1.1) that

$$
\begin{equation*}
\left\|(-\Delta)^{\frac{s}{2}} Q\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}=S_{\sigma, s, n}\|Q\|_{L^{V_{\sigma}\left(\mathbb{R}^{n}\right)}}, \quad\left\|(-\Delta)^{\frac{s}{2}} Q\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}=\|Q\|_{L^{V_{\sigma}\left(\mathbb{R}^{n}\right)}}^{\frac{2(2 n-\sigma)}{n-2 s}}, \tag{1.10}
\end{equation*}
$$

therefore, the best constant $S_{\sigma, s, n}$ for Hardy-Littlewood-Sobolev inequality (4.15) can be calculated explicitly as

$$
\begin{equation*}
S_{\sigma, s, n}=\left\|(-\Delta)^{\frac{s}{2}} Q\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{\frac{n+2 s-\sigma}{2 n-\sigma}}=\|Q\|_{L^{V \alpha}\left(\mathbb{R}^{n}\right)}^{\frac{n+2 s-\sigma}{n-2 s}} . \tag{1.11}
\end{equation*}
$$

By further calculations and the accurate form of $Q$, we can deduce from (1.11) the following corollary.

Corollary 1.7. The best constants in the Hardy-Littlewood-Sobolev inequality (4.15) is

$$
\begin{equation*}
S_{\sigma, s, n}=\left[R_{2 s, n} I\left(\frac{n-2 s}{2}\right)\right]^{\frac{(n-2 s)(n-\sigma)}{4 s(2 n-\sigma)}}\left[I\left(\frac{\sigma}{2}\right)\right]^{-\frac{n-2 s}{2(2 n-\sigma)}}\left(\widetilde{S}_{s, n}\right)^{-\frac{n(n+2 s-\sigma)}{2 s(2 n-\sigma)}}, \tag{1.12}
\end{equation*}
$$

where $\widetilde{S}_{s, n}:=\left(\frac{1}{2 \sqrt{\pi}}\right)^{s}\left[\frac{\Gamma(n)}{\Gamma\left(\frac{n}{2}\right)}\right]^{\frac{s}{n}} \sqrt{\frac{\Gamma\left(\frac{n-2 s}{2}\right)}{\Gamma\left(\frac{n+2 s}{2}\right)}}$ is the best constant in the Sobolev inequality

$$
\begin{equation*}
\|f\|_{L^{\frac{2 n}{n-2 s}\left(\mathbb{R}^{n}\right)}} \leq \widetilde{S}_{s, n}\left\|(-\Delta)^{\frac{s}{2}} f\right\|_{L^{2}\left(\mathbb{R}^{n}\right)} \tag{1.13}
\end{equation*}
$$

for any $f \in H^{s}\left(\mathbb{R}^{n}\right)$.
1.2. Liouville type theorem in critical and super-critical order cases: $\frac{n}{2}<s<+\infty$. Now we consider the following critical and super-critical order static Schrödinger-HartreeMaxwell type equations involving higher-order or higher-order fractional Laplacians

$$
\begin{equation*}
(-\Delta)^{s} u(x)=\left(\frac{1}{|x|^{\sigma}} *|u|^{p}\right) u^{q}(x) \quad \text { in } \mathbb{R}^{n} \tag{1.14}
\end{equation*}
$$

where $n \geq 3, \frac{n}{2} \leq s:=m+\frac{\alpha}{2}<+\infty, m \geq 1$ is an integer, $0<\alpha \leq 2,-\infty<\sigma<n$, $0<p<+\infty$ and $0<q<+\infty$.

As an immediate consequence of the super poly-harmonic properties in Theorem 1.1, by arguments developed by Chen, Dai and Qin [6] (see also [5]), we can establish Liouville type theorem for nonnegative solutions to (1.14) in both critical and super-critical order cases $\frac{n}{2} \leq s<+\infty$. For the particular case $\alpha=0$, Liouville type theorems for integer higher-order Hénon-Hardy type equations in $\mathbb{R}^{n}$ or $\mathbb{R}_{+}^{n}$ have been derived by Chen, Dai and Qin [6] and Dai and Qin 31 in both critical and super-critical order cases. In [5, Cao, Dai and Qin extended the results in [6] to general fractional higher-order cases $0<\alpha<2$ and general nonlinearities $f(x, u, D u, \cdots)$.

For the critical and super-critical order cases, we have the following Liouville type theorem for nonnegative solutions to (1.14).
Theorem 1.8. Assume $n \geq 3, \frac{n}{2} \leq s:=m+\frac{\alpha}{2}<+\infty, 0<\alpha \leq 2, m \geq 1$ is an integer, $-\infty<\sigma<n, 0<q<+\infty, 0<p<+\infty$ if $0<\alpha<2,1 \leq p<+\infty$ if $\alpha=2$. Suppose that $u$ is a nonnegative classical solution to (1.14), then $u \equiv 0$ in $\mathbb{R}^{n}$.

Remark 1.9. In the fractional higher-order cases $0<\alpha<2$, Theorem 1.8 can be deduced from Theorem 1.14 in [5] directly. In the integer higher-order cases $\alpha=2$, the results in Theorem 1.8 are new. We will give a unified proof for Theorem 1.8 in both integer and fractional higher-order cases in Section 5.

This paper is organized as follows. In Section 2, we will carry out our proof of Theorem 1.1. In Section 3, we will prove Theorem 1.3. Section 4 and 5 are devoted to proving Theorem 1.4 and Theorem 1.8 respectively.

Throughout this paper, we will use $C$ to denote a general positive constant that may depend on $n, \alpha, m, \sigma, p, q$ and $u$, and whose value may differ from line to line.

## 2. SUPER POLY-HARMONIC PROPERTIES

In this section, we show super poly-harmonic properties for nonnegative classical solutions to equations (1.1), i.e. Theorem (1.1)

Assume $n \geq 2,0<s:=m+\frac{\alpha}{2}<+\infty, 0<\alpha \leq 2, m \geq 1$ is an integer, $-\infty<\sigma<n$, $0<q<+\infty, 0<p<+\infty$ if $0<\alpha<2,1 \leq p<+\infty$ if $\alpha=2$. Suppose that $u$ is a nonnegative classical solution to (1.1). It follows from equations (1.1) that $\int_{\mathbb{R}^{n}} \frac{u^{p}(x)}{|x|^{\sigma}} d x<+\infty$. Let $u_{1}(x):=(-\Delta)^{\frac{\alpha}{2}} u(x)$ and $u_{i}(x):=(-\Delta)^{i-1} u_{1}(x)$ for $i=2, \cdots, m$. Then, from equations (1.1), we have

$$
\left\{\begin{array}{l}
(-\Delta)^{\frac{\alpha}{2}} u(x)=u_{1}(x) \quad \text { in } \mathbb{R}^{n}  \tag{2.1}\\
-\Delta u_{1}(x)=u_{2}(x) \quad \text { in } \mathbb{R}^{n} \\
\cdots \cdots \\
-\Delta u_{m}(x)=\left(\frac{1}{|x|^{\sigma}} *|u|^{p}\right) u^{q}(x) \geq 0 \quad \text { in } \mathbb{R}^{n}
\end{array}\right.
$$

Our aim is to prove that $u_{i} \geq 0$ in $\mathbb{R}^{n}$ for every $i=1, \cdots, m$. We will carry out the proof by discussing two different cases $\alpha=2$ and $0<\alpha<2$ separately.

Case(i). We first consider the case that $\alpha=2$.
This case is more simpler, since we do not need to deal with the nonlocal fractional Laplacians. We first show that $u_{m}=(-\Delta)^{m} u \geq 0$ by contradiction arguments. Indeed, suppose not, then there is a point $x_{0} \in \mathbb{R}^{n}$ such that $u_{m}\left(x_{0}\right)<0$. Without loss of generality, we may assume $x_{0}=0$ due to the translation invariance of equations (1.1).

Now, let

$$
\begin{equation*}
\bar{f}(r)=\bar{f}(|x|):=\frac{1}{\left|\partial B_{r}(0)\right|} \int_{\partial B_{r}(0)} f(x) d \sigma, \tag{2.2}
\end{equation*}
$$

be the spherical average of $f$ with respect to the center 0 . Then, by the well-known property $\overline{\Delta u}=\Delta \bar{u}$ and (2.1), we have, for any $r \geq 0$,

$$
\left\{\begin{array}{l}
-\Delta \bar{u}(r)=\overline{u_{1}}(r)  \tag{2.3}\\
-\Delta \overline{u_{1}}(r)=\overline{u_{2}}(r) \\
\cdots \cdots \\
-\Delta \overline{u_{m}}(r)=\overline{\left(\frac{1}{|x|^{\sigma}} *|u|^{p}\right) u^{q}}(r) \geq 0
\end{array}\right.
$$

From last equation of (2.3), one has

$$
\begin{equation*}
-\frac{1}{r^{n-1}}\left(r^{n-1}{\overline{u_{m}}}^{\prime}(r)\right)^{\prime} \geq 0, \quad \forall r \geq 0 \tag{2.4}
\end{equation*}
$$

Integrating both sides of (2.4) twice gives

$$
\begin{equation*}
\overline{u_{m}}(r) \leq \overline{u_{m}}(0)=u_{m}(0)=:-c_{0}<0, \tag{2.5}
\end{equation*}
$$

for any $r \geq 0$. Then from the last but one equation of (2.3) we derive

$$
\begin{equation*}
-\frac{1}{r^{n-1}}\left(r^{n-1}{\overline{u_{m-1}}}^{\prime}(r)\right)^{\prime} \leq-c_{0}, \quad \forall r \geq 0 \tag{2.6}
\end{equation*}
$$

Again, by integrating both sides of (2.6) twice, we arrive at

$$
\begin{equation*}
\overline{u_{m-1}}(r) \geq \overline{u_{m-1}}(0)+c_{1} r^{2}, \quad \forall r \geq 0 \tag{2.7}
\end{equation*}
$$

where $c_{1}=\frac{c_{0}}{2 n}>0$. Continuing this way, we finally obtain that

$$
\begin{equation*}
(-1)^{(m+1)} \bar{u}(r) \geq a_{m} r^{2 m}+a_{m-1} r^{2(m-1)}+\cdots+a_{0}, \quad \forall r \geq 0 \tag{2.8}
\end{equation*}
$$

where $a_{m}>0$. If $m$ is even, then (2.8) implies $\bar{u}(r)<0$ for $r$ sufficiently large, this contradicts with $u \geq 0$ in $\mathbb{R}^{n}$. In the case that $m$ is odd, we can see from (2.8) that there exists $R_{0}>1$ sufficient large such that $\bar{u}(r) \geq C r^{2 m}$ for all $r>R_{0}$. Obviously, this will contradict with the integrability $\int_{\mathbb{R}^{n}} \frac{u^{p}(x)}{|x|^{\sigma}}<+\infty$. In fact, since $p \geq 1$, one has

$$
\begin{align*}
+\infty>\int_{\mathbb{R}^{n}} \frac{u^{p}(x)}{|x|^{\sigma}} d x & =C \int_{0}^{+\infty} \overline{u^{p}}(r) r^{n-\sigma-1} d r  \tag{2.9}\\
& \geq C \int_{R_{0}}^{+\infty} \bar{u}^{p}(r) r^{n-\sigma-1} d r \\
& \geq C \int_{R_{0}}^{+\infty} r^{2 p m-1} d r=+\infty
\end{align*}
$$

which is absurd. Therefore, we must have $u_{m}=(-\Delta)^{m} u \geq 0$. Next, we can prove that $u_{m-1} \geq 0$ though entirely similar procedure as above. Continuing this way, we obtain that $u_{i}=(-\Delta)^{i} u \geq 0$ for every $i=1,2, \cdots, m$.

Case(ii). Next, we consider the cases that $0<\alpha<2$.
In such cases, we will first prove $u_{m} \geq 0$ by contradiction arguments. If not, then there exists $x_{0} \in \mathbb{R}^{n}$ such that $u_{m}\left(x_{0}\right)<0$. We can still assume that $x_{0}=0$. As in the proof of Case (i) $(\alpha=2)$, by taking spherical average w.r.t. center 0 to all equations except the first equation in (2.1), we have

$$
\left\{\begin{array}{l}
(-\Delta)^{\frac{\alpha}{2}} u(x)=u_{1}(x) \quad \text { in } \mathbb{R}^{n}  \tag{2.10}\\
-\Delta \overline{u_{1}}(r)=\overline{u_{2}}(r), \quad \forall r \geq 0 \\
\cdots \cdots \\
-\Delta \overline{u_{m}}(r)=\overline{\left(\frac{1}{|x|^{\sigma}} *|u|^{p}\right) u^{q}}(r) \geq 0, \quad \forall r \geq 0
\end{array}\right.
$$

Through a similar argument as in deriving (2.8), we deduce that

$$
\begin{equation*}
(-1)^{m} \overline{u_{1}}(r) \geq a_{m-1} r^{2(m-1)}+\cdots+a_{0}, \quad \forall r \geq 0 \tag{2.11}
\end{equation*}
$$

where $a_{m-1}>0$. Hence, we have

$$
\begin{equation*}
(-1)^{m} \overline{u_{1}}(r) \geq C r^{2(m-1)} \tag{2.12}
\end{equation*}
$$

for any $r>R_{0}$ with $R_{0}$ sufficiently large. One should observe that it is very difficult to take spherical average to the first equation in (2.10), since the fractional Laplacian $(-\Delta)^{\frac{\alpha}{2}}$ is a nonlocal operator. Inspired by a recent work by Cao, Dai and Qin [5], instead of taking spherical average, we will apply the Green-Poisson representation formulae for $(-\Delta)^{\frac{\alpha}{2}}$ to the first equation of (2.10) to overcome this difficulty. From the first equation in (2.10), we conclude that, for arbitrary $R>0$,

$$
\begin{equation*}
u(x)=\int_{B_{R}(0)} G_{R}^{\alpha}(x, y) u_{1}(y) d y+\int_{|y|>R} P_{R}^{\alpha}(x, y) u(y) d y, \quad \forall x \in B_{R}(0) \tag{2.13}
\end{equation*}
$$

where the Green's function for $(-\Delta)^{\frac{\alpha}{2}}$ with $0<\alpha<2$ on $B_{R}(0)$ is given by

$$
\begin{equation*}
G_{R}^{\alpha}(x, y):=\frac{C_{n, \alpha}}{|x-y|^{n-\alpha}} \int_{0}^{\frac{t_{R}}{s_{R}}} \frac{b^{\frac{\alpha}{2}-1}}{(1+b)^{\frac{n}{2}}} d b \quad \text { if } x, y \in B_{R}(0) \tag{2.14}
\end{equation*}
$$

with $s_{R}=\frac{|x-y|^{2}}{R^{2}}, t_{R}=\left(1-\frac{|x|^{2}}{R^{2}}\right)\left(1-\frac{|y|^{2}}{R^{2}}\right)$, and $G_{R}^{\alpha}(x, y)=0$ if $x$ or $y \in \mathbb{R}^{n} \backslash B_{R}(0)$ (see [36]), and the Poisson kernel $P_{R}^{\alpha}(x, y)$ for $(-\Delta)^{\frac{\alpha}{2}}$ in $B_{R}(0)$ is defined by $P_{R}^{\alpha}(x, y):=0$ for $|y|<R$ and

$$
\begin{equation*}
P_{R}^{\alpha}(x, y):=\frac{\Gamma\left(\frac{n}{2}\right)}{\pi^{\frac{n}{2}+1}} \sin \frac{\pi \alpha}{2}\left(\frac{R^{2}-|x|^{2}}{|y|^{2}-R^{2}}\right)^{\frac{\alpha}{2}} \frac{1}{|x-y|^{n}} \tag{2.15}
\end{equation*}
$$

for $|y|>R$ (see [19]). Taking $x=0$ in (2.13) gives

$$
\begin{align*}
u(0) & =\int_{B_{R}(0)} \frac{C_{n, \alpha}}{|y|^{n-\alpha}}\left(\int_{0}^{\frac{R^{2}}{|y|^{2}}-1} \frac{b^{\frac{\alpha}{2}-1}}{(1+b)^{\frac{n}{2}}} d b\right) u_{1}(y) d y+C_{n, \alpha}^{\prime} \int_{|y|>R} \frac{R^{\alpha}}{\left(|y|^{2}-R^{2}\right)^{\frac{\alpha}{2}}} \frac{u(y)}{|y|^{n}} d y  \tag{2.16}\\
& =\int_{0}^{R} \frac{\widetilde{C}_{n, \alpha}}{r^{1-\alpha}}\left(\int_{0}^{\frac{R^{2}}{r^{2}}-1} \frac{b^{\frac{\alpha}{2}-1}}{(1+b)^{\frac{n}{2}}} d b\right) \overline{u_{1}}(r) d r+\bar{C}_{n, \alpha} \int_{R}^{+\infty} \frac{R^{\alpha} \bar{u}(r)}{r\left(r^{2}-R^{2}\right)^{\frac{\alpha}{2}}} d r .
\end{align*}
$$

One can easily observe that for $0<r \leq \frac{R}{2}, \frac{R^{2}}{r^{2}}-1 \geq 3$ and hence $\int_{0}^{\frac{R^{2}}{r^{2}}-1} \frac{b^{\frac{\alpha}{2}-1}}{(1+b)^{\frac{\pi}{2}}} d b \geq$ $\int_{0}^{3} \frac{b^{\frac{\alpha}{2}-1}}{(1+b)^{\frac{n}{2}}} d b=: C_{1}>0$. For $\frac{R}{2}<r<R$, one has $0<\frac{R^{2}}{r^{2}}-1<3$, thus $\int_{0}^{\frac{R^{2}}{r^{2}}-1} \frac{b^{\frac{\alpha}{2}}-1}{(1+b)^{\frac{n}{2}}} d b>$ $\int_{0}^{\frac{R^{2}}{r^{2}}-1} \frac{b^{\frac{\alpha}{2}-1}}{2^{n}} d b=: C_{2}\left(\frac{R^{2}-r^{2}}{r^{2}}\right)^{\frac{\alpha}{2}}$. Thus, we conclude that

$$
\begin{equation*}
\int_{0}^{\frac{R^{2}}{r^{2}}-1} \frac{b^{\frac{\alpha}{2}-1}}{(1+b)^{\frac{n}{2}}} d b \geq C_{1} \chi_{0<r \leq \frac{R}{2}}+C_{2} \chi_{\frac{R}{2}<r<R}\left(\frac{R^{2}-r^{2}}{r^{2}}\right)^{\frac{\alpha}{2}} \tag{2.17}
\end{equation*}
$$

for any $0<r<R$. Then, from (2.12), (2.16) and (2.17), we derive that, for $R>2 R_{0}$,

$$
\begin{align*}
& (-1)^{(m+1)} \int_{R}^{+\infty} \frac{R^{\alpha} \bar{u}(r)}{r\left(r^{2}-R^{2}\right)^{\frac{\alpha}{2}}} d r  \tag{2.18}\\
= & C \int_{0}^{R} \frac{1}{r^{1-\alpha}}\left(\int_{0}^{\frac{R^{2}}{r^{2}}-1} \frac{b^{\frac{\alpha}{2}-1}}{(1+b)^{\frac{n}{2}}} d b\right)(-1)^{m} \overline{u_{1}}(r) d r+(-1)^{(m+1)} u(0) \\
\geq & C \int_{R_{0}}^{R} \frac{1}{r^{1-\alpha}}\left[C_{1} \chi_{0<r<\frac{R}{2}}+C_{2} \chi_{\frac{R}{2}<r<R}\left(\frac{R^{2}-r^{2}}{r^{2}}\right)^{\frac{\alpha}{2}}\right] r^{2(m-1)} d r \\
& +C \int_{0}^{R_{0}} \frac{1}{r^{1-\alpha}}\left(\int_{0}^{\frac{R^{2}}{r^{2}}-1} \frac{b^{\frac{\alpha}{2}-1}}{(1+b)^{\frac{n}{2}}} d b\right)(-1)^{m} \overline{u_{1}}(r) d r+(-1)^{(m+1)} u(0) \\
\geq & C R^{2 m-2+\alpha}-C_{0}+(-1)^{(m+1)} u(0) .
\end{align*}
$$

It is easy to see that if $m$ is even, (2.18) implies that $\int_{R}^{+\infty} \frac{R^{\alpha} \bar{u}(r)}{r\left(r^{2}-R^{2}\right)^{\frac{\alpha}{2}}} d r<0$ for $R$ sufficiently large, which contradicts with $u \geq 0$. Therefore, we only need to consider the case that $m$ is odd. In such cases, (2.18) implies

$$
\begin{equation*}
\int_{R}^{+\infty} \frac{R^{\alpha} \bar{u}(r)}{r\left(r^{2}-R^{2}\right)^{\frac{\alpha}{2}}} d r \geq C R^{2 m-2+\alpha}=C R^{2 s-2} \tag{2.19}
\end{equation*}
$$

for $R$ sufficiently large. Since $u \in \mathcal{L}_{\alpha}\left(\mathbb{R}^{n}\right)$, we have

$$
\begin{equation*}
\int_{|x|>1} \frac{u(x)}{|x|^{n+\alpha}} d x=C \int_{1}^{+\infty} \frac{\bar{u}(r)}{r^{1+\alpha}} d r<+\infty \tag{2.20}
\end{equation*}
$$

Then, by (2.20) and the fact that $2 s-2 \geq \alpha$, for $R$ sufficiently large, we have

$$
\begin{align*}
\int_{R}^{2 R} \frac{R^{\alpha} \bar{u}(r)}{r\left(r^{2}-R^{2}\right)^{\frac{\alpha}{2}}} d r & \geq C R^{2 s-2}-\int_{2 R}^{+\infty} \frac{R^{\alpha} \bar{u}(r)}{r\left(r^{2}-R^{2}\right)^{\frac{\alpha}{2}}} d r  \tag{2.21}\\
& \geq C R^{2 s-2}-C^{\prime} R^{\alpha} \int_{2 R}^{+\infty} \frac{\bar{u}(r)}{r^{1+\alpha}} d r \\
& \geq C R^{2 s-2}-o_{R}(1) R^{\alpha} \\
& \geq C R^{2 s-2}
\end{align*}
$$

On the one hand, by (2.20), we have

$$
\begin{align*}
\int_{1}^{+\infty} \frac{1}{R^{1+\alpha}} \int_{R}^{2 R} \frac{R^{\alpha} \bar{u}(r)}{r\left(r^{2}-R^{2}\right)^{\frac{\alpha}{2}}} d r d R & =\int_{1}^{+\infty} \frac{\bar{u}}{r} \int_{\frac{r}{2}}^{r} \frac{1}{R\left(r^{2}-R^{2}\right)^{\frac{\alpha}{2}}} d R d r  \tag{2.22}\\
& \leq C \int_{1}^{+\infty} \frac{\bar{u}(r)}{r^{1+\alpha}} d r<+\infty
\end{align*}
$$

On the other hand, by (2.21), we derive

$$
\begin{equation*}
\int_{1}^{+\infty} \frac{1}{R^{1+\alpha}} \int_{R}^{2 R} \frac{R^{\alpha} \bar{u}(r)}{r\left(r^{2}-R^{2}\right)^{\frac{\alpha}{2}}} d r d R \geq \int_{N}^{+\infty} \frac{1}{R} d R=+\infty \tag{2.23}
\end{equation*}
$$

where $N$ is sufficiently large such that (2.21) holds for any $R>N$. Combining (2.22) with (2.23), we get a contradiction. Hence, we must have $u_{m} \geq 0$ in $\mathbb{R}^{n}$. One should observe that, in the proof of $u_{m} \geq 0$, we have mainly used the property $-\Delta u_{m} \geq 0$. Therefore, through a similar argument as above, one can prove that $u_{m-1} \geq 0$. Continuing this way, we obtain that $u_{i}=(-\Delta)^{i-1+\frac{\alpha}{2}} u \geq 0$ for every $i=1,2, \cdots, m$. This completes the proof of Theorem 1.1.

## 3. EQuivalence between PDE and IE

In this section, we will prove the equivalence between PDEs (1.1) and IEs (1.5), i.e. Theorem 1.3. We only need to show that any nonnegative classical solution $u$ to (1.1) also satisfies the integral equation (1.5). From the super poly-harmonic properties in Theorem 1.1, we have already known that $u_{i}:=(-\Delta)^{i-1+\frac{\alpha}{2}} u \geq 0$ in $\mathbb{R}^{n}$ for every $i=1, \cdots, m$.

We will first show that $u_{m}=(-\Delta)^{m-1+\frac{\alpha}{2}} u$ satisfies the following integral equation

$$
\begin{equation*}
u_{m}(x)=\int_{\mathbb{R}^{n}} \frac{R_{2, n}}{|x-y|^{n-2}}\left(\frac{1}{|\cdot|^{\sigma}} *|u|^{p}\right)(y) u^{q}(y) d y, \quad \forall x \in \mathbb{R}^{n} \tag{3.1}
\end{equation*}
$$

where the Riesz potential's constants $R_{\gamma, n}:=\frac{\Gamma\left(\frac{n-\gamma}{2}\right)}{\left.\pi^{\frac{n}{2}} 2^{2 \gamma} \Gamma \frac{( }{2}\right)}$ for $0<\gamma<n$ (see [54]).
To this end, for arbitrary $R>0$, let $f_{1}(u)(x):=\left(\frac{1}{|\cdot|^{\sigma}} *|u|^{p}\right)(x) u^{q}(x)$ and

$$
\begin{equation*}
v_{1}^{R}(x):=\int_{B_{R}(0)} G_{R}^{2}(x, y) f_{1}(u)(y) d y \tag{3.2}
\end{equation*}
$$

where the Green's function for $-\Delta$ on $B_{R}(0)$ is given by

$$
\begin{equation*}
G_{R}^{2}(x, y)=R_{2, n}\left[\frac{1}{|x-y|^{n-2}}-\frac{1}{\left(|x| \cdot\left|\frac{R x}{|x|^{2}}-\frac{y}{R}\right|\right)^{n-2}}\right], \quad \text { if } x, y \in B_{R}(0) \tag{3.3}
\end{equation*}
$$

and $G_{R}^{2}(x, y)=0$ if $x$ or $y \in \mathbb{R}^{n} \backslash B_{R}(0)$. Then, we can derive that $v_{1}^{R} \in C^{2}\left(\mathbb{R}^{n}\right)$ and satisfies

$$
\left\{\begin{array}{l}
-\Delta v_{1}^{R}(x)=\left(\frac{1}{|\cdot|^{\sigma}} *|u|^{p}\right)(x) u^{q}(x), \quad x \in B_{R}(0)  \tag{3.4}\\
v_{1}^{R}(x)=0, \quad x \in \mathbb{R}^{n} \backslash B_{R}(0)
\end{array}\right.
$$

Let $w_{1}^{R}(x):=(-\Delta)^{m-1+\frac{\alpha}{2}} u(x)-v_{1}^{R}(x)$. By Theorem 1.1, (1.1) and (3.4), we have $w_{1}^{R} \in C^{2}\left(\mathbb{R}^{n}\right)$ and satisfies

$$
\left\{\begin{array}{l}
-\Delta w_{1}^{R}(x)=0, \quad x \in B_{R}(0)  \tag{3.5}\\
w_{1}^{R}(x) \geq 0, \quad x \in \mathbb{R}^{n} \backslash B_{R}(0)
\end{array}\right.
$$

By maximum principle, we deduce that for any $R>0$,

$$
\begin{equation*}
w_{1}^{R}(x)=(-\Delta)^{m-1+\frac{\alpha}{2}} u(x)-v_{1}^{R}(x) \geq 0, \quad \forall x \in \mathbb{R}^{n} \tag{3.6}
\end{equation*}
$$

Now, for each fixed $x \in \mathbb{R}^{n}$, letting $R \rightarrow \infty$ in (3.6), we have

$$
\begin{equation*}
(-\Delta)^{m-1+\frac{\alpha}{2}} u(x) \geq \int_{\mathbb{R}^{n}} \frac{R_{2, n}}{|x-y|^{n-2}} f_{1}(u)(y) d y=: v_{1}(x) \geq 0 \tag{3.7}
\end{equation*}
$$

Take $x=0$ in (3.7), we get

$$
\begin{equation*}
\int_{\mathbb{R}^{n}}\left(\frac{1}{|\cdot| \sigma} *|u|^{p}\right)(y) \frac{u^{q}(y)}{|y|^{n-2}} d y<+\infty . \tag{3.8}
\end{equation*}
$$

One can easily observe that $v_{1} \in C^{2}\left(\mathbb{R}^{n}\right)$ is a solution of

$$
\begin{equation*}
-\Delta v_{1}(x)=\left(\frac{1}{|x|^{\sigma}} *|u|^{p}\right) u^{q}(x), \quad x \in \mathbb{R}^{n} \tag{3.9}
\end{equation*}
$$

Define $w_{1}(x):=(-\Delta)^{m-1+\frac{\alpha}{2}} u(x)-v_{1}(x)$. Then, by (1.1), (3.7) and (3.9), we have $w_{1} \in C^{2}\left(\mathbb{R}^{n}\right)$ and satisfies

$$
\left\{\begin{array}{l}
-\Delta w_{1}(x)=0, \quad x \in \mathbb{R}^{n}  \tag{3.10}\\
w_{1}(x) \geq 0, \quad x \in \mathbb{R}^{n}
\end{array}\right.
$$

From Liouville theorem for harmonic functions, we can deduce that

$$
\begin{equation*}
w_{1}(x)=(-\Delta)^{m-1+\frac{\alpha}{2}} u(x)-v_{1}(x) \equiv C_{1} \geq 0 \tag{3.11}
\end{equation*}
$$

Therefore, we have

$$
\begin{align*}
(-\Delta)^{m-1+\frac{\alpha}{2}} u(x) & =\int_{\mathbb{R}^{n}} \frac{R_{2, n}}{|x-y|^{n-2}}\left(\frac{1}{|\cdot| \sigma} *|u|^{p}\right)(y) u^{q}(y) d y+C_{1}  \tag{3.12}\\
& =: \quad f_{2}(u)(x) \geq C_{1} \geq 0
\end{align*}
$$

Next, for arbitrary $R>0$, let

$$
\begin{equation*}
v_{2}^{R}(x):=\int_{B_{R}(0)} G_{R}^{2}(x, y) f_{2}(u)(y) d y \tag{3.13}
\end{equation*}
$$

Then, we can get

$$
\left\{\begin{array}{l}
-\Delta v_{2}^{R}(x)=f_{2}(u)(x), \quad x \in B_{R}(0),  \tag{3.14}\\
v_{2}^{R}(x)=0, \quad x \in \mathbb{R}^{n} \backslash B_{R}(0)
\end{array}\right.
$$

Let $w_{2}^{R}(x):=(-\Delta)^{m-2+\frac{\alpha}{2}} u(x)-v_{2}^{R}(x)$. By Theorem 1.1, (3.12) and (3.14), we have

$$
\left\{\begin{array}{l}
-\Delta w_{2}^{R}(x)=0, \quad x \in B_{R}(0)  \tag{3.15}\\
w_{2}^{R}(x) \geq 0, \quad x \in \mathbb{R}^{n} \backslash B_{R}(0)
\end{array}\right.
$$

By maximum principle, we deduce that for any $R>0$,

$$
\begin{equation*}
w_{2}^{R}(x)=(-\Delta)^{m-2+\frac{\alpha}{2}} u(x)-v_{2}^{R}(x) \geq 0, \quad \forall x \in \mathbb{R}^{n} \tag{3.16}
\end{equation*}
$$

Now, for each fixed $x \in \mathbb{R}^{n}$, letting $R \rightarrow \infty$ in (3.16), we have

$$
\begin{equation*}
(-\Delta)^{m-2+\frac{\alpha}{2}} u(x) \geq \int_{\mathbb{R}^{n}} \frac{R_{2, n}}{|x-y|^{n-2}} f_{2}(u)(y) d y=: v_{2}(x) \geq 0 \tag{3.17}
\end{equation*}
$$

Take $x=0$ in (3.17), we get

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} \frac{C_{1}}{|y|^{n-2}} d y \leq \int_{\mathbb{R}^{n}} \frac{f_{2}(u)(y)}{|y|^{n-2}} d y<+\infty \tag{3.18}
\end{equation*}
$$

it follows easily that $C_{1}=0$, and hence we have proved (3.1), that is,

$$
\begin{equation*}
u_{m}(x)=(-\Delta)^{m-1+\frac{\alpha}{2}} u(x)=f_{2}(u)(x)=\int_{\mathbb{R}^{n}} \frac{R_{2, n}}{|x-y|^{n-2}}\left(\frac{1}{|\cdot|^{\sigma}} *|u|^{p}\right)(y) u^{q}(y) d y \tag{3.19}
\end{equation*}
$$

One can easily observe that $v_{2}$ is a solution of

$$
\begin{equation*}
-\Delta v_{2}(x)=f_{2}(u)(x), \quad x \in \mathbb{R}^{n} \tag{3.20}
\end{equation*}
$$

Define $w_{2}(x):=(-\Delta)^{m-2+\frac{\alpha}{2}} u(x)-v_{2}(x)$, then it satisfies

$$
\left\{\begin{array}{l}
-\Delta w_{2}(x)=0, \quad x \in \mathbb{R}^{n}  \tag{3.21}\\
w_{2}(x) \geq 0, \quad x \in \mathbb{R}^{n}
\end{array}\right.
$$

From Liouville theorem for harmonic functions, we can deduce that

$$
\begin{equation*}
w_{2}(x)=(-\Delta)^{m-2+\frac{\alpha}{2}} u(x)-v_{2}(x) \equiv C_{2} \geq 0 \tag{3.22}
\end{equation*}
$$

Therefore, we have proved that

$$
\begin{equation*}
(-\Delta)^{m-2+\frac{\alpha}{2}} u(x)=\int_{\mathbb{R}^{n}} \frac{R_{2, n}}{|x-y|^{n-2}} f_{2}(u)(y) d y+C_{2}=: f_{3}(u)(x) \geq C_{2} \geq 0 \tag{3.23}
\end{equation*}
$$

By the same methods as above, we can prove that

$$
\begin{equation*}
(-\Delta)^{m-3+\frac{\alpha}{2}} u(x) \geq \int_{\mathbb{R}^{n}} \frac{R_{2, n}}{|x-y|^{n-2}} f_{3}(u)(y) d y=: v_{3}(x) \geq 0 \tag{3.24}
\end{equation*}
$$

Take $x=0$ in (3.24), we get

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} \frac{C_{2}}{|y|^{n-2}} d y \leq \int_{\mathbb{R}^{n}} \frac{f_{3}(u)(y)}{|y|^{n-2}} d y<+\infty \tag{3.25}
\end{equation*}
$$

it follows easily that $C_{2}=0$, and hence we have

$$
\begin{equation*}
u_{m-1}(x)=(-\Delta)^{m-2+\frac{\alpha}{2}} u(x)=f_{3}(u)(x)=\int_{\mathbb{R}^{n}} \frac{R_{2, n}}{|x-y|^{n-2}} f_{2}(u)(y) d y \tag{3.26}
\end{equation*}
$$

Repeating the above arguments, defining

$$
\begin{equation*}
f_{k+1}(u)(x):=\int_{\mathbb{R}^{n}} \frac{R_{2, n}}{|x-y|^{n-2}} f_{k}(u)(y) d y \tag{3.27}
\end{equation*}
$$

for $k=1,2, \cdots, m-1$, then by Theorem 1.1 and induction, we have

$$
\begin{equation*}
u_{m+1-k}(x)=(-\Delta)^{m-k+\frac{\alpha}{2}} u(x)=f_{k+1}(u)(x)=\int_{\mathbb{R}^{n}} \frac{R_{2, n}}{|x-y|^{n-2}} f_{k}(u)(y) d y \tag{3.28}
\end{equation*}
$$

for $k=1,2, \cdots, m-1$, and

$$
\begin{equation*}
u_{1}(x)=(-\Delta)^{\frac{\alpha}{2}} u(x)=\int_{\mathbb{R}^{n}} \frac{R_{2, n}}{|x-y|^{n-2}} f_{m}(u)(y) d y+C_{m}=: f_{m+1}(u)(x) \geq C_{m} \geq 0 \tag{3.29}
\end{equation*}
$$

For arbitrary $R>0$, let

$$
\begin{equation*}
v_{m+1}^{R}(x):=\int_{B_{R}(0)} G_{R}^{\alpha}(x, y) f_{m+1}(u)(y) d y \tag{3.30}
\end{equation*}
$$

where, in the cases $0<\alpha<2$, the Green's function for $(-\Delta)^{\frac{\alpha}{2}}$ on $B_{R}(0)$ is given by

$$
\begin{equation*}
G_{R}^{\alpha}(x, y):=\frac{C_{n, \alpha}}{|x-y|^{n-\alpha}} \int_{0}^{\frac{t_{R}}{s_{R}}} \frac{b^{\frac{\alpha}{2}-1}}{(1+b)^{\frac{n}{2}}} d b \quad \text { if } x, y \in B_{R}(0) \tag{3.31}
\end{equation*}
$$

with $s_{R}=\frac{|x-y|^{2}}{R^{2}}, t_{R}=\left(1-\frac{|x|^{2}}{R^{2}}\right)\left(1-\frac{|y|^{2}}{R^{2}}\right)$, and $G_{R}^{\alpha}(x, y)=0$ if $x$ or $y \in \mathbb{R}^{n} \backslash B_{R}(0)$ (see [36]). Then, we can get

$$
\left\{\begin{array}{l}
(-\Delta)^{\frac{\alpha}{2}} v_{m+1}^{R}(x)=f_{m+1}(u)(x), \quad x \in B_{R}(0)  \tag{3.32}\\
v_{m+1}^{R}(x)=0, \quad x \in \mathbb{R}^{n} \backslash B_{R}(0)
\end{array}\right.
$$

Let $w_{m+1}^{R}(x):=u(x)-v_{m+1}^{R}(x)$. By (3.29) and (3.32), we have

$$
\left\{\begin{array}{l}
(-\Delta)^{\frac{\alpha}{2}} w_{m+1}^{R}(x)=0, \quad x \in B_{R}(0)  \tag{3.33}\\
w_{m+1}^{R}(x) \geq 0, \quad x \in \mathbb{R}^{n} \backslash B_{R}(0)
\end{array}\right.
$$

Now we need the following maximum principle for fractional Laplacians $(-\Delta)^{\frac{\alpha}{2}}$, which can been found in [17, 56].
Lemma 3.1. Let $\Omega$ be a bounded domain in $\mathbb{R}^{n}$ and $0<\alpha<2$. Assume that $u \in \mathcal{L}_{\alpha} \cap C_{\text {loc }}^{1,1}(\Omega)$ and is l.s.c. on $\bar{\Omega}$. If $(-\Delta)^{\frac{\alpha}{2}} u \geq 0$ in $\Omega$ and $u \geq 0$ in $\mathbb{R}^{n} \backslash \Omega$, then $u \geq 0$ in $\mathbb{R}^{n}$. Moreover, if $u=0$ at some point in $\Omega$, then $u=0$ a.e. in $\mathbb{R}^{n}$. These conclusions also hold for unbounded domain $\Omega$ if we assume further that

$$
\liminf _{|x| \rightarrow \infty} u(x) \geq 0
$$

By maximal principle for $-\Delta$ if $\alpha=2$ and Lemma 3.1 if $0<\alpha<2$, we can deduce immediately from (3.33) that for any $R>0$,

$$
\begin{equation*}
w_{m+1}^{R}(x)=u(x)-v_{m+1}^{R}(x) \geq 0, \quad \forall x \in \mathbb{R}^{n} . \tag{3.34}
\end{equation*}
$$

Now, for each fixed $x \in \mathbb{R}^{n}$, letting $R \rightarrow \infty$ in (3.34), we have

$$
\begin{equation*}
u(x) \geq \int_{\mathbb{R}^{n}} \frac{R_{\alpha, n}}{|x-y|^{n-\alpha}} f_{m+1}(u)(y) d y=: v_{m+1}(x) \geq 0 \tag{3.35}
\end{equation*}
$$

Take $x=0$ in (3.35), we get

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} \frac{C_{m}}{|y|^{n-\alpha}} d y \leq \int_{\mathbb{R}^{n}} \frac{f_{m+1}(u)(y)}{|y|^{n-\alpha}} d y<+\infty \tag{3.36}
\end{equation*}
$$

it follows easily that $C_{m}=0$, and hence we have

$$
\begin{equation*}
u_{1}(x)=(-\Delta)^{\frac{\alpha}{2}} u(x)=f_{m+1}(u)(x)=\int_{\mathbb{R}^{n}} \frac{R_{2, n}}{|x-y|^{n-2}} f_{m}(u)(y) d y \tag{3.37}
\end{equation*}
$$

One can easily observe that $v_{m+1}$ is a solution of

$$
\begin{equation*}
(-\Delta)^{\frac{\alpha}{2}} v_{m+1}(x)=f_{m+1}(x), \quad x \in \mathbb{R}^{n} \tag{3.38}
\end{equation*}
$$

Define $w_{m+1}(x):=u(x)-v_{m+1}(x)$. Then, by (3.35) and (3.37), we have $w_{m+1}$ satisfies

$$
\left\{\begin{array}{l}
(-\Delta)^{\frac{\alpha}{2}} w_{m+1}(x)=0, \quad x \in \mathbb{R}^{n}  \tag{3.39}\\
w_{m+1}(x) \geq 0, \quad x \in \mathbb{R}^{n}
\end{array}\right.
$$

Now we need the following Liouville theorem for fractional Laplacians $(-\Delta)^{\frac{\alpha}{2}}$, which can been found in [3, 60].

Lemma 3.2. (Liouville theorem, [3, 60]) Assume $n \geq 2$ and $0<\alpha<2$. Let $u$ be a strong solution of

$$
\left\{\begin{array}{l}
(-\Delta)^{\frac{\alpha}{2}} u(x)=0, \quad x \in \mathbb{R}^{n} \\
u(x) \geq 0, \quad x \in \mathbb{R}^{n}
\end{array}\right.
$$

then $u \equiv C \geq 0$.
From Liouville theorem for harmonic functions if $\alpha=2$ and Lemma 3.2 if $0<\alpha<2$, we can deduce that

$$
\begin{equation*}
w_{m+1}(x)=u(x)-v_{m+1}(x) \equiv C_{m+1} \geq 0 \tag{3.40}
\end{equation*}
$$

Therefore, we have

$$
\begin{equation*}
u(x)=\int_{\mathbb{R}^{n}} \frac{R_{\alpha, n}}{|x-y|^{n-\alpha}} f_{m+1}(u)(y) d y+C_{m+1} \geq C_{m+1} \geq 0 \tag{3.41}
\end{equation*}
$$

Consequently, we get

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} \frac{\left(C_{m+1}\right)^{p}}{|x|^{\sigma}} d x \leq \int_{\mathbb{R}^{n}} \frac{u^{p}(x)}{|x|^{\sigma}} d x<+\infty \tag{3.42}
\end{equation*}
$$

which implies $C_{m+1}=0$, and hence

$$
\begin{align*}
u(x)= & \int_{\mathbb{R}^{n}} \frac{R_{\alpha, n}}{|x-y|^{n-\alpha}} f_{m+1}(u)(y) d y=\int_{\mathbb{R}^{n}} \frac{R_{\alpha, n}}{\left|x-y^{m+1}\right|^{n-\alpha}} \int_{\mathbb{R}^{n}} \frac{R_{2, n}}{\left|y^{m+1}-y^{m}\right|^{n-2}}  \tag{3.43}\\
& \cdots \int_{\mathbb{R}^{n}} \frac{R_{2, n}}{\left|y^{2}-y^{1}\right|^{n-2}}\left(\frac{1}{|\cdot|^{\sigma}} * u^{p}\right)\left(y^{1}\right) u^{q}\left(y^{1}\right) d y^{1} \cdots d y^{m} d y^{m+1} .
\end{align*}
$$

From the properties of Riesz potential, we have the following formula (see [54]), that is, for any $\alpha_{1}, \alpha_{2} \in(0, n)$ such that $\alpha_{1}+\alpha_{2} \in(0, n)$, one has

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} \frac{R_{\alpha_{1}, n}}{|x-y|^{n-\alpha_{1}}} \cdot \frac{R_{\alpha_{2}, n}}{|y-z|^{n-\alpha_{2}}} d y=\frac{R_{\alpha_{1}+\alpha_{2}, n}}{|x-z|^{n-\left(\alpha_{1}+\alpha_{2}\right)}} \tag{3.44}
\end{equation*}
$$

Now, by applying the formula (3.44) and direct calculations to (3.43), we obtain that

$$
\begin{equation*}
u(x)=\int_{\mathbb{R}^{n}} \frac{R_{2 s, n}}{|x-y|^{n-2 s}}\left(\int_{\mathbb{R}^{n}} \frac{u^{p}(z)}{|y-z|^{\sigma}} d z\right) u^{q}(y) d y \tag{3.45}
\end{equation*}
$$

that is, $u$ satisfies the integral equation (1.5). This concludes our proof of Theorem 1.3.

## 4. Proof of Theorem 1.4

In this section, we will apply the method of moving of spheres to integral equations (1.5) and establish the classification results of nonnegative solutions, that is, Theorem 1.4 .

Assume $n \geq 1,0<s:=m+\frac{\alpha}{2}<\frac{n}{2}, 0<\alpha \leq 2, m \geq 0$ is an integer, $0<\sigma<n$, $0<p \leq \frac{2 n-\sigma}{n-2 s}$ and $0<q \leq \frac{n+2 s-\sigma}{n-2 s}$. Let $u \in C\left(\mathbb{R}^{n}\right)$ be a nonnegative solution to IE (1.5). It follows from integral equation (1.5) and "bootstrap" methods that $u \in C^{\infty}\left(\mathbb{R}^{n}\right)$. In the following, we assume $u$ is a non-trivial nonnegative solutions (i.e., $u \not \equiv 0$ ) to IE (1.5). Then, integral equation (1.5) implies that $u>0$ in $\mathbb{R}^{n}$ and $\int_{\mathbb{R}^{n}} \frac{u^{p}(x)}{|x|^{\sigma}} d x<+\infty$. We will derive the unique form (up to translations and scalings) of the positive solution $u$ in the critical case $p=\frac{2 n-\sigma}{n-2 s}$ and $q=\frac{n+2 s-\sigma}{n-2 s}$, and obtain a contradiction and hence the nonexistence of positive solutions in the subcritical cases $0<p<\frac{2 n-\sigma}{n-2 s}$ or $0<q<\frac{n+2 s-\sigma}{n-2 s}$.

Set $P(y)=\int_{\mathbb{R}^{n}} \frac{u^{p}(z)}{|y-z|^{\sigma}} d z$, then (1.5) can be written as

$$
\begin{equation*}
u(x)=\int_{\mathbb{R}^{n}} \frac{R_{2 s, n}}{|x-y|^{n-2 s}} P(y) u^{q}(y) d y \tag{4.1}
\end{equation*}
$$

For arbitrary $x_{0} \in \mathbb{R}^{n}$ and $\lambda>0$, we define the Kelvin transforms centered at $x_{0}$ by

$$
\begin{equation*}
u_{x_{0}, \lambda}(x):=\left(\frac{\lambda}{\left|x-x_{0}\right|}\right)^{n-2 s} u\left(x^{\lambda}\right), \quad \forall x \in \mathbb{R}^{n} \backslash\left\{x_{0}\right\} \tag{4.2}
\end{equation*}
$$

where $x^{\lambda}=\frac{\lambda^{2}\left(x-x_{0}\right)}{\left|x-x_{0}\right|^{2}}+x_{0}$. Then, by (4.1) and (4.2), we derive

$$
\begin{align*}
u_{x_{0}, \lambda}(x) & =\left(\frac{\lambda}{\left|x-x_{0}\right|}\right)^{n-2 s} u\left(x^{\lambda}\right)  \tag{4.3}\\
& =\int_{\mathbb{R}^{n}} \frac{R_{2 s, n} P_{x_{0}, \lambda}(y) u_{x_{0}, \lambda}^{q}(y)}{|x-y|^{n-2 s}}\left(\frac{\lambda}{\left|y-x_{0}\right|}\right)^{\tau} d y
\end{align*}
$$

where $\tau:=(n+2 s-\sigma)-q(n-2 s) \geq 0$ and

$$
\begin{equation*}
P_{x_{0}, \lambda}(y):=\left(\frac{\lambda}{\left|y-x_{0}\right|}\right)^{\sigma} P\left(y^{\lambda}\right)=\int_{\mathbb{R}^{n}} \frac{u_{x_{0}, \lambda}^{p}(z)}{|y-z|^{\sigma}}\left(\frac{\lambda}{\left|z-x_{0}\right|}\right)^{\mu} d z \tag{4.4}
\end{equation*}
$$

with $\mu:=(2 n-\sigma)-p(n-2 s) \geq 0$.

By (4.1), (4.3) and straightforward calculations, one can verify

$$
\begin{align*}
u(x)= & \int_{\mathbb{R}^{n}} \frac{R_{2 s, n}}{|x-y|^{n-2 s}} P(y) u^{q}(y) d y=\int_{B_{\lambda}\left(x_{0}\right)} \frac{R_{2 s, n} P(y) u^{q}(y)}{|x-y|^{n-2 s}} d y  \tag{4.5}\\
& +\int_{B_{\lambda}\left(x_{0}\right)} \frac{R_{2 s, n} P\left(y^{\lambda}\right)}{\left|\frac{\left|y-x_{0}\right|\left(x-x_{0}\right)}{\lambda}-\frac{\lambda\left(y-x_{0}\right)}{\left|y-x_{0}\right|}\right|^{n-2 s}}\left(\frac{\lambda}{\left|y-x_{0}\right|}\right)^{n+2 s} u^{q}\left(y^{\lambda}\right) d y \\
= & \int_{B_{\lambda}\left(x_{0}\right)} \frac{R_{2 s, n} P(y) u^{q}(y)}{|x-y|^{n-2 s}} d y \\
& +\int_{B_{\lambda}\left(x_{0}\right)} \frac{R_{2 s, n} P_{x_{0}, \lambda}(y)}{\left|\frac{\left|y-x_{0}\right|\left(x-x_{0}\right)}{\lambda}-\frac{\lambda\left(y-x_{0}\right)}{\left|y-x_{0}\right|}\right|^{n-2 s}}\left(\frac{\lambda}{\left|y-x_{0}\right|}\right)^{\tau} u_{x_{0}, \lambda}^{q}(y) d y
\end{align*}
$$

and

$$
\begin{align*}
u_{x_{0}, \lambda}(x)= & \int_{\mathbb{R}^{n}} \frac{R_{2 s, n} P_{x_{0}, \lambda}(y) u_{x_{0}, \lambda}^{q}(y)}{|x-y|^{n-2 s}}\left(\frac{\lambda}{\left|y-x_{0}\right|}\right)^{\tau} d y  \tag{4.6}\\
= & \int_{B_{\lambda}\left(x_{0}\right)} \frac{R_{2 s, n} P_{x_{0}, \lambda}(y)}{|x-y|^{n-2 s}}\left(\frac{\lambda}{\left|y-x_{0}\right|}\right)^{\tau} u_{x_{0}, \lambda}^{q}(y) d y \\
& +\int_{B_{\lambda}\left(x_{0}\right)} \frac{R_{2 s, n} P(y)}{\left|\frac{\left|y-x_{0}\right|\left(x-x_{0}\right)}{\lambda}-\frac{\lambda\left(y-x_{0}\right)}{\left|y-x_{0}\right|}\right|^{n-2 s}} u^{q}(y) d y .
\end{align*}
$$

Define $\omega_{\lambda}(x)=u_{x_{0}, \lambda}(x)-u(x)$ for $x \in \mathbb{R}^{n} \backslash\left\{x_{0}\right\}$. We first show that for $\lambda>0$ sufficiently small,

$$
\begin{equation*}
\omega_{\lambda}(x) \geq 0, \quad \forall x \in B_{\lambda}\left(x_{0}\right) \backslash\left\{x_{0}\right\} \tag{4.7}
\end{equation*}
$$

It suffices to show that $B_{\lambda}^{-}\left(x_{0}\right)=\emptyset$ for $\lambda$ small enough, where the set $B_{\lambda}^{-}\left(x_{0}\right)$ is defined by

$$
\begin{equation*}
B_{\lambda}^{-}\left(x_{0}\right):=\left\{x \in B_{\lambda}\left(x_{0}\right) \backslash\left\{x_{0}\right\} \mid \omega_{\lambda}(x)<0\right\} . \tag{4.8}
\end{equation*}
$$

Let us define

$$
\begin{equation*}
K_{1}^{\lambda}(x, y)=R_{2 s, n}\left(\frac{1}{|x-y|^{n-2 s}}-\frac{1}{\left|\frac{\left|y-x_{0}\right|\left(x-x_{0}\right)}{\lambda}-\frac{\lambda\left(y-x_{0}\right)}{\left|y-x_{0}\right|}\right|^{n-2 s}}\right) \tag{4.9}
\end{equation*}
$$

$$
\begin{equation*}
K_{2}^{\lambda}(x, y)=\frac{1}{|x-y|^{\sigma}}-\frac{1}{\left|\frac{\left|y-x_{0}\right|\left(x-x_{0}\right)}{\lambda}-\frac{\lambda\left(y-x_{0}\right)}{\left|y-x_{0}\right|}\right|^{\sigma}} . \tag{4.10}
\end{equation*}
$$

One can easily verify that $K_{1}^{\lambda}(x, y)>0$ and $K_{2}^{\lambda}(x, y)>0$ for any $x, y \in B_{\lambda}\left(x_{0}\right)$.

Then, by (4.5) and (4.6), for any $x \in B_{\lambda}\left(x_{0}\right) \backslash\left\{x_{0}\right\}$, we derive

$$
\begin{align*}
& \omega_{\lambda}(x)=u_{x_{0}, \lambda}(x)-u(x)  \tag{4.11}\\
= & \int_{B_{\lambda}\left(x_{0}\right)} K_{1}^{\lambda}(x, y)\left[P_{x_{0}, \lambda}(y)\left(\frac{\lambda}{\left|y-x_{0}\right|}\right)^{\tau} u_{x_{0}, \lambda}^{q}(y)-P(y) u^{q}(y)\right] d y \\
\geq & \int_{Q_{\lambda}\left(x_{0}\right)} K_{1}^{\lambda}(x, y)\left[P_{x_{0}, \lambda}(y) u_{x_{0}, \lambda}^{q}(y)-P(y) u^{q}(y)\right] d y \\
= & \int_{Q_{\lambda}\left(x_{0}\right)} K_{1}^{\lambda}(x, y) P(y)\left[u_{x_{0}, \lambda}^{q}(y)-u^{q}(y)\right] d y \\
& +\int_{Q_{\lambda}\left(x_{0}\right)} K_{1}^{\lambda}(x, y)\left[P_{x_{0}, \lambda}(y)-P(y)\right] u_{x_{0}, \lambda}^{q}(y) d y
\end{align*}
$$

where the subset $Q_{\lambda}\left(x_{0}\right) \subseteq B_{\lambda}\left(x_{0}\right) \backslash\left\{x_{0}\right\}$ is defined by

$$
\begin{equation*}
Q_{\lambda}\left(x_{0}\right):=\left\{x \in B_{\lambda}\left(x_{0}\right) \backslash\left\{x_{0}\right\} \mid P_{x_{0}, \lambda}(x) u_{x_{0}, \lambda}^{q}(x)<P(x) u^{q}(x)\right\} . \tag{4.12}
\end{equation*}
$$

Note that through direct calculations, one has, for any $y \in B_{\lambda}\left(x_{0}\right)$,

$$
\begin{align*}
P_{x_{0}, \lambda}(y)-P(y) & =\int_{B_{\lambda}\left(x_{0}\right)} K_{2}^{\lambda}(y, z)\left[\left(\frac{\lambda}{\left|z-x_{0}\right|}\right)^{\mu} u_{x_{0}, \lambda}^{p}(z)-u^{p}(z)\right] d z  \tag{4.13}\\
& \geq \int_{B_{\lambda}\left(x_{0}\right)} K_{2}^{\lambda}(y, z)\left[u_{x_{0}, \lambda}^{p}(z)-u^{p}(z)\right] d z
\end{align*}
$$

Thus from (4.11), (4.13) and mean value theorem, we get, for any $x \in B_{\lambda}^{-}\left(x_{0}\right)$,

$$
\begin{align*}
0> & \omega_{\lambda}(x) \geq \int_{Q_{\lambda}\left(x_{0}\right)} K_{1}^{\lambda}(x, y) P(y)\left[u_{x_{0}, \lambda}^{q}(y)-u^{q}(y)\right] d y  \tag{4.14}\\
& +\int_{Q_{\lambda}\left(x_{0}\right)} K_{1}^{\lambda}(x, y)\left(\int_{B_{\lambda}\left(x_{0}\right)} K_{2}^{\lambda}(y, z)\left[u_{x_{0}, \lambda}^{p}(z)-u^{p}(z)\right] d z\right) u_{x_{0}, \lambda}^{q}(y) d y \\
\geq & q \int_{Q_{\lambda}\left(x_{0}\right) \cap B_{\lambda}^{-}\left(x_{0}\right)} K_{1}^{\lambda}(x, y) P(y) \max \left\{u^{q-1}(y), u_{x_{0}, \lambda}^{q-1}(y)\right\} \omega_{\lambda}(y) d y \\
& +p \int_{Q_{\lambda}\left(x_{0}\right)} K_{1}^{\lambda}(x, y)\left(\int_{B_{\lambda}^{-}\left(x_{0}\right)} K_{2}^{\lambda}(y, z) \max \left\{u^{p-1}(z), u_{x_{0}, \lambda}^{p-1}(z)\right\} \omega_{\lambda}(z) d z\right) u_{x_{0}, \lambda}^{q}(y) d y \\
\geq & q \int_{Q_{\lambda}\left(x_{0}\right) \cap B_{\lambda}^{-}\left(x_{0}\right)} \frac{R_{2 s, n} P(y) \omega_{\lambda}(y)}{|x-y|^{n-2 s}} \max \left\{u^{q-1}(y), u_{x_{0}, \lambda}^{q-1}(y)\right\} d y \\
& +p \int_{Q_{\lambda}\left(x_{0}\right)} \frac{R_{2 s, n}}{|x-y|^{n-2 s}}\left(\int_{B_{\lambda}^{-}\left(x_{0}\right)} \frac{\omega_{\lambda}(z)}{|y-z|^{\sigma}} \max \left\{u^{p-1}(z), u_{x_{0}, \lambda}^{p-1}(z)\right\} d z\right) u_{x_{0}, \lambda}^{q}(y) d y .
\end{align*}
$$

Now we need the following Hardy-Littlewood-Sobolev inequality.
Lemma 4.1. (Hardy-Littlewood-Sobolev inequality) Let $n \geq 1,0<s<n$ and $1<p<q<\infty$ be such that $\frac{n}{q}=\frac{n}{p}-s$. Then we have

$$
\begin{equation*}
\left\|\int_{\mathbb{R}^{n}} \frac{f(y)}{|x-y|^{n-s}} d y\right\|_{L^{q}\left(\mathbb{R}^{n}\right)} \leq C_{n, s, p, q}\|f\|_{L^{p}\left(\mathbb{R}^{n}\right)}, \tag{4.15}
\end{equation*}
$$

for all $f \in L^{p}\left(\mathbb{R}^{n}\right)$.

Set $U_{\lambda}(x):=\max \left\{u^{q-1}(x), u_{x_{0}, \lambda}^{q-1}(x)\right\}, V_{\lambda}(x):=\max \left\{u^{p-1}(x), u_{x_{0}, \lambda}^{p-1}(x)\right\}$, and

$$
\begin{equation*}
W_{\lambda}(y):=\int_{B_{\lambda}^{-}\left(x_{0}\right)} \frac{V_{\lambda}(z) \omega_{\lambda}(z)}{|y-z|^{\sigma}} d z \tag{4.16}
\end{equation*}
$$

By (4.14), Hardy-Littlewood-Sobolev inequality and Hölder inequality, we have, for any $r>$ $\max \left\{\frac{n}{n-2 s}, \frac{n}{\sigma}\right\}$,

$$
\begin{align*}
&\left\|\omega_{\lambda}\right\|_{L^{r}\left(B_{\lambda}^{-}\left(x_{0}\right)\right)}  \tag{4.17}\\
& \leq C\left\|P U_{\lambda} \omega_{\lambda}\right\|_{L^{\frac{n r}{n+2 s r}}\left(Q_{\lambda}\left(x_{0}\right) \cap B_{\lambda}^{-}\left(x_{0}\right)\right)}+C\left\|W_{\lambda} u_{x_{0}, \lambda}^{q}\right\|_{L^{\frac{n r}{n+2 s r}}\left(Q_{\lambda}\left(x_{0}\right)\right)} \\
& \leq C\left\|P U_{\lambda}\right\|_{L^{\frac{n}{2 s}}\left(B_{\lambda}^{-}\left(x_{0}\right)\right)}\left\|\omega_{\lambda}\right\|_{L^{r}\left(B_{\lambda}^{-}\left(x_{0}\right)\right)}+C\left\|u_{x_{0}, \lambda}^{q}\right\|_{L^{\frac{n}{2 s}\left(Q_{\lambda}\left(x_{0}\right)\right)}}\left\|W_{\lambda}\right\|_{L^{r}\left(Q_{\lambda}\left(x_{0}\right)\right)} \\
& \leq C\left\|P U_{\lambda}\right\|_{L^{\frac{n}{2 s}}\left(B_{\lambda}^{-}\left(x_{0}\right)\right)}\left\|\omega_{\lambda}\right\|_{L^{r}\left(B_{\lambda}^{-}\left(x_{0}\right)\right)}+C\left\|u_{x_{0}, \lambda}^{q}\right\|_{L^{\frac{n}{2 s}\left(Q_{\lambda}\left(x_{0}\right)\right)}}\left\|V_{\lambda} \omega_{\lambda}\right\|_{L^{\frac{n r}{n+(n-\sigma) r}}\left(B_{\lambda}^{-}\left(x_{0}\right)\right)} \\
& \leq C\left\|P U_{\lambda}\right\|_{L^{\frac{n}{2 s}\left(B_{\lambda}^{-}\left(x_{0}\right)\right)}}\left\|\omega_{\lambda}\right\|_{L^{r}\left(B_{\lambda}^{-}\left(x_{0}\right)\right)} \\
& \quad+C\left\|u_{x_{0}, \lambda}^{q}\right\|_{\left.L^{\frac{n}{2 s}}\left(Q_{\lambda}\left(x_{0}\right)\right)\right)}\left\|V_{\lambda}\right\|_{L^{\frac{n}{n-\sigma}\left(B_{\lambda}^{-}\left(x_{0}\right)\right)}}\left\|\omega_{\lambda}\right\|_{L^{r}\left(B_{\lambda}^{-}\left(x_{0}\right)\right)} \\
& \leq C\left(\left\|P U_{\lambda}\right\|_{L^{\left.\frac{n}{2 s}\left(B_{\lambda}^{-}\left(x_{0}\right)\right)\right)}}+\left\|u_{x_{0}, \lambda}^{q}\right\|_{L^{\frac{n}{2 s}}\left(Q_{\lambda}\left(x_{0}\right)\right)}\left\|V_{\lambda}\right\|_{\left.L^{\frac{n}{n-\sigma}}\left(B_{\lambda}^{-}\left(x_{0}\right)\right)\right)}\left\|\omega_{\lambda}\right\|_{L^{r}\left(B_{\lambda}^{-}\left(x_{0}\right)\right)} .\right.
\end{align*}
$$

Integral equation (1.5) implies that, there exists a constant $C>0$, such that the positive solution $u$ satisfies the following lower bound:

$$
\begin{equation*}
u(x) \geq \frac{C}{\left|x-x_{0}\right|^{n-2 s}}, \quad \forall\left|x-x_{0}\right| \geq 1 \tag{4.18}
\end{equation*}
$$

Indeed, since $u>0$ solves the integral equation (1.5), we can infer that, for any $\left|x-x_{0}\right| \geq 1$,

$$
\begin{align*}
u(x) & \geq \int_{\left|y-x_{0}\right| \leq \frac{1}{2}} \frac{1}{|x-y|^{n-2 s}} \int_{\left|z-x_{0}\right|>1} \frac{u^{p}(z)}{|y-z|^{\sigma}} d z u^{q}(y) d y  \tag{4.19}\\
& \geq \frac{C}{\left|x-x_{0}\right|^{n-2 s}} \int_{\left|y-x_{0}\right| \leq \frac{1}{2}} \int_{\left|z-x_{0}\right|>1} \frac{u^{p}(z)}{\left|z-x_{0}\right|^{\sigma}} d z u^{q}(y) d y=: \frac{C}{\left|x-x_{0}\right|^{n-2 s}} .
\end{align*}
$$

As a consequence, we can obtain the following lower bounds for $u_{x_{0}, \lambda}$ in $B_{\lambda}\left(x_{0}\right) \backslash\left\{x_{0}\right\}$. Let us consider $0<\lambda<1$ first. If $0<\left|x-x_{0}\right| \leq \lambda^{2}$, then $\left|x^{\lambda}-x_{0}\right| \geq 1$, by (4.18), we have

$$
\begin{equation*}
u_{x_{0}, \lambda}(x)=\left(\frac{\lambda}{\left|x-x_{0}\right|}\right)^{n-2 s} u\left(x^{\lambda}\right) \geq \frac{C}{\lambda^{n-2 s}} . \tag{4.20}
\end{equation*}
$$

If $\lambda^{2} \leq\left|x-x_{0}\right|<\lambda$, then $\left|x^{\lambda}-x_{0}\right| \leq 1$, we have

$$
\begin{equation*}
u_{x_{0}, \lambda}(x)=\left(\frac{\lambda}{\left|x-x_{0}\right|}\right)^{n-2 s} u\left(x^{\lambda}\right) \geq\left(\min _{B_{1}\left(x_{0}\right)} u\right)\left(\frac{\lambda}{\left|x-x_{0}\right|}\right)^{n-2 s} \geq \min _{B_{1}\left(x_{0}\right)} u=: C>0 \tag{4.21}
\end{equation*}
$$

For $\lambda \geq 1$, one has $\left|x^{\lambda}-x_{0}\right|>\lambda \geq 1$ for any $x \in B_{\lambda}\left(x_{0}\right) \backslash\left\{x_{0}\right\}$, and hence (4.18) yields

$$
\begin{equation*}
u_{x_{0}, \lambda}(x)=\left(\frac{\lambda}{\left|x-x_{0}\right|}\right)^{n-2 s} u\left(x^{\lambda}\right) \geq \frac{C}{\lambda^{n-2 s}}, \quad \forall x \in B_{\lambda}\left(x_{0}\right) \backslash\left\{x_{0}\right\} \tag{4.22}
\end{equation*}
$$

From the definition of $P(y)$, one can get the following lower bound:

$$
\begin{equation*}
P(y) \geq \frac{C}{\left|y-x_{0}\right|^{\sigma}} \int_{\left|z-x_{0}\right| \leq \frac{1}{2}} u^{p}(z) d z=: \frac{C}{\left|y-x_{0}\right|^{\sigma}}, \quad \forall\left|y-x_{0}\right| \geq 1 \tag{4.23}
\end{equation*}
$$

Consequently, we can obtain the following lower bounds for $P_{x_{0}, \lambda}$ in $B_{\lambda}\left(x_{0}\right) \backslash\left\{x_{0}\right\}$. Let us consider $0<\lambda<1$ first. If $0<\left|y-x_{0}\right| \leq \lambda^{2}$, then $\left|y^{\lambda}-x_{0}\right| \geq 1$, by (4.23), we have

$$
\begin{equation*}
P_{x_{0}, \lambda}(y)=\left(\frac{\lambda}{\left|y-x_{0}\right|}\right)^{\sigma} P\left(y^{\lambda}\right) \geq \frac{C}{\lambda^{\sigma}} . \tag{4.24}
\end{equation*}
$$

If $\lambda^{2} \leq\left|y-x_{0}\right|<\lambda$, then $\left|y^{\lambda}-x_{0}\right| \leq 1$, we have

$$
\begin{equation*}
P_{x_{0}, \lambda}(y)=\left(\frac{\lambda}{\left|y-x_{0}\right|}\right)^{\sigma} P\left(y^{\lambda}\right) \geq\left(\min _{B_{1}\left(x_{0}\right)} P\right)\left(\frac{\lambda}{\left|y-x_{0}\right|}\right)^{\sigma} \geq \min _{B_{1}\left(x_{0}\right)} P=: C>0 . \tag{4.25}
\end{equation*}
$$

For $\lambda \geq 1$, one has $\left|y^{\lambda}-x_{0}\right|>\lambda \geq 1$ for any $y \in B_{\lambda}\left(x_{0}\right) \backslash\left\{x_{0}\right\}$, and hence (4.23) yields

$$
\begin{equation*}
P_{x_{0}, \lambda}(y)=\left(\frac{\lambda}{\left|y-x_{0}\right|}\right)^{\sigma} P\left(y^{\lambda}\right) \geq \frac{C}{\lambda^{\sigma}}, \quad \forall y \in B_{\lambda}\left(x_{0}\right) \backslash\left\{x_{0}\right\} . \tag{4.26}
\end{equation*}
$$

From the lower bounds (4.20) and (4.21) of $u_{x_{0}, \lambda}$ in $B_{\lambda}\left(x_{0}\right) \backslash\left\{x_{0}\right\}$ and the continuity of $u$ and $P$ in $\mathbb{R}^{n}$, we can infer that

$$
\begin{equation*}
\left\|P U_{\lambda}\right\|_{L^{\frac{n}{2 s}\left(B_{\lambda}^{-}\left(x_{0}\right)\right)}} \rightarrow 0, \quad \text { as } \lambda \rightarrow 0 \tag{4.27}
\end{equation*}
$$

By the definition of $Q_{\lambda}\left(x_{0}\right)$, the continuity of $u$ and $P$ in $\mathbb{R}^{n}$, the lower bounds (4.24) and (4.25), we can get the following upper bounds: for any $x \in Q_{\lambda}\left(x_{0}\right)$,

$$
\begin{gather*}
u_{x_{0}, \lambda}^{q}(x)<\frac{P(x) u^{q}(x)}{P_{x_{0}, \lambda}(x)} \leq C\left(1+\lambda^{\sigma}\right)\left(\max _{B_{1}\left(x_{0}\right)} P u^{q}\right)=: C\left(1+\lambda^{\sigma}\right), \quad \text { if } 0<\lambda<1 ;  \tag{4.28}\\
u_{x_{0}, \lambda}^{q}(x)<\frac{P(x) u^{q}(x)}{P_{x_{0}, \lambda}(x)} \leq C\left(1+\lambda^{\sigma}\right)\left(\max _{B_{\lambda}\left(x_{0}\right)} P u^{q}\right)=: C_{\lambda}\left(1+\lambda^{\sigma}\right), \quad \text { if } \lambda \geq 1 \tag{4.29}
\end{gather*}
$$

From the lower bounds (4.20) and (4.21) of $u_{x_{0}, \lambda}$ in $B_{\lambda}\left(x_{0}\right) \backslash\left\{x_{0}\right\}$, the upper bound (4.28) of $u_{x_{0}, \lambda}^{q}$ in $Q_{\lambda}\left(x_{0}\right)$ and the continuity of $u$ in $\mathbb{R}^{n}$, we deduce that

$$
\begin{equation*}
\left\|u_{x_{0}, \lambda}^{q}\right\|_{L^{\frac{n}{2 s}\left(Q_{\lambda}\left(x_{0}\right)\right)}}\left\|V_{\lambda}\right\|_{L^{\frac{n}{n-\sigma}}\left(B_{\lambda}^{-}\left(x_{0}\right)\right)} \rightarrow 0, \quad \text { as } \lambda \rightarrow 0 \tag{4.30}
\end{equation*}
$$

Thus, there exists $0<\epsilon_{0}<1$ small enough such that for all $0<\lambda<\epsilon_{0}$,

$$
\begin{equation*}
C\left(\left\|P U_{\lambda}\right\|_{L^{\frac{n}{2 s}\left(B_{\lambda}^{-}\left(x_{0}\right)\right)}}+\left\|u_{x_{0}, \lambda}^{q}\right\|_{L^{\frac{n}{2 s}\left(Q_{\lambda}\left(x_{0}\right)\right)}}\left\|V_{\lambda}\right\|_{L^{\frac{n}{n-\sigma}}\left(B_{\lambda}^{-}\left(x_{0}\right)\right)}\right)<\frac{1}{2}, \tag{4.31}
\end{equation*}
$$

where $C$ is the constant in the last inequality of (4.17). Immediately, we conclude from (4.17) that $\left\|\omega_{\lambda}\right\|_{L^{r}\left(B_{\lambda}^{-}\left(x_{0}\right)\right)}=0$, and thus $B_{\lambda}^{-}\left(x_{0}\right)$ has measure 0 . Then, $B_{\lambda}^{-}\left(x_{0}\right)=\emptyset$ must hold true for any $0<\lambda<\epsilon_{0}$ due to the continuity of $\omega_{\lambda}$ in $B_{\lambda}\left(x_{0}\right) \backslash\left\{x_{0}\right\}$, and hence we have derived (4.7) for $0<\lambda<\epsilon_{0}$.

This provides a starting point to carry out the method of moving spheres for arbitrarily given center $x_{0} \in \mathbb{R}^{n}$. Next, we will continuously increase the radius $\lambda$ as long as $\omega_{\lambda} \geq 0$ in $B_{\lambda}\left(x_{0}\right) \backslash\left\{x_{0}\right\}$ holds true. For a given center $x_{0}$, the critical scale $\lambda_{x_{0}}$ is defined by

$$
\begin{equation*}
\lambda_{x_{0}}:=\sup \left\{\lambda>0 \mid \omega_{\mu} \geq 0 \text { in } B_{\mu}\left(x_{0}\right) \backslash\left\{x_{0}\right\}, \forall 0<\mu \leq \lambda\right\}>0 . \tag{4.32}
\end{equation*}
$$

For the critical scale $\lambda_{x_{0}}$, we have the following crucial Lemma.
Lemma 4.2. One of the following two assertions holds, that is, either
(A) For every $x_{0} \in \mathbb{R}^{n}$, the corresponding critical scale $\lambda_{x_{0}}>0$ is finite, or
(B) For every $x_{0} \in \mathbb{R}^{n}$, the corresponding critical scale $\lambda_{x_{0}}=\infty$, this is, for every $\lambda>0$, $\omega_{\lambda} \geq 0$ in $B_{\lambda}\left(x_{0}\right) \backslash\left\{x_{0}\right\}$.

In order to prove Lemma 4.2, we need the following proposition.
Proposition 4.3. If $\lambda_{x_{0}}<+\infty$, then $u_{x_{0}, \lambda_{x_{0}}}(x) \equiv u(x)$ for any $x \in B_{\lambda_{x_{0}}}\left(x_{0}\right) \backslash\left\{x_{0}\right\}$.
Proof of Proposition 4.3. Proposition 4.3 will be proved by contradiction arguments. By the definition of $\lambda_{x_{0}}$, we know that $\omega_{\lambda_{x_{0}}} \geq 0$ in $B_{\lambda_{x_{0}}}\left(x_{0}\right) \backslash\left\{x_{0}\right\}$. Suppose on the contrary that $\omega_{\lambda_{x_{0}}} \not \equiv 0$, then there exists $\bar{x} \in B_{\lambda_{x_{0}}}\left(x_{0}\right) \backslash\left\{x_{0}\right\}$ and $\delta>0$ such that $B_{\delta}(\bar{x}) \subset B_{\lambda_{x_{0}}}\left(x_{0}\right) \backslash\left\{x_{0}\right\}$ and $\omega_{\lambda_{x_{0}}}>C>0$ in $B_{\delta}(\bar{x})$. Then, by (4.11) and (4.13), we have for any $x \in B_{\lambda_{x_{0}}}\left(x_{0}\right) \backslash\left\{x_{0}\right\}$,

$$
\begin{align*}
\omega_{\lambda_{x_{0}}}(x) & \geq \int_{B_{\lambda_{x_{0}}}\left(x_{0}\right)} K_{1}^{\lambda_{x_{0}}}(x, y) P(y)\left(u_{x_{0}, \lambda_{x_{0}}}^{q}(y)-u^{q}(y)\right) d y  \tag{4.33}\\
& \geq q \int_{B_{\lambda_{x_{0}}}\left(x_{0}\right)} K_{1}^{\lambda_{x_{0}}}(x, y) P(y) \min \left\{u_{x_{0}, \lambda_{x_{0}}}^{q-1}(y), u^{q-1}(y)\right\} \omega_{\lambda_{x_{0}}}(y) d y \\
& \geq q \int_{B_{\delta}(\bar{x})} K_{1}^{\lambda_{x_{0}}}(x, y) P(y) \min \left\{u_{x_{0}, \lambda_{x_{0}}}^{q-1}(y), u^{q-1}(y)\right\} \omega_{\lambda_{x_{0}}}(y) d y \\
& >0 .
\end{align*}
$$

Let $\delta_{1}>0$ be sufficiently small, which will be determined later. Define the narrow region

$$
\begin{equation*}
A_{\delta_{1}}:=\left\{x \in \mathbb{R}^{n}\left|0<\left|x-x_{0}\right|<\delta_{1} \text { or } \lambda_{x_{0}}-\delta_{1}<\left|x-x_{0}\right|<\lambda_{x_{0}}\right\} .\right. \tag{4.34}
\end{equation*}
$$

Since $\omega_{\lambda_{x_{0}}}$ is continuous in $\mathbb{R}^{n} \backslash\left\{x_{0}\right\}$ and $A_{\delta_{1}}^{c}:=\left(B_{\lambda_{x_{0}}}\left(x_{0}\right) \backslash\left\{x_{0}\right\}\right) \backslash A_{\delta_{1}}$ is a compact subset, there exists a $C_{0}>0$ such that

$$
\begin{equation*}
\omega_{\lambda_{x_{0}}}(x)>C_{0}, \quad \forall x \in A_{\delta_{1}}^{c} \tag{4.35}
\end{equation*}
$$

By continuity, we can choose $\delta_{2}>0$ (depending on $\delta_{1}$ ) sufficiently small such that, for any $\lambda \in\left[\lambda_{x_{0}}, \lambda_{x_{0}}+\delta_{2}\right]$,

$$
\begin{equation*}
\omega_{\lambda}(x)>\frac{C_{0}}{2}, \quad \forall x \in A_{\delta_{1}}^{c} \tag{4.36}
\end{equation*}
$$

Hence we must have, for any $\lambda \in\left[\lambda_{x_{0}}, \lambda_{x_{0}}+\delta_{2}\right]$,

$$
\begin{equation*}
B_{\lambda}^{-}\left(x_{0}\right) \subset\left(B_{\lambda}\left(x_{0}\right) \backslash\left\{x_{0}\right\}\right) \backslash A_{\delta_{1}}^{c}=\left\{x\left|0<\left|x-x_{0}\right|<\delta_{1} \text { or } \lambda_{x_{0}}-\delta_{1}<\left|x-x_{0}\right|<\lambda\right\} .\right. \tag{4.37}
\end{equation*}
$$

By (4.37), the continuity of $u$ and $P$, the lower bounds (4.20), (4.21) and (4.22) of $u_{x_{0}, \lambda}$ in $B_{\lambda}\left(x_{0}\right) \backslash\left\{x_{0}\right\}$ and the upper bounds (4.28) and (4.29) of $u_{x_{0}, \lambda}^{q}$ in $Q_{\lambda}\left(x_{0}\right)$, we can choose $\delta_{1}$ sufficiently small (and $\delta_{2}$ more smaller if necessary) such that, for any $\lambda \in\left[\lambda_{x_{0}}, \lambda_{x_{0}}+\delta_{2}\right]$,

$$
\begin{equation*}
C\left(\left\|P U_{\lambda}\right\|_{L^{\frac{n}{2 s}\left(B_{\lambda}^{-}\left(x_{0}\right)\right)}}+\left\|u_{x_{0}, \lambda}^{q}\right\|_{L^{\frac{n}{2 s}\left(Q_{\lambda}\left(x_{0}\right)\right)}}\left\|V_{\lambda}\right\|_{L^{\frac{n}{n-\sigma}}\left(B_{\lambda}^{-}\left(x_{0}\right)\right)}\right)<\frac{1}{2} \tag{4.38}
\end{equation*}
$$

where $C$ is the constant in the last inequality of (4.17). Immediately, we conclude from (4.17) that $\left\|\omega_{\lambda}\right\|_{L^{r}\left(B_{\lambda}^{-}\left(x_{0}\right)\right)}=0$, and thus $B_{\lambda}^{-}\left(x_{0}\right)=\emptyset$ for any $\lambda \in\left[\lambda_{x_{0}}, \lambda_{x_{0}}+\delta_{2}\right]$. Then, we obtain that for any $\lambda \in\left[\lambda_{x_{0}}, \lambda_{x_{0}}+\delta_{2}\right]$,

$$
\begin{equation*}
\omega_{\lambda}(x) \geq 0, \quad \forall x \in B_{\lambda}\left(x_{0}\right) \backslash\left\{x_{0}\right\} \tag{4.39}
\end{equation*}
$$

which contradicts the definition of critical scale $\lambda_{x_{0}}$. This finishes our proof of Proposition 4.3.

Proof of Lemma 4.2. Now we are ready to prove Lemma 4.2. If there exists a $x_{0} \in \mathbb{R}^{n}$ such that $\lambda_{x_{0}}=+\infty$, we have, for any $\lambda>0$,

$$
\begin{equation*}
\omega_{\lambda}(x) \geq 0, \quad \forall x \in B_{\lambda}\left(x_{0}\right) \backslash\left\{x_{0}\right\} \tag{4.40}
\end{equation*}
$$

which implies that, for any $\lambda>0$,

$$
\begin{equation*}
u(x) \geq u_{x_{0}, \lambda}(x), \quad \forall\left|x-x_{0}\right|>\lambda \tag{4.41}
\end{equation*}
$$

Then, due to the arbitrariness of $\lambda>0$, (4.41) yields that

$$
\begin{equation*}
\lim _{|x| \rightarrow+\infty}|x|^{n-2 s} u(x)=+\infty \tag{4.42}
\end{equation*}
$$

However, if we assume there exists another point $z_{0} \in \mathbb{R}^{n}$ such that $\lambda_{z_{0}}<+\infty$, then by Proposition 4.3, we have

$$
\begin{equation*}
u_{z_{0}, \lambda_{z_{0}}}(x)=u(x), \quad \forall x \in \mathbb{R}^{n} \backslash\left\{z_{0}\right\} \tag{4.43}
\end{equation*}
$$

The above identity immediately implies that

$$
\begin{equation*}
\lim _{|x| \rightarrow+\infty}|x|^{n-2 s} u(x)=\left(\lambda_{z_{0}}\right)^{n-2 s} u\left(z_{0}\right)<+\infty \tag{4.44}
\end{equation*}
$$

A contradiction! This concludes the proof of Lemma 4.2.

In order to derive the classification results, we also need the following calculus Lemma (see Lemma 11.1 and Lemma 11.2 in [47], see also [38, 59]).

Lemma 4.4. (47]) Let $n \geq 1, \nu \in \mathbb{R}$ and $u \in C^{1}\left(\mathbb{R}^{n}\right)$. For every $x_{0} \in \mathbb{R}^{n}$ and $\lambda>0$, define $u_{x_{0}, \lambda}(x):=\left(\frac{\lambda}{\left|x-x_{0}\right|}\right)^{\nu} u\left(\frac{\lambda^{2}\left(x-x_{0}\right)}{\left|x-x_{0}\right|^{2}}+x_{0}\right)$ for $x \in \mathbb{R}^{n} \backslash\left\{x_{0}\right\}$. Then, we have
(i) If for every $x_{0} \in \mathbb{R}^{n}$, there exists a $0<\lambda_{x_{0}}<+\infty$ such that

$$
u_{x_{0}, \lambda_{x_{0}}}(x)=u(x), \quad \forall x \in \mathbb{R}^{n} \backslash\left\{x_{0}\right\},
$$

then for some $C \in \mathbb{R}, \mu>0$ and $\bar{x} \in \mathbb{R}^{n}$,

$$
u(x)=C\left(\frac{\mu}{1+\mu^{2}|x-\bar{x}|^{2}}\right)^{\frac{\nu}{2}}
$$

(ii) If for every $x_{0} \in \mathbb{R}^{n}$ and $\lambda>0$,

$$
u_{x_{0}, \lambda}(x) \geq u(x), \quad \forall x \in B_{\lambda}\left(x_{0}\right) \backslash\left\{x_{0}\right\}
$$

then $u \equiv C$ for some constant $C \in \mathbb{R}$.
Remark 4.5. In Lemma 11.1 and Lemma 11.2 of [47], Li and Zhang have proved Lemma 4.4 for $\nu>0$. Nevertheless, their methods can also be applied to show Lemma 4.4 in the cases $\nu \leq 0$, see [38, 59].

In the subcritical cases $0<p<\frac{2 n-\sigma}{n-2 s}$ or $0<q<\frac{n+2 s-\sigma}{n-2 s}$, we have $\tau>0$ or $\mu>0$. Without loss of generality, suppose that $\tau>0$ and $\mu>0$. If there exists a $x_{0} \in \mathbb{R}^{n}$ such that the critical scale $\lambda_{x_{0}}<+\infty$, then by Proposition 4.3, we have $\omega_{\lambda_{x_{0}}}(x)=u_{x_{0}, \lambda_{x_{0}}}(x)-u(x) \equiv 0$ for
any $x \in \mathbb{R}^{n} \backslash\left\{x_{0}\right\}$. However, from (4.11), (4.13), $\tau>0$ and $\mu>0$, we deduce

$$
\begin{align*}
& \omega_{\lambda_{x_{0}}}(x)=u_{x_{0}, \lambda_{x_{0}}}(x)-u(x)  \tag{4.45}\\
= & \int_{B_{\lambda_{x_{0}}}\left(x_{0}\right)} K_{1}^{\lambda_{x_{0}}}(x, y)\left[P_{x_{0}, \lambda_{x_{0}}}(y)\left(\frac{\lambda_{x_{0}}}{\left|y-x_{0}\right|}\right)^{\tau} u_{x_{0}, \lambda_{x_{0}}}^{q}(y)-P(y) u^{q}(y)\right] d y \\
> & \int_{B_{\lambda_{x_{0}}}\left(x_{0}\right)} K_{1}^{\lambda_{x_{0}}}(x, y)\left[P_{x_{0}, \lambda_{x_{0}}}(y) u_{x_{0}, \lambda_{x_{0}}}^{q}(y)-P(y) u^{q}(y)\right] d y \\
= & \int_{B_{\lambda_{x_{0}}}\left(x_{0}\right)} K_{1}^{\lambda_{x_{0}}}(x, y) u^{q}(y) \\
& \times\left(\int_{B_{\lambda_{x_{0}}\left(x_{0}\right)}} K_{2}^{\lambda_{x_{0}}}(y, z)\left[\left(\frac{\lambda_{x_{0}}}{\left|z-x_{0}\right|}\right)^{\mu} u_{x_{0}, \lambda_{x_{0}}}^{p}(z)-u^{p}(z)\right] d z\right) d y \\
> & \int_{B_{\lambda_{x_{0}}}\left(x_{0}\right)} K_{1}^{\lambda_{x_{0}}}(x, y)\left(\int_{B_{\lambda_{x_{0}}}\left(x_{0}\right)} K_{2}^{\lambda_{x_{0}}}(y, z)\left[u_{x_{0}, \lambda_{x_{0}}}^{p}(z)-u^{p}(z)\right] d z\right) u^{q}(y) d y=0,
\end{align*}
$$

which is a contradiction! Therefore, by Lemma 4.2, we must have, for every $x_{0} \in \mathbb{R}^{n}$, the critical scale $\lambda_{x_{0}}=+\infty$. Then, by Lemma 4.4 and the integrability $\int_{\mathbb{R}^{n}} \frac{u^{p}(x)}{|x|^{\sigma}} d x<+\infty$, we conclude that $u \equiv 0$. This is absurd since $u>0$ in $\mathbb{R}^{n}$. Therefore, there is no non-trivial nonnegative solution to IE (1.5) in the subcritical cases.

Now we consider the critical case $p=\frac{2 n-\sigma}{n-2 s}$ and $q=\frac{n+2 s-\sigma}{n-2 s}$. Suppose that for every $x_{0} \in \mathbb{R}^{n}$, the critical scale $\lambda_{x_{0}}=+\infty$. Then, by Lemma 4.4 and the integrability $\int_{\mathbb{R}^{n}} \frac{u^{p}(x)}{|x|^{\sigma}} d y<+\infty$, we conclude that $u \equiv 0$, which contradicts with $u>0$ in $\mathbb{R}^{n}$. Therefore, we must have, for every $x_{0} \in \mathbb{R}^{n}$, the critical scale $\lambda_{x_{0}}<+\infty$. Then by Proposition 4.3 and Lemma 4.4, we have

$$
\begin{equation*}
u(x)=C\left(\frac{\mu}{1+\mu^{2}|x-\bar{x}|^{2}}\right)^{\frac{n-2 s}{2}} \tag{4.46}
\end{equation*}
$$

for some $C>0, \mu>0$ and $\bar{x} \in \mathbb{R}^{n}$. Consequently, we have proved, in the critical case, that any nontrivial nonnegative solution $u$ to IE (1.5) must have the form (4.46) for some $C>0$, $\mu>0$ and $\bar{x} \in \mathbb{R}^{n}$. Furthermore, from (37) in Lemma 4.1 in [27], we have the following formula:

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} \frac{1}{|x-y|^{2 \gamma}}\left(\frac{1}{1+|y|^{2}}\right)^{n-\gamma} d y=I(\gamma)\left(\frac{1}{1+|x|^{2}}\right)^{\gamma} \tag{4.47}
\end{equation*}
$$

for any $0<\gamma<\frac{n}{2}$, where $I(\gamma):=\frac{\pi^{\frac{n}{2}} \Gamma\left(\frac{n-2 \gamma}{2}\right)}{\Gamma(n-\gamma)}$. By (4.47), (1.5) and direct calculations, we deduce that the constant $C$ in (4.46) is given by

$$
\begin{equation*}
C=\left(\frac{1}{R_{2 s, n} I\left(\frac{\sigma}{2}\right) I\left(\frac{n-2 s}{2}\right)}\right)^{\frac{n-2 s}{2(n+2 s-\sigma)}} \tag{4.48}
\end{equation*}
$$

This concludes our proof of Theorem 1.4.

## 5. Proof of Theorem 1.8

In this section, using Theorem 1.1 and the arguments from Chen, Dai and Qin [6], we will prove the Liouville properties in Theorem 1.8 in both critical order cases $s:=m+\frac{\alpha}{2}=\frac{n}{2}$ and super-critical order cases $s:=m+\frac{\alpha}{2}>\frac{n}{2}$.

We will prove Theorem 1.8 by using contradiction arguments. Suppose on the contrary that $u \geq 0$ satisfies equation (1.14) but $u$ is not identically zero, then there exists a point $\bar{x} \in \mathbb{R}^{n}$ such that $u(\bar{x})>0$. By Theorem 1.1, we can deduce from $(-\Delta)^{\frac{\alpha}{2}} u \geq 0, u \geq 0, u(\bar{x})>0$ and maximum principle that

$$
\begin{equation*}
u(x)>0, \quad \forall x \in \mathbb{R}^{n} \tag{5.1}
\end{equation*}
$$

Moreover, by maximum principle and induction, we can also infer further from $(-\Delta)^{i+\frac{\alpha}{2}} u \geq 0$ ( $i=0, \cdots, m-1$ ), $u>0$ and equation (1.14) that

$$
\begin{equation*}
(-\Delta)^{i+\frac{\alpha}{2}} u(x)>0, \quad \forall i=0, \cdots, m-1, \quad \forall x \in \mathbb{R}^{n} . \tag{5.2}
\end{equation*}
$$

Since $m+\frac{\alpha}{2} \geq \frac{n}{2}$, it follows immediately that either $m=\frac{n-1}{2}$ with $n \geq 3$ odd, $m=\frac{n-2}{2}$ with $n \geq 4$ even, or $m \geq\left\lceil\frac{n}{2}\right\rceil$, where $\lceil x\rceil$ denotes the least integer not less than $x$.

In the following, we will try to obtain contradictions by discussing the two different cases $m=\frac{n-1}{2}$ with $n \geq 3$ odd or $m=\frac{n-2}{2}$ with $n \geq 4$ even, and $m \geq\left\lceil\frac{n}{2}\right\rceil$ separately.

Case i): $m=\frac{n-1}{2}$ with $n \geq 3$ odd or $m=\frac{n-2}{2}$ with $n \geq 4$ even. Since $m+\frac{\alpha}{2} \geq \frac{n}{2}$, we have $1 \leq \alpha \leq 2$ in the cases $m=\frac{n-1}{2}$ with $n \geq 3$ odd and $\alpha=2$ in the cases $m=\frac{n-2}{2}$ with $n \geq 4$ even. Now we will first show that $(-\Delta)^{m-1+\frac{\alpha}{2}} u$ satisfies the following integral equation

$$
\begin{equation*}
(-\Delta)^{m-1+\frac{\alpha}{2}} u(x)=\int_{\mathbb{R}^{n}} \frac{R_{2, n}}{|x-y|^{n-2}}\left(\frac{1}{|\cdot|^{\sigma}} *|u|^{p}\right)(y) u^{q}(y) d y, \quad \forall x \in \mathbb{R}^{n} \tag{5.3}
\end{equation*}
$$

where the Riesz potential's constants $R_{\alpha, n}:=\frac{\Gamma\left(\frac{n-\alpha}{2}\right)}{\pi^{\frac{n}{2}} 2^{\alpha} \Gamma\left(\frac{\alpha}{2}\right)}$ for $0<\alpha<n$.
To this end, for arbitrary $R>0$, let $f_{1}(u)(x):=\left(\frac{1}{1 \cdot \sigma^{\sigma}} *|u|^{p}\right)(x) u^{q}(x)$ and

$$
\begin{equation*}
v_{1}^{R}(x):=\int_{B_{R}(0)} G_{R}^{2}(x, y) f_{1}(u)(y) d y \tag{5.4}
\end{equation*}
$$

where the Green's function for $-\Delta$ on $B_{R}(0)$ is given by

$$
\begin{equation*}
G_{R}^{2}(x, y)=R_{2, n}\left[\frac{1}{|x-y|^{n-2}}-\frac{1}{\left(|x| \cdot\left|\frac{R x}{|x|^{2}}-\frac{y}{R}\right|\right)^{n-2}}\right], \quad \text { if } x, y \in B_{R}(0) \tag{5.5}
\end{equation*}
$$

and $G_{R}^{2}(x, y)=0$ if $x$ or $y \in \mathbb{R}^{n} \backslash B_{R}(0)$. Then, we can derive that $v_{1}^{R} \in C^{2}\left(\mathbb{R}^{n}\right)$ and satisfies

$$
\left\{\begin{array}{l}
-\Delta v_{1}^{R}(x)=\left(\frac{1}{1 \cdot \cdot^{\sigma}} *|u|^{p}\right)(x) u^{q}(x), \quad x \in B_{R}(0)  \tag{5.6}\\
v_{1}^{R}(x)=0, \quad x \in \mathbb{R}^{n} \backslash B_{R}(0)
\end{array}\right.
$$

Let $w_{1}^{R}(x):=(-\Delta)^{m-1+\frac{\alpha}{2}} u(x)-v_{1}^{R}(x)$. By Theorem 1.1, (1.14) and (5.6), we have $w_{1}^{R} \in$ $C^{2}\left(\mathbb{R}^{n}\right)$ and satisfies

$$
\left\{\begin{array}{l}
-\Delta w_{1}^{R}(x)=0, \quad x \in B_{R}(0),  \tag{5.7}\\
w_{1}^{R}(x)>0, \quad x \in \mathbb{R}^{n} \backslash B_{R}(0)
\end{array}\right.
$$

By maximum principle, we deduce that for any $R>0$,

$$
\begin{equation*}
w_{1}^{R}(x)=(-\Delta)^{m-1+\frac{\alpha}{2}} u(x)-v_{1}^{R}(x)>0, \quad \forall x \in \mathbb{R}^{n} \tag{5.8}
\end{equation*}
$$

Now, for each fixed $x \in \mathbb{R}^{n}$, letting $R \rightarrow \infty$ in (5.8), we have

$$
\begin{equation*}
(-\Delta)^{m-1+\frac{\alpha}{2}} u(x) \geq \int_{\mathbb{R}^{n}} \frac{R_{2, n}}{|x-y|^{n-2}} f_{1}(u)(y) d y=: v_{1}(x)>0 \tag{5.9}
\end{equation*}
$$

Take $x=0$ in (5.9), we get

$$
\begin{equation*}
\int_{\mathbb{R}^{n}}\left(\frac{1}{|\cdot| \sigma} *|u|^{p}\right)(y) \frac{u^{q}(y)}{|y|^{n-2}} d y<+\infty . \tag{5.10}
\end{equation*}
$$

One can easily observe that $v_{1} \in C^{2}\left(\mathbb{R}^{n}\right)$ is a solution of

$$
\begin{equation*}
-\Delta v_{1}(x)=\left(\frac{1}{|\cdot|^{\sigma}} *|u|^{p}\right)(x) u^{q}(x), \quad x \in \mathbb{R}^{n} \tag{5.11}
\end{equation*}
$$

Define $w_{1}(x):=(-\Delta)^{m-1+\frac{\alpha}{2}} u(x)-v_{1}(x)$. Then, by (1.14), (5.9) and (5.11), we have $w_{1} \in$ $C^{2}\left(\mathbb{R}^{n}\right)$ and satisfies

$$
\left\{\begin{array}{l}
-\Delta w_{1}(x)=0, \quad x \in \mathbb{R}^{n}  \tag{5.12}\\
w_{1}(x) \geq 0, \quad x \in \mathbb{R}^{n}
\end{array}\right.
$$

From Liouville theorem for harmonic functions, we can deduce that

$$
\begin{equation*}
w_{1}(x)=(-\Delta)^{m-1+\frac{\alpha}{2}} u(x)-v_{1}(x) \equiv C_{1} \geq 0 \tag{5.13}
\end{equation*}
$$

Therefore, we have

$$
\begin{align*}
(-\Delta)^{m-1+\frac{\alpha}{2}} u(x) & =\int_{\mathbb{R}^{n}} \frac{R_{2, n}}{|x-y|^{n-2}}\left(\frac{1}{|\cdot| \sigma} *|u|^{p}\right)(y) u^{q}(y) d y+C_{1}  \tag{5.14}\\
& =: f_{2}(u)(x)>C_{1} \geq 0 .
\end{align*}
$$

Next, for arbitrary $R>0$, let

$$
\begin{equation*}
v_{2}^{R}(x):=\int_{B_{R}(0)} G_{R}^{2}(x, y) f_{2}(u)(y) d y \tag{5.15}
\end{equation*}
$$

Then, we can get

$$
\left\{\begin{array}{l}
-\Delta v_{2}^{R}(x)=f_{2}(u)(x), \quad x \in B_{R}(0)  \tag{5.16}\\
v_{2}^{R}(x)=0, \quad x \in \mathbb{R}^{n} \backslash B_{R}(0)
\end{array}\right.
$$

Let $w_{2}^{R}(x):=(-\Delta)^{m-2+\frac{\alpha}{2}} u(x)-v_{2}^{R}(x)$. By Theorem 1.1, (5.14) and (5.16), we have

$$
\left\{\begin{array}{l}
-\Delta w_{2}^{R}(x)=0, \quad x \in B_{R}(0)  \tag{5.17}\\
w_{2}^{R}(x)>0, \quad x \in \mathbb{R}^{n} \backslash B_{R}(0)
\end{array}\right.
$$

By maximum principle, we deduce that for any $R>0$,

$$
\begin{equation*}
w_{2}^{R}(x)=(-\Delta)^{m-2+\frac{\alpha}{2}} u(x)-v_{2}^{R}(x)>0, \quad \forall x \in \mathbb{R}^{n} \tag{5.18}
\end{equation*}
$$

Now, for each fixed $x \in \mathbb{R}^{n}$, letting $R \rightarrow \infty$ in (5.18), we have

$$
\begin{equation*}
(-\Delta)^{m-2+\frac{\alpha}{2}} u(x) \geq \int_{\mathbb{R}^{n}} \frac{R_{2, n}}{|x-y|^{n-2}} f_{2}(u)(y) d y=: v_{2}(x)>0 \tag{5.19}
\end{equation*}
$$

Take $x=0$ in (5.19), we get

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} \frac{C_{1}}{|y|^{n-2}} d y \leq \int_{\mathbb{R}^{n}} \frac{f_{2}(u)(y)}{|y|^{n-2}} d y<+\infty \tag{5.20}
\end{equation*}
$$

it follows easily that $C_{1}=0$, and hence we have proved (5.3), that is,

$$
\begin{equation*}
(-\Delta)^{m-1+\frac{\alpha}{2}} u(x)=f_{2}(u)(x)=\int_{\mathbb{R}^{n}} \frac{R_{2, n}}{|x-y|^{n-2}}\left(\frac{1}{|\cdot| \sigma} *|u|^{p}\right)(y) u^{q}(y) d y \tag{5.21}
\end{equation*}
$$

One can easily observe that $v_{2}$ is a solution of

$$
\begin{equation*}
-\Delta v_{2}(x)=f_{2}(u)(x), \quad x \in \mathbb{R}^{n} \tag{5.22}
\end{equation*}
$$

Define $w_{2}(x):=(-\Delta)^{m-2+\frac{\alpha}{2}} u(x)-v_{2}(x)$, then it satisfies

$$
\left\{\begin{array}{l}
-\Delta w_{2}(x)=0, \quad x \in \mathbb{R}^{n}  \tag{5.23}\\
w_{2}(x) \geq 0, \quad x \in \mathbb{R}^{n}
\end{array}\right.
$$

From Liouville theorem for harmonic functions, we can deduce that

$$
\begin{equation*}
w_{2}(x)=(-\Delta)^{m-2+\frac{\alpha}{2}} u(x)-v_{2}(x) \equiv C_{2} \geq 0 \tag{5.24}
\end{equation*}
$$

Therefore, we have proved that

$$
\begin{equation*}
(-\Delta)^{m-2+\frac{\alpha}{2}} u(x)=\int_{\mathbb{R}^{n}} \frac{R_{2, n}}{|x-y|^{n-2}} f_{2}(u)(y) d y+C_{2}=: f_{3}(u)(x)>C_{2} \geq 0 \tag{5.25}
\end{equation*}
$$

By the same methods as above, we can prove that $C_{2}=0$, and hence

$$
\begin{equation*}
(-\Delta)^{m-2+\frac{\alpha}{2}} u(x)=f_{3}(u)(x)=\int_{\mathbb{R}^{n}} \frac{R_{2, n}}{|x-y|^{n-2}} f_{2}(u)(y) d y \tag{5.26}
\end{equation*}
$$

Repeating the above argument, defining

$$
\begin{equation*}
f_{k+1}(u)(x):=\int_{\mathbb{R}^{n}} \frac{R_{2, n}}{|x-y|^{n-2}} f_{k}(u)(y) d y \tag{5.27}
\end{equation*}
$$

for $k=1,2, \cdots, m$, then by Theorem 1.1 and induction, we have

$$
\begin{equation*}
(-\Delta)^{m-k+\frac{\alpha}{2}} u(x)=f_{k+1}(u)(x)=\int_{\mathbb{R}^{n}} \frac{R_{2, n}}{|x-y|^{n-2}} f_{k}(u)(y) d y \tag{5.28}
\end{equation*}
$$

for $k=1,2, \cdots, m-1$, and

$$
\begin{equation*}
(-\Delta)^{\frac{\alpha}{2}} u(x)=\int_{\mathbb{R}^{n}} \frac{R_{2, n}}{|x-y|^{n-2}} f_{m}(u)(y) d y+C_{m}=f_{m+1}(u)(x)+C_{m}>C_{m} \geq 0 \tag{5.29}
\end{equation*}
$$

For arbitrary $R>0$, let

$$
\begin{equation*}
v_{m+1}^{R}(x):=\int_{B_{R}(0)} G_{R}^{\alpha}(x, y)\left(f_{m+1}(u)(y)+C_{m}\right) d y \tag{5.30}
\end{equation*}
$$

where, in the cases $0<\alpha<2$, the Green's function for $(-\Delta)^{\frac{\alpha}{2}}$ on $B_{R}(0)$ is given by

$$
\begin{equation*}
G_{R}^{\alpha}(x, y):=\frac{C_{n, \alpha}}{|x-y|^{n-\alpha}} \int_{0}^{\frac{t_{R}}{s_{R}}} \frac{b^{\frac{\alpha}{2}-1}}{(1+b)^{\frac{n}{2}}} d b \quad \text { if } x, y \in B_{R}(0) \tag{5.31}
\end{equation*}
$$

with $s_{R}=\frac{|x-y|^{2}}{R^{2}}, t_{R}=\left(1-\frac{|x|^{2}}{R^{2}}\right)\left(1-\frac{|y|^{2}}{R^{2}}\right)$, and $G_{R}^{\alpha}(x, y)=0$ if $x$ or $y \in \mathbb{R}^{n} \backslash B_{R}(0)$ (see [36]). Then, we can get

$$
\left\{\begin{array}{l}
(-\Delta)^{\frac{\alpha}{2}} v_{m+1}^{R}(x)=f_{m+1}(u)(x)+C_{m}, \quad x \in B_{R}(0),  \tag{5.32}\\
v_{m+1}^{R}(x)=0, \quad x \in \mathbb{R}^{n} \backslash B_{R}(0) .
\end{array}\right.
$$

Let $w_{m+1}^{R}(x):=u(x)-v_{m+1}^{R}(x)$. By Theorem 1.1, (5.29) and (5.32), we have

$$
\left\{\begin{array}{l}
(-\Delta)^{\frac{\alpha}{2}} w_{m+1}^{R}(x)=0, \quad x \in B_{R}(0)  \tag{5.33}\\
w_{m+1}^{R}(x)>0, \quad x \in \mathbb{R}^{n} \backslash B_{R}(0)
\end{array}\right.
$$

By maximal principle for $-\Delta$ if $\alpha=2$ and Lemma 3.1 if $0<\alpha<2$, we can deduce immediately from (5.33) that for any $R>0$,

$$
\begin{equation*}
w_{m+1}^{R}(x)=u(x)-v_{m+1}^{R}(x)>0, \quad \forall x \in \mathbb{R}^{n} . \tag{5.34}
\end{equation*}
$$

Now, for each fixed $x \in \mathbb{R}^{n}$, letting $R \rightarrow \infty$ in (5.34), we have

$$
\begin{equation*}
u(x) \geq \int_{\mathbb{R}^{n}} \frac{R_{\alpha, n}}{|x-y|^{n-\alpha}}\left(f_{m+1}(u)(y)+C_{m}\right) d y>0 \tag{5.35}
\end{equation*}
$$

Take $x=0$ in (5.35), we get

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} \frac{C_{m}}{|y|^{n-\alpha}} d y \leq \int_{\mathbb{R}^{n}} \frac{f_{m+1}(u)(y)+C_{m}}{|y|^{n-\alpha}} d y<+\infty \tag{5.36}
\end{equation*}
$$

it follows easily that $C_{m}=0$, and hence we have

$$
\begin{equation*}
(-\Delta)^{\frac{\alpha}{2}} u(x)=f_{m+1}(u)(x)=\int_{\mathbb{R}^{n}} \frac{R_{2, n}}{|x-y|^{n-2}} f_{m}(u)(y) d y \tag{5.37}
\end{equation*}
$$

and

$$
\begin{equation*}
u(x) \geq \int_{\mathbb{R}^{n}} \frac{R_{\alpha, n}}{|x-y|^{n-\alpha}} f_{m+1}(u)(y) d y \tag{5.38}
\end{equation*}
$$

In particular, it follows from (5.28), (5.37) and (5.38) that

$$
\begin{align*}
& \text { 39) }+\infty>(-\Delta)^{m-k+\frac{\alpha}{2}} u(0)=\int_{\mathbb{R}^{n}} \frac{R_{2, n}}{|y|^{n-2}} f_{k}(u)(y) d y  \tag{5.39}\\
& \geq \int_{\mathbb{R}^{n}} \frac{R_{2, n}}{\left|y^{k}\right|^{n-2}} \int_{\mathbb{R}^{n}} \frac{R_{2, n}}{\left|y^{k}-y^{k-1}\right|^{n-2}} \cdots \int_{\mathbb{R}^{n}} \frac{R_{2, n}}{\left|y^{2}-y^{1}\right|^{n-2}}\left(\frac{1}{|\cdot|^{\sigma}} *|u|^{p}\right)\left(y^{1}\right) u^{q}\left(y^{1}\right) d y^{1} \cdots d y^{k}
\end{align*}
$$

for $k=1,2, \cdots, m$, and

$$
\begin{aligned}
& (5.40)+\infty>u(0) \geq \int_{\mathbb{R}^{n}} \frac{R_{\alpha, n}}{|y|^{n-\alpha}} f_{m+1}(u)(y) d y \geq \int_{\mathbb{R}^{n}} \frac{R_{\alpha, n}}{\left|y^{m+1}\right|^{n-\alpha}} \times \\
& \quad\left(\int_{\mathbb{R}^{n}} \frac{R_{2, n}}{\left|y^{m+1}-y^{m}\right|^{n-2}} \cdots \int_{\mathbb{R}^{n}} \frac{R_{2, n}}{\left|y^{2}-y^{1}\right|^{n-2}}\left(\frac{1}{|\cdot| \sigma} *|u|^{p}\right)\left(y^{1}\right) u^{q}\left(y^{1}\right) d y^{1} \cdots d y^{m}\right) d y^{m+1}
\end{aligned}
$$

From the properties of Riesz potential, for any $\alpha_{1}, \alpha_{2} \in(0, n)$ such that $\alpha_{1}+\alpha_{2} \in(0, n)$, one has(see [54])

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} \frac{R_{\alpha_{1}, n}}{|x-y|^{n-\alpha_{1}}} \cdot \frac{R_{\alpha_{2}, n}}{|y-z|^{n-\alpha_{2}}} d y=\frac{R_{\alpha_{1}+\alpha_{2}, n}}{|x-z|^{n-\left(\alpha_{1}+\alpha_{2}\right)}} \tag{5.41}
\end{equation*}
$$

By applying (5.41) and direct calculations, we obtain that

$$
\begin{align*}
& \int_{\mathbb{R}^{n}} \frac{R_{2, n}}{\left|y^{m+1}-y^{m}\right|^{n-2}} \cdots \int_{\mathbb{R}^{n}} \frac{R_{2, n}}{\left|y^{3}-y^{2}\right|^{n-2}} \cdot \frac{R_{2, n}}{\left|y^{2}-y^{1}\right|^{n-2}} d y^{2} \cdots d y^{m}  \tag{5.42}\\
= & \frac{R_{2 m, n}}{\left|y^{m+1}-y^{1}\right|^{n-2 m}} .
\end{align*}
$$

Now, we can deduce from (5.40), (5.42) and Fubini's theorem that

$$
\begin{align*}
+\infty>u(0) & \geq \int_{\mathbb{R}^{n}} \frac{R_{\alpha, n}}{\left|y^{m+1}\right|^{n-\alpha}}\left(\int_{\mathbb{R}^{n}} \frac{R_{n-\alpha, n}}{\left|y^{m+1}-y^{1}\right|^{n-2 m}}\left(\frac{1}{|\cdot|^{\sigma}} *|u|^{p}\right)\left(y^{1}\right) u^{q}\left(y^{1}\right) d y^{1}\right)  \tag{5.43}\\
d y^{m+1} & =\frac{1}{(2 \pi)^{n}} \int_{\mathbb{R}^{n}} \frac{1}{|y|^{n-\alpha}}\left(\int_{\mathbb{R}^{n}} \frac{1}{|y-z|^{n-2 m}}\left(\frac{1}{|\cdot|^{\sigma}} *|u|^{p}\right)(z) u^{q}(z) d z\right) d y .
\end{align*}
$$

We will get a contradiction from (5.43). Indeed, if we assume that $u$ is not identically zero, then by (5.1), $u>0$ in $\mathbb{R}^{n}$. Hence by the integrability (5.10), we have

$$
\begin{equation*}
0<C_{0}:=\int_{\mathbb{R}^{n}}\left(\frac{1}{|\cdot| \sigma} *|u|^{p}\right)(z) \frac{u^{q}(z)}{|z|^{n-2}} d z<+\infty \tag{5.44}
\end{equation*}
$$

For any given $|y| \geq 3$, if $|z| \geq(\ln |y|)^{-\frac{1}{n-2}}$, then one has immediately

$$
\begin{equation*}
|y-z| \leq|y|+|z| \leq\left(|y|(\ln |y|)^{\frac{1}{n-2}}+1\right)|z| \leq 2|y|(\ln |y|)^{\frac{1}{n-2}}|z| \tag{5.45}
\end{equation*}
$$

Thus it follows from (5.44) and (5.45) that, there exists a $R_{0} \geq 3$ sufficiently large such that, for any $|y| \geq R_{0}$, we have

$$
\begin{align*}
& \int_{\mathbb{R}^{n}}\left(\frac{1}{|\cdot| \sigma} *|u|^{p}\right)(z) \frac{u^{q}(z)}{|y-z|^{n-2 m}} d z  \tag{5.46}\\
\geq & \frac{1}{2^{n-2 m}|y|^{n-2 m} \ln |y|} \int_{|z| \geq(\ln |y|)^{-\frac{1}{n-2}}}\left(\frac{1}{|\cdot| \sigma} *|u|^{p}\right)(z) \frac{u^{q}(z)}{|z|^{n-2}} d z \\
\geq & \frac{1}{2^{n-2 m+1}|y|^{n-2 m} \ln |y|} \int_{\mathbb{R}^{n}}\left(\frac{1}{|\cdot|^{\sigma}} *|u|^{p}\right)(z) \frac{u^{q}(z)}{|z|^{n-2}} d z \geq \frac{C_{0}}{2^{n-2 m+1}|y|^{n-2 m} \ln |y|} .
\end{align*}
$$

As a consequence, we can finally deduce from (5.43), (5.46), $1 \leq \alpha \leq 2$ if $m=\frac{n-1}{2}$ with $n \geq 3$ odd and $\alpha=2$ if $m=\frac{n-2}{2}$ with $n \geq 4$ even that

$$
\begin{equation*}
+\infty>u(0) \geq \frac{C_{0}}{2^{n-2 m+1}(2 \pi)^{n}} \int_{|y| \geq R_{0}} \frac{1}{|y|^{2 n-\alpha-2 m} \ln |y|} d y=+\infty \tag{5.47}
\end{equation*}
$$

which is a contradiction. Therefore $u \equiv 0$ in $\mathbb{R}^{n}$. This proves Theorem 1.8 in Case i): $m=\frac{n-1}{2}$ with $n \geq 3$ odd or $m=\frac{n-2}{2}$ with $n \geq 4$ even.

Case ii): $m \geq\left\lceil\frac{n}{2}\right\rceil$. Let

$$
\begin{equation*}
f_{k+1}(u)(x):=\int_{\mathbb{R}^{n}} \frac{R_{2, n}}{|x-y|^{n-2}} f_{k}(u)(y) d y \tag{5.48}
\end{equation*}
$$

for $k=1,2, \cdots,\left\lceil\frac{n}{2}\right\rceil$, by a quite similar way as in the proof for Case i), we can infer from Theorem 1.1 and induction that

$$
\begin{equation*}
(-\Delta)^{m-k+\frac{\alpha}{2}} u(x)=f_{k+1}(u)(x)=\int_{\mathbb{R}^{n}} \frac{R_{2, n}}{|x-y|^{n-2}} f_{k}(u)(y) d y \tag{5.49}
\end{equation*}
$$

for $k=1,2, \cdots,\left\lceil\frac{n}{2}\right\rceil-1$, and

$$
\begin{equation*}
(-\Delta)^{m-\left\lceil\frac{n}{2}\right\rceil+\frac{\alpha}{2}} u(x) \geq f_{\left\lceil\frac{n}{2}\right\rceil+1}(u)(x)=\int_{\mathbb{R}^{n}} \frac{R_{2, n}}{|x-y|^{n-2}} f_{\left\lceil\frac{n}{2}\right\rceil}(u)(y) d y \tag{5.50}
\end{equation*}
$$

In particular, it follows from (5.49) and (5.50) that

$$
\begin{align*}
& \text { 51) }+\infty>(-\Delta)^{m-k+\frac{\alpha}{2}} u(0)=\int_{\mathbb{R}^{n}} \frac{R_{2, n}}{|y|^{n-2}} f_{k}(u)(y) d y  \tag{5.51}\\
& \geq \int_{\mathbb{R}^{n}} \frac{R_{2, n}}{\left|y^{k}\right|^{n-2}} \int_{\mathbb{R}^{n}} \frac{R_{2, n}}{\left|y^{k}-y^{k-1}\right|^{n-2}} \cdots \int_{\mathbb{R}^{n}} \frac{R_{2, n}}{\left|y^{2}-y^{1}\right|^{n-2}}\left(\frac{1}{|\cdot|^{\sigma}} *|u|^{p}\right)\left(y^{1}\right) u^{q}\left(y^{1}\right) d y^{1} \cdots d y^{k}
\end{align*}
$$

for $k=1,2, \cdots,\left\lceil\frac{n}{2}\right\rceil-1$, and

$$
\begin{align*}
+\infty> & (-\Delta)^{m-\left\lceil\frac{n}{2}\right\rceil+\frac{\alpha}{2}} u(0) \geq \int_{\mathbb{R}^{n}} \frac{R_{2, n}}{|y|^{n-2}} f_{\left\lceil\frac{n}{2}\right\rceil}(u)(y) d y  \tag{5.52}\\
\geq & \int_{\mathbb{R}^{n}} \frac{R_{2, n}}{\left|y^{\left\lceil\frac{n}{2}\right\rceil}\right|^{n-2}}\left(\int_{\mathbb{R}^{n}} \frac{R_{2, n}}{\left|y^{\left\lceil\frac{n}{2}\right\rceil}-y^{\left\lceil\frac{n}{2}\right\rceil-1}\right|^{n-2}} \cdots \int_{\mathbb{R}^{n}} \frac{R_{2, n}}{\left|y^{2}-y^{1}\right|^{n-2}}\right. \\
& \left.\times\left(\frac{1}{|\cdot|^{\sigma}} *|u|^{p}\right)\left(y^{1}\right) u^{q}\left(y^{1}\right) d y^{1} \cdots d y^{\left\lceil\frac{n}{2}\right\rceil-1}\right) d y^{\left\lceil\frac{n}{2}\right\rceil} .
\end{align*}
$$

By applying the formula (5.41) and direct calculations, we obtain that

$$
\begin{align*}
& \int_{\mathbb{R}^{n}} \frac{R_{2, n}}{\left|y^{\left[\frac{n}{2}\right\rceil}-y^{\left.\frac{n}{2}\right\rceil-1}\right|^{n-2}} \cdots \int_{\mathbb{R}^{n}} \frac{R_{2, n}}{\left|y^{3}-y^{2}\right|^{n-2}} \cdot \frac{R_{2, n}}{\left|y^{2}-y^{1}\right|^{n-2}} d y^{2} \cdots d y^{\left\lceil\frac{n}{2}\right\rceil-1}  \tag{5.53}\\
= & \frac{R_{2\left\lceil\frac{n}{2}\right\rceil-2, n}}{\left|y^{\left[\frac{n}{2}\right\rceil}-y^{1}\right|^{n-2\left\lceil\frac{n}{2}\right\rceil+2}} .
\end{align*}
$$

Now, we can deduce from (5.52), (5.53) and Fubini's theorem that

$$
\begin{align*}
& +\infty>(-\Delta)^{m-\left\lceil\frac{n}{2}\right\rceil+\frac{\alpha}{2}} u(0)  \tag{5.54}\\
\geq & \int_{\mathbb{R}^{n}} \frac{R_{2, n}}{\left|y^{\left\lceil\frac{n}{2}\right\rceil}\right| n-2}\left(\int_{\mathbb{R}^{n}} \frac{R_{2\left\lceil\frac{n}{2}\right\rceil-2, n}}{\left|y^{\left\lceil\frac{n}{2}\right\rceil}-y^{1}\right|^{n-2\left\lceil\frac{n}{2}\right\rceil+2}}\left(\frac{1}{|\cdot| \sigma} *|u|^{p}\right)\left(y^{1}\right) u^{q}\left(y^{1}\right) d y^{1}\right) d y^{\left\lceil\frac{n}{2}\right\rceil} \\
= & C_{n} \int_{\mathbb{R}^{n}} \frac{1}{|y|^{n-2}}\left(\int_{\mathbb{R}^{n}} \frac{1}{|y-z|^{n-2\left\lceil\frac{n}{2}\right\rceil+2}}\left(\frac{1}{|\cdot| \sigma} *|u|^{p}\right)(z) u^{q}(z) d z\right) d y .
\end{align*}
$$

We will get a contradiction from (5.54). To do this, let $\tau(n):=n-2\left\lceil\frac{n}{2}\right\rceil+2 \in\{1,2\}$, then it follows from (5.44) and (5.45) that, there exists a $R_{0} \geq 3$ sufficiently large such that, for any $|y| \geq R_{0}$,

$$
\begin{align*}
& \int_{\mathbb{R}^{n}} \frac{1}{|y-z|^{\tau(n)}}\left(\frac{1}{|\cdot|^{\sigma}} *|u|^{p}\right)(z) u^{q}(z) d z  \tag{5.55}\\
\geq & \frac{1}{2^{\tau(n)}|y|^{\tau(n)} \ln |y|} \int_{|z| \geq(\ln |y|)^{-\frac{1}{n-2}}} \frac{1}{|z|^{n-2}}\left(\frac{1}{|\cdot|^{\sigma}} *|u|^{p}\right)(z) u^{q}(z) d z \\
\geq & \frac{1}{2^{\tau(n)+1}|y|^{\tau(n)} \ln |y|} \int_{\mathbb{R}^{n}}\left(\frac{1}{|\cdot| \sigma} *|u|^{p}\right)(z) \frac{u^{q}(z)}{|z|^{n-2}} d z \geq \frac{C_{0}}{2^{\tau(n)+1}|y|^{\tau(n)} \ln |y|} .
\end{align*}
$$

Therefore, we can finally deduce from (5.54) and (5.55) that

$$
\begin{equation*}
+\infty>(-\Delta)^{m-\left\lceil\frac{n}{2}\right\rceil+\frac{\alpha}{2}} u(0) \geq \frac{C_{0} C_{n}}{2^{\tau(n)+1}} \int_{|y| \geq R_{0}} \frac{1}{|y|^{n-2+\tau(n)} \ln |y|} d y=+\infty \tag{5.56}
\end{equation*}
$$

which is a contradiction again. Therefore, $u \equiv 0$ in $\mathbb{R}^{n}$ in Case ii): $m \geq\left\lceil\frac{n}{2}\right\rceil$. This concludes our proof of Theorem 1.8.
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