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Abstract

We study an optimal stopping problem under non-exponential discounting, where the state
process is a multi-dimensional continuous strong Markov process. The discount function is
taken to be log sub-additive, capturing decreasing impatience in behavioral economics. On
strength of probabilistic potential theory, we establish the existence of an optimal equilibrium
among a sufficiently large collection of equilibria, consisting of finely closed equilibria satisfying
a boundary condition. This generalizes the existence of optimal equilibria for one-dimensional
stopping problems in prior literature.
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1 Introduction

Whereas consistent planning in Strotz [31] has been widely applied to time-inconsistent control
and stopping problems, it gains little recognition as a two-phase procedure. First, an agent should
figure out strategies that he will actually follow over time, the so-called equilibria in the literature
(Phase I). Then, the agent needs to, according to Strotz [31, p.173], “find the best plan among
those he will actually follow” (Phase II).

Thanks to the continuous-time formulation initiated in Ekeland and Lazrak [11], there has
been vibrant research on time-inconsistent problems in the communities of stochastic control and
mathematical finance; see e.g. [13], [3], [15], [4], [12], [33], among many others. Note that most of
the developments were focused on Phase I of consistent planning. To the best of our knowledge,
in-depth investigation of Phase II was initiated fairly recently in Huang and Zhou [20, 21].

The notion of an optimal equilibrium is proposed for the first time in [20]: an equilibrium is
optimal if it generates a larger value than any other equilibrium does, everywhere in the state space.
This seems a fairly strong optimality criterion, as it requires a subgame perfect Nash equilibrium
to be dominant on the entire state space. Nonetheless, [20] derives an optimal equilibrium for
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a discrete-time stopping problem under non-exponential discounting. Corresponding results in
continuous time have been established in [21], relying on a detailed analysis of one-dimensional
diffusions. Specifically, a key assumption in [21] is that for any initial state x € R, the state process
X satisfies

PP[X; > 2] =P*[X,<z]=1 forallt>0, (1.1)
where Xy := max,cjo Xs (resp. X, := mingejgy X) is the running maximum (resp. minimum) of
X. This condition ensures that X is “diffusive” enough, so that whenever X reaches the boundary
of a Borel subset R of R, it enters R immediately. This allows us to focus on only closed equilibrium,
with no need to deal with equilibria of possibly pathological forms. Note that (1.1) is not restrictive
in the one-dimensional case (i.e. d = 1): any regular diffusion (in the sense of [29, Definition V.45.2])
readily fulfills (1.1), as recently observed in [18, Remark 3.1].

There is, however, no natural extension of [21] to higher dimensions (i.e. d > 2). Inherently one-
dimensional, (1.1) and its related consequences are easily violated by multi-dimensional diffusions;
see the discussion below Proposition 2.2 for details.

This paper aims at establishing the existence of an optimal equilibrium for a multi-dimensional
stopping problem under non-exponential discounting. With no convenient regularity condition,
such as (1.1), in higher dimensions, we take a very different approach on strength of probabilistic
potential theory. First, in terms of regularity of the state process, we assume only that a refer-
ence measure for X exists (Assumption 2.1). This serves as a minimal condition to ensure Borel
measurability of involved stopping policies; see Corollary 2.1. Since this assumption is satisfied
as long as a transition density of X exists (Lemma 2.1), Corollary 2.1 covers and generalizes all
measurability results in [16], [17], and [21]. Next, we set out to devise a sufficiently large collection
L of stopping policies, among which we will find an optimal equilibrium. The flexibility that £ is
not required to contain all Borel stopping policies is important: focusing on more amenable and
practically relevant stopping policies will facilitate the search for an optimal equilibrium (optimal
among this class £). In a sense, for the case d = 1, tractability comes from enhanced regularity
of X, i.e. (1.1); for d > 2, it comes from additional structures of stopping policies. To construct
the collection L, we first restrict our attention to finely closed stopping policies, and then require
the difference between them and their Euclidean closures to be sufficiently small, or more precisely,
semipolar. The first restriction is without loss of any generality: as shown in Proposition 3.1, the
fine closure of an equilibrium remains an equilibrium with the same values. The second restriction,
on the other hand, is to exclude stopping policies with somewhat pathological and practically ir-
relevant forms; see Remark 3.6. This class £ already includes all closed stopping policies, and is
closed under finite unions and countable intersections; see Lemma 3.2.

Our goal is to find an equilibrium optimal among E:=¢&nN L, where £ denotes the set of all
equilibria. By invoking Hunt’s hypothesis (Assumption 4.1), which states that every semipolar set
is polar, we obtain two important consequences. First, given a stopping policy R, if we perform
on R one round of the fixed-point iteration in [16] and get a smaller policy, this smaller one has to
be an equilibrium; see Proposition 4.1. Second, for any R € £ C L, since the difference between
R and R, its Euclidean closure, is now polar (i.e. inaccessible to the process X), the first hitting
time to R, denoted by pgr, becomes much more tractable as it must coincide with pz. Based on
all this, a machinery for improving equilibria in £ is developed: for any R, T € & , there exists
another equilibrium in £ , contained in RNT, which generates larger values than both R and T'; see
Proposition 4.2. By carrying out this machinery recursively, we construct an equilibrium R, that
is optimal among & , with R, = Re gﬁ; see Theorem 4.1, the main result of this paper.

Given that pr = pp for all R € &, it is tempting to believe that we could restrict our attention
from € to £ :== {R € £ : R is closed}, without loss of generality. This would make our results



completely in line with the one-dimensional analysis in [21], which is built upon £. This is however
not the case, as the relation “R € & if and only if R € £” does not hold in general; see Remark 4.5
for explanations, and Section 5 for an explicit example that demonstrates R € £ but R ¢ &.

1.1 Related Recent Developments

Lately, marked progress has been made in applying Stortz’ equilibrium idea to time-inconsistent
stopping problems in continuous-time diffusion models. It can be roughly categorized into two
different kinds of definition of an equilibrium. The first one is based on the fixed-point iterative
approach introduced in Huang and Nguyen-Huu [16], and further developed in [17], [21], and [18].
The second definition adapts the stochastic control formulation in [11] to the stopping context; this
includes Ebert, Wei, and Zhou [10] and Christensen and Lindensjé [6, 8]. A large part of these
developments, notably, rely on the one-dimensional structure of the state process. The arguments
in this paper can potentially shed new light on extending previous one-dimensional results to higher
dimensions.

Recently, in a continuous-time Markov chain model, Bayraktar, Zhang, and Zhou [2] introduced
a third kind of definition of an equilibrium for optimal stopping, based on the notion “strong
equilibrium” introduced in Huang and Zhou [19] for stochastic control. A detailed analysis on the
above three kinds of definition is performed in [2], particularly showing that an optimal equilibrium
of the first kind (i.e., the same notion of an optimal equilibrium as in this paper) is in fact an
equilibrium of the third kind. It is of great interest as future research to extend this finding to a
multi-dimensional diffusion model, like the one in this paper. For a detailed discussion on different
definitions of an equilibrium in the more general stochastic control and stopping context, one may
refer to [14, Section 3.1].

In discrete-time models, two recent works give new results on Phase II of consistent planning.
The existence of optimal equilibria for a time-inconsistent dividend problem has been analyzed in
detail by Jin and Zhou [22]. Through a so-called “myopic adjustment” procedure, [7] introduces the
stability of equilibria, providing an alternative path to go beyond Phase I of consistent planning:
among all equilibria, realistic decision makers choose the ones that are stable.

1.2 Organization of the Paper

Section 2 introduces the time-inconsistent stopping problem, a new measurability result, and the
idea of optimal equilibria. Section 3 devises a suitable set of stopping policies for the rest of the
paper to focus on. This set encodes desirable properties from probabilistic potential theory, yet
remains general enough to cover practically relevant stopping policies. Under Hunt’s hypothesis,
Section 4 develops a machinery to improve equilibria, by which an optimal equilibrium is con-
structed. Section 5 presents an example to demonstrate explicitly that the Euclidean closure of a
finely closed equilibrium need not be an equilibrium.

2 The Setup and Preliminaries

Let B be the Borel o-algebra of R% and P be the set of all probability measures on (R, B).
Consider an R%valued time-homogenecous continuous strong Markov process (Xt)t>0. Let the
collection (P; : RY x B — [0, 1]);>0 denote the transition function of X. If there exist a collection
(p : RY x R — Ry );>0 of Borel measurable functions and a measure A on (R%, B) such that

Pz, A) = /Apt(a:,y))\(dy), Vt >0, z € RY and A € B, (2.1)
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we call (pt)i>0 a transition density of X with respect to A.

On the path space 2 := C([0, 00); R?), the set of continuous functions mapping [0, 00) to R?,
let FX = {]—“tX}tZO be the raw filtration generated by X. For each p € P, we denote by B* the
completion of B by u and by F* = {F'};>0 the p-augmentation of FX. We further consider the
universal filtration F = {F; }+>¢ defined by F; := ﬂueP F}' for all 0 < t < oo, and denote by T the
set of F-stopping times. For any z € R?, let X* denote the process X with initial value Xy = z.
Moreover, the probability measure on (2, FX) generated X® (i.e. the law of (XJ);>0) is denoted
by P? and the expectation taken under P* is denoted by E*.

Consider a payoff function f : R? — R, , assumed to be continuous. Also consider a discount
function ¢ : [0,00) — [0, 1], assumed to be continuous, nonincreasing, and satisfy 6(0) = 1 and
limy_, o 8(t) = 0. A classical optimal stopping problem is formulated as

sup B [5(r) £ (X)) (22)
TET
It is well-known (see e.g. [24, Appendix D] and [30]) that under fairly general conditions, for any
initial state 2 € R?, there exists an optimal stopping time 7, € T for (2.2). However, as long as
the discount function is not of the exponential form §(¢) := e~ with a > 0, the problem (2.2) is
in general time-inconsistent. That is, optimal stopping times obtained at different moments, such
as T, at time 0 and Tz at time ¢ > 0, may not be consistent with each other. This is problematic:
even if a maximizer 7, of (2.2) can be found, our future self at any time ¢ > 0 is tempted to
employ 7Txr, optimal for him at time ¢, rather than stick with 7; see [16, Section 2] for a detailed
demonstration of such time inconsistency.
Throughout this paper, we will assume that the discount function § satisfies

5(s)8(t) < 5(s+1), Vs,t>0. (2.3)

This covers a wide range of non-exponential discount functions from empirical studies; see the
discussion below [16, Assumption 3.12]. In economic terms, (2.3) captures decreasing impatience,
the fact that people discount more steeply over time intervals closer to the present. This feature of
empirical discounting is well-documented in behavioral economics; see e.g. [32], [26], and [25].
Under (2.3), time inconsistency is a genuine problem. Strotz [31] proposes consistent planning
as a solution: an agent should take into account his future selves’ disobedience, and find a strategy
that once being enforced, none of his future selves would deviate from. Such strategies, called
equilibiria in the literature, can be formulated using the game-theoretic framework initiated in [16].

2.1 A Game-theoretic Framework

Under our time-homogeneous Markovian setup, we will focus on first entry times to Borel subsets
of R ie. 7p :=inf{t > 0: X; € R} for R € B, instead of all general stopping times. The involved
region R € B will be called a stopping policy constantly.

Suppose that an agent initially planned to take R € B as his stopping policy. Now, at any state
z € R%, the agent carries out the game-theoretic reasoning: “assuming that all my future selves
will follow R € B, what is the best stopping strategy today in response to that?” To this end, the
agent compares the payoff of immediate stopping, i.e. f(z), and the payoff of continuation, i.e.

J(z, R) :=E*[0(pr) [ (Xpp)], (2.4)
where ppg is the first hitting time of X to R defined by

pr = inf{t >0: X; € R}. (2.5)



As explained in detail in [21, Section 2.1] (see also [17, Section 2| or [16, Section 3.1]), the best
stopping strategy for the agent at x € R? is the first entry time to the region

O(R) := S(R)U (I(R) N R), (2.6)

where

S(R) :={z e RY: J(z,R) < f(z)},
I(R) :=={z e R%: J(z,R) = f(z)}, (2.7)
C(R) :={x eR?: J(z,R) > f(z)}.

Remark 2.1. In (2.4), we need specifically the first hitting time pr, instead of the first entry time
Tr =inf{t > 0: X; € R}. This was explained in the discussion below [16, (3.5)].

Appropriate conditions are needed to make the above formulation mathematically rigorous.
First, to ensure that (2.4) is well-defined, we impose the integrability condition: for any z € R,

Ex[ sup 6(t)f(Xt)] < 00, (2.8)
te[0,00]

where we take §(00)f(XZ) := limsup,_, 6(¢)f(X}), which is in line with [24, Appendix D].
Second, to ensure that O(R) in (2.6) is indeed a stopping policy, i.e. O(R) € B, certain regularity
of X is required, which will be investigated closely below.

2.2 Measurability

Let us first recall the following concepts from probabilistic potential theory.

Definition 2.1 ([5], Definition I11.3.1). For any R € B and x € R?, the potential of R is defined by
U(z,R) := / Py(z, R)dt.
0

We say R € B is of zero potential if U(x, R) = 0 for all x € RY.

Definition 2.2 ([5], Definition V.1.1). A measure A on RY is called a reference measure for X,
provided that it is a countable sum of finite measures such that R € B is of zero potential if and

only if A(R) = 0.
Let us introduce the first main assumption of this paper.
Assumption 2.1. A reference measure for X exists.

A convenient sufficient condition of Assumption 2.1 is provided in the next result, whose proof
is relegated to Appendix A.

Lemma 2.1. Suppose that X has a transition density with respect to a measure A on RE. If X is
a countable sum of finite measures, then for any o > 0, A% : B — R defined by

A(R) := /Rd (/OOO eatPt(m,R)dt) A(dz)

s a reference measure for X.



Lemma 2.1 indicates that Assumption 2.1 is not restrictive for a wide range of applications,
as a large class of diffusion processes have a transition density with respect to the Lebesgue mea-
sure in R?. For the d-dimensional Brownian motion B, such a transition density is pe(x,y) =

(2mt) =42 exp(— |‘T;f‘2 ); see [23, Exercise 5.6.17]. For an It6 diffusion given by

dX; = b(Xt)dt + O'(Xt)dBt, (29)

as long as there exists a weak solution unique in distribution, and the coefficients b and o are
continuous and grow at most linearly, the transition density of X with respect to the Lebesgue
measure exists and is characterized by the fundamental solution to a Cauchy problem; see [23,
p.369]. For general Markov processes, we refer readers to [5, Proposition V.1.2] for a general
sufficient condition of the existence of a reference measure.

When a reference measure exists, we have the following handy approximation for hitting times;
see Proposition 10 in [9, Section 3.5] and [5, Exercise V.1.20].

Lemma 2.2. Suppose Assumption 2.1 holds. For any R € B, there exist a nondecreasing sequence
of compact sets K,, C R such that pr, — pr P*-a.s. for all v € R,

Borel measurability of the map x — J(x, R) can then be established.
Proposition 2.1. (i) For any closed R € B, x — J(x, R) is Borel measurable.

(i) Assume Assumption 2.1 and that (2.8) holds for all x € RY. Then, for any R € B, ©
J(x, R) is Borel measurable.

Proof. (i) For any R € B that is closed, pr is an FX-stopping time, thanks to [23, Problem I1.2.7].
Hence, the random variable H(w) := 6(pp(w))f(X,,(w)) is FX-measurable. By [5, Theorem 1.3.6],
x +— E*[H]| = J(z, R) is Borel measurable.

(i) For any R € B, Lemma 2.2 asserts the existence of compact sets K,, C R such that pg, — pr
P?-a.s. for all z € R%. Thanks to this, the continuity of §, f, and ¢ — X;, and (2.8), we conclude
from the dominated convergence theorem that

J(2, ) = E"[5(pxc, ) f (X, )] = EZ[6(pr) f (X)) = J(2, R), Vr e R (2.10)

By part (a), © — J(z, K,,) is Borel measurable for all n € N. Hence, J(z, R) is Borel measurable
in view of (2.10). O

Corollary 2.1. Assume Assumption 2.1 and that (2.8) holds for all x € R, For any R € B, we
have ©(R) € B.

Proof. For any R € B, by Proposition 2.1 (ii), z + J(z, R) is Borel measurable. Hence, by definition
S(R), I(R), and C(R) all belong to B. It follows that ©(R) = S(R) U (I(R)N R) € B. O

By Corollary 2.1, © can be viewed as an operator acting on B, i.e. © : B — 5. An equilibrium
can then be formulated as a fixed point of ©.

Definition 2.3. R € B is called an equilibrium if ©(R) = R. We denote by € the set of all
equilibria.

It can be checked directly that the entire space R = R? is an equilibrium. Moreover, a large
number of (or even all) equilibria can be found, by the fixed-point iteration introduced in [16]: one
starts with an arbitrary R € B, and apply © to it repetitively until an equilibrium is reached; see
also Remark 4.3.



2.3 Optimal Equilibria

Finding equilibria, however, is only the first phase of consistent planning in Strotz [31]. In the
second phase, the agent should choose the best one among all equilibria. This has not been studied
in the literature, except in [20] and [21]. Following [21, Section 2.2], for each R € £, we define the
associated value function by

V(z,R) := f(z)V J(z,R) V&eR%

Definition 2.4. Given any &' C &, a set R € £ is called an optimal equilibrium among &' if for
any other T € &', V(z,R) > V(x,T) for all z € R4,

In the one-dimensional case (i.e. d = 1), the existence of an optimal equilibrium among the
entire set £ is established in [21].

Proposition 2.2 ([21], Theorem 4.1). Suppose that for any x € R, we have (1.1), (2.8), and

) f(XE)—=0 as t—o00 P*-a.s. (2.11)
Then, the set
R.= () R (2.12)
Re&, R closed

is an optimal equilibrium among &.

As mentioned in the introduction, (1.1) ensures that whenever X reaches the boundary of a
Borel subset R of R, it enters R immediately. This allows us to focus on only closed equilibrium,
as indicated by (2.12). As shown in [17, Lemma 3.1], (1.1) is satisfied by a large class of one-
dimensional It6 diffusions. Even more generally, any regular diffusion (in the sense of [29, Definition
V.45.2]) fulfills (1.1), as recently observed in [18, Remark 3.1].

Proposition 2.2 does not naturally extend to higher dimensions. First, due to the involved X and
X processes, (1.1) is inherently one-dimensional, with no natural extension in higher dimensions.
Moreover, the proof of Proposition 2.2 relies crucially on a consequence of (1.1): Pizy = 0 PP-as.
for all z € R, i.e. the process X re-visits its initial point immediately. This condition is mostly
violated in higher dimensions. For instance, when X is a d-dimensional Brownian motion, py,1 = 00
P?-a.s. for all z € R?, whenever d > 2.

The goal of this paper is to establish a multi-dimensional counterpart of Proposition 2.2. With
no convenient regularity condition, such as (1.1), to rely on, we will look for an optimal equilibrium
among a sufficiently large subset £ C &, which is allowed to be properly contained in £. This
flexibility is important: focusing on more amenable and practically relevant stopping policies will
facilitate the search for an optimal equilibrium. In a sense, for d = 1, tractability comes from
desirable regularity of X, i.e. (1.1); for d > 2, it will come from additional structures of stopping
policies. The search for an appropriate subset £ C £, which needs to be amenable enough but still
sufficiently large, will be the focus of the next section.

Remark 2.2. In the time-consistent case of exponential discounting (i.e., 0(s)d(t) = (s + t)
Vs, t > 0), the standard optimal stopping time defined by

To=inf{t >0: f(Xy) =U(Xy)} €T, with U(x):= sg)_Em[é(T)f(Xr)] > f(x),



readily yields an optimal equilibrium. To see this, note that [16, Proposition 3.11] already shows (in
a more general time-inhomogeneous setting) that R := {x € R : f(z) = U(z)} is an equilibrium.
Then, by the definitions of R and 7, we have

f(x)V J(z, R) = E°[8(7)f(X;)] = fggEx[5(T)f(X7)] > f(x) v J(z,R), VREE,

where the second equality follows from 7 being an optimal stopping time. Hence, we conclude that
R, the so-called optimal stopping region in the literature, is an optimal equilibrium.

3 Finely Closed Equilibria with a Boundary Condition

On strength of probabilistic potential theory, a suitable subset of £ to focus on will be devised in
this section. We will first restrict our attention to finely closed stopping policies (see Definition 3.1
below), and then further require the difference between them and their Euclidean closures to be
sufficiently small. As we will see, the first restriction is without loss of any generality, while the
second is to exclude equilibria with possibly pathological and practically irrelevant forms.

3.1 Finely Closed Stopping Policies

Let us recall several essential concepts from probabilistic potential theory.

Definition 3.1. Given R € B, a point x € R is said to be reqular to R if pr = 0 P*-a.s. The set
of all regular points to R (with respect to X ) is denoted by R", and we call

R*:=RUR". (3.1)
the fine closure of R. In addition, R is said to be finely closed if R = R*.

Remark 3.1. By Blumenthal’s zero-one law (Theorem 6 in [9, Section 2.3]), for any x € R? and
R € B, P*(pr = 0) is either 0 or 1. Hence, if v € R? is not regular to R, then pr > 0 P*-a.s.

Remark 3.2. Adding to a set all its reqular points, as in (3.1), is the closure operation under the
fine topology (see e.qg. [9, p.107]). Hence, for any R € B,

(RY' =R, or (R CR" (3.2)
Remark 3.3. For any R € B,
X, € R P"-a.s. on {pr < <}, VreR (3.3)

Indeed, for P*-a.e. w € {pr < oo}, if X,,(w) ¢ R, by the definition of pr, X,,(w) must be regular
to R, i.e. X,,(w) € R". Hence, X,,(w) € RUR" = R*.

Remark 3.4. Fix R € B. For any x € R", as pgr = 0 P*-a.s., J(x,R) = f(x). Hence,
R" C I(R). (3.4)
Borel measurability of R” and R* can be established under Assumption 2.1.

Corollary 3.1. Assume Assumption 2.1 and that (2.8) holds for all x € R%. Then, for any R € B,
R" € B and thus R* € B.



Proof. For any R € B, by the same arguments as in Proposition 2.1 (ii), with J(z, R) replaced by
E®[e~PR], we can show that o — E*[ePR] is Borel measurable. Thus, R" = {z € R? : E*[ePR] =
1} € B. It follows that R* = RUR" € B. O

A key observation is that first hitting times to R and to R* must coincide.
Lemma 3.1. For any R € B, pr = pr P*-a.s. for all x € R?. Hence,
J(z,R) = J(z,R*) VzeRY, (3.5)
S(R) = S(R), I(R)=I(R"), C(R)=C(R). (3.6)

Proof. Fix R € B and = € R% Since R C R*, pgp+ < pr. Assume pp« < 0o, otherwise pr« = pr
trivially holds. By contradiction, assume that there exists w € € such that

pr+(w) < pr(W). (3.7)

By (3.3) and (3.2), X,,.(w) € (R*)* = R*. Then, (3.7) entails X,_.(w) € R"\ R. This in turn
implies the existence of (¢,(w))nen in Ry such that ¢, > pr+, X;, € R, and t,, | pr+. It follows
that pg = lim, o0 tn = pr+, a contradiction to (3.7). With pr = pr« P"-a.s. for all z € R?, (3.5)
and (3.6) directly follow from (2.4) and (2.7). O

Proposition 3.1. For any R € B, R € £ if and only if R* € £. Moreover, if R € £, then any
T € B with T* = R* belongs to £ and satisfies J(x,T) = J(z,R) = J(z, R*) for all x € R%.

Proof. Fix R € B. Suppose R € &, i.e.

R=0O(R) = S(R)U(I(R)NR). (3.8)
By (3.6),
O(R*) = S(R*) U (I(R*) N R*) = S(R) U (I(R) N (RU R"))
— S(R)U(I(R) N R) U (I(R) N R") (3.9)
=RUR" = R",

where the third equality follows from (3.8) and (3.4). This shows that R* also belongs to &.
Conversely, suppose R* € £. Then (3.8) holds with R replaced by R*, i.e. R* = S(R*)U(I(R*)NR").
This can be rewritten, using (3.6) and R* = RUR" = RU(R" \ R), as

RU(R"\R) = S(R)U (I(R) N (RU (R"\R)))
=S(R)UI(R)NR)U(I(R)N(R"\R))
= S(R)U(I(R) N R) U (R"\R), (3.10)

where the last equality follows from (3.4). Note that (3.4) also implies S(R) N (R"\R) C S(R) N
I(R) = (. Hence, in (3.10), the left hand side is a disjoint union of R and R" \ R, and the right
hand side is a disjoint union of S(R) U (I(R) N R) and R" \ R. We then conclude from (3.10) that
R=S(R)U(I(R)NR)=0O(R),ie. Re€€&.

Now, if R € &, by part (i) R* € £. For any S € B with S* = R*, as S* = R* € £, we have S € £
(by part (a) again). Then, Lemma 3.1 directly gives J(z,S) = J(z,S*) = J(z, R*) = J(z, R), for
all z € R%, O

In view of Proposition 3.1, to find an optimal equilibrium, it suffices to restrict our attention
to finely closed stopping policies. After all, the fine closure of R € £ remains an equilibrium, with
the same values. In fact, as Lemma 3.1 indicates, R and R* induce the same stopping behavior,
with S(R), I(R), and C(R) in (2.7) staying intact after we take the fine closure of R.



3.2 Euclidean Closures versus Fine Closures
Definition 3.2 ([5], Definition I1.3.1). Given R € B, we say that R is polar if pr = oo P*-a.s. for
all € R, that R is thin if R” = 0, and that R is semipolar if it is a countable union of thin sets.
Instead of dealing with all stopping policies R € B, we focus on those such that
R\ R* is semipolar, (3.11)
where R denotes the (Euclidean) closure of R.

Remark 3.5. (3.11) covers all closed subsets of R?. Indeed, if R € B is closed, R\R* = R\R =)
1s trivially semipolar.

Remark 3.6. (3.11) excludes some pathological sets that are so small that X will never reach, but
so dense that their closures are immensely larger and will be hit by X with positive probability. For
instance, if X is a d-dimensional Brownian motion with d > 2, then

Q:={zr=(21,22,...0q) R : 2, €Q, i =1,2,...,d}

is polar, but Q@ = R%. Note that (3.11) excludes Q. Since Q is polar, Q" = 0 and thus Q* =
QUQ" = Q is polar. Then, Q\ Q* = R\ Q will be hit by X continuously over time, and is
therefore not semipolar (in view of [5, Proposition II.3.4]).

In practice, one does not usually take into account a stopping policy like @, but simply consider
0 (giving the same effect “never stop” as Q) or @ =R (“stop immediately”).

Remark 3.7. In the one-dimensional case (i.e. d = 1), (1.1) ensures R* = R for all R € B, so
that (3.11) is trivially satisfied for all R € B. Hence, (3.11) covers the one-dimensional setup in
[21], and can be viewed as the multi-dimensional counterpart of (1.1).

Combining the focus on finely closed stopping policies, stipulated at the end of Section 3.1, with
the additional requirement (3.11), we end up with the following collection of stopping policies:

L:={ReB:R=R"and R\ R is semipolar}. (3.12)

Lemma 3.2. £ contains all closed subsets of R, and is closed under finite unions and countable
intersections.

Proof. The first assertion simply follows from Remark 3.5. For any R,T € L, using the fact that
RUT =RUT, we get

RUT\ (RUT)=(RUT)\(RUT)C (R\R)U(T\T).

As R\ R and T'\ T are both semipolar, RUT \ (RUT) is semipolar, i.e. RUT € £. On the other
hand, given any nonincreasing sequence (Ry)nen in L, set R := (), R,. In view of Remark 3.2,
since R, is finely closed for all n € N, their intersection R is also finely closed. Moreover, since

RS, R,
wem ()€ () ()

Given any point = € (), Bx) \ (N, Bn), « is contained in every R,, and there exists ng € N such
that ¢ R,,; hence, x € Ry, \ Ry,. The above inclusion relation therefore implies

R\RC|J@Bn\ Bn). (3.13)

Since R,,\ Ry, is semipolar for all n € N, the right hand side above, as a countable union of semipolar
sets, is semipolar. Thus, R\ R is also semipolar, so that we can conclude R € L. O
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Based on the development in this section, the appropriate subset of £ we will focus on is

E=ENL. (3.14)

4 Existence of an Optimal Equilibrium among £

In this section, we set out to find an optimal equilibrium among & defined in (3.14). We will
first introduce a main assumption and its ramifications in Section 4.1, and develop a machinery to
improve equilibria in £ in Section 4.2. The main result will be presented in Theorem 4.1.

4.1 Hunt’s hypothesis

By Definition 3.2, a polar set is clearly semipolar. The converse is the celebrated Hunt hypothesis,
which is the second main assumption of this paper.

Assumption 4.1 (Hunt’s hypothesis). If R € B is semipolar, then it is polar.

Finding conditions which guarantee that a Markov process satisfies Assumption 4.1 is a classical
topic in probabilistic potential theory. It is well-known that a d-dimensional Brownian motion
satisfies Assumption 4.1 for all d € N. As a result, a large class of 1t diffusions, given by (2.9), also
satisfies Assumption 4.1, as long as the Doléans-Dade exponential of ¢ — fot b(Xs)o H(X,)ds is a
martingale, thanks to Girsanov’s theorem; see e.g. [28, Section 9.2]. For general Markov processes,
we refer readers to [9, Section 5.2] for a set of theoretic criteria that ensure Assumption 4.1.

Remark 4.1. For any R € B, R\ R" is semipolar; see Theorem 6 in [9, Section 3.5]. Hence,
under Assumption /.1, R\ R" is polar.

Assumption 4.1 leads to a very useful result in finding equilibria: if R € B becomes smaller
after we apply © to R once, we immediately obtain an equilibrium.

Proposition 4.1. Suppose Assumptions 2.1 and 4.1 hold. Then, for any R € B with O(R) C R,
R\ ©(R) is polar and
©%*(R) = O(R), ie O(R)cE.

In addition, if R is finely closed, so is O(R).
Proof. For any R € B, by (3.4), (2.6), and ©(R) C R, we have
R'ARCI(R)NRC O(R) C R. (4.1)

As R\ R" is polar (Remark 4.1), this implies R \ ©(R) is also polar. It follows that pery = pr
P*-a.s. for all z € R?, which in turn implies J(z, O(R)) = J(x, R) for all z € R?. In view of (2.7),
we obtain S(R) = S(O(R)) and I(R) = I(O(R)). Hence,

O%(R) = S(O(R)) U (1(6(R)) NO(R))
= S(R)U(I(R) N O(R))
= S(R)U(I(R) N (S(R)U (I(R) N R)))
= S(R)U(I(R) N R) = O(R),

where the first, third, and fifth equalities follow from (2.6) and the fourth equality is due to
S(R) N I(R) = ( by definition. This shows that O(R) € £. Finally, as ©(R) C R, we have
(B(R))" C R". If R is additionally finely closed, i.e. R" C R, then (4.1) yields R" C O(R). It
follows that (O(R))" C R" C ©(R), i.e. ©(R) is finely closed. O
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Remark 4.2. Under ©(R) C R, R and ©(R) can only differ in fairly limited ways. In view of
(3.4), every x € R\ O(R) has to be a boundary point of R that is not reqular to R. Applying
© to R in this case removes those irreqular boundary points, leading to the equilibrium O(R); see
Remark 5.1 for a concrete demonstration of this.

Remark 4.3. Proposition 4.1 enhances the convergence of the fixed-point iteration introduced in
[16]. When stated in the current context, [16, Proposition 3.3] asserts that whenever R C ©(R),

lim ©"(R) = (] ©"(R)

n—oo
neN

1s well-defined and is an equilibrium. Proposition 4.1 complements the above result: for the opposite

case O(R) C R, lim,,_,o, O"(R) = O(R) is an equilibrium.

Remark 4.4. Recall £ in (3.12). Under Assumption 4.1, R\ R is polar for all R € L. Hence, for
any R € L, pr = pg P¥-a.s. for all x € R,

Remark 4.5. I is tempting to conclude from Remark 4./ that we can further restrict our attention
from € to €& := {R € € : R is closed}; after all, the one-dimensional analysis in [21] is entirely
based on E. This is however not the case, as the relation “R € & if and only if R € £” does not
hold in general. To illustrate, take any R € £. For R to be in &€, we need f(z) > J(x, R) for x € R.
As R € &, we must have f(x) < J(z,R) = J(x,R) for x ¢ R. Hence, “R € £” boils down to the
condition “f(z) = J(z, R) for v € R\ R”, which is not true in general. From this observation, we
construct an example in Section 5, which explicitly demonstrates R € E but R ¢&.

4.2 Improving an Equilibrium

First, we observe that [21, Lemma 3.1] can be extended to the multi-dimensional case in a straight-
forward way.

Lemma 4.1. For any R, T € B with RC T and R€ &, J(z,R) > J(z,T) for all v € R

Proof. Since the result follows from repeating the arguments in the proof of [21, Lemma 3.1], we
only sketch the proof below. As R C T, pr < pr. For any = € R, observe that

J (2, R) = E*[0(pr) f(Xpp) L pr<pr}] + B0 (0R)f (Xor) Lpr=pr}]
> E*[0(pr)E*[0(pr = p) f(Xpr) | Forllipr<pry) + E[0(01) F(Xpr) L {pr=pr)]
= E*[5(pr) (Xprs B)L(pr<pp}] + B 10(01) F(Xpr) Lpr=pp)]
> B 16(pr) f(Xpr M ipr<pr) + B0 (0r) f(Xpr ) gpr=pp}] = J (2, T),

where the first inequality follows from (2.3), the second equality is due to the strong Markov
property of X, and the second inequality stems from R € £ and X, ¢ R on the set {pr < pgr}. O

The next result is a multi-dimensional extension of [21, Proposition 4.8].

Proposition 4.2. Assume Assumptions 2.1 and j.1, and that (2.8) and (2.11) hold for all z € R®.
Then, for any R, T € &, O(RNT)C RNT belongs to &, and satisfies

J(z,O(RNT)) > J(x,R)V J(xT), VreR%L (4.2)
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Proof. Fix R, T € E=ENCL. By the same arguments in the proof of [21, Proposition 4.8], we get

J(x,RNT)>J(x,R)V J(x,T), Vxre(RNT)". (4.3)
As R, T € L, pgr = pg and pr = py P¥-a.s. for all x € R? (Remark 4.4). Tt follows that
J(x,R) = J(x,R) and J(x,T)=J(x,T), VrcR% (4.4)

Moreover, by the same argument above (3.13), we have (RNT)\ (RNT) C (R\ R)U(T\T). Since
R\ Rand T\ T are polar (Remark 4.4), sois (RNT) \ (RNT). It follows that

Jx,RNT)=J(x,RNT), VYxeR. (4.5)
Now, by the fact R,T € £, we obtain from (4.4), (4.3), and (4.5) that
f(x) < J(x,R)VJ(x,T)=J(x,R)VJ(z,T) < J(x, RNT) = J(z,RNT), Vxec (RNT)". (4.6)
This particularly implies S(RNT) C RNT, and thus
ORNT)=SRNT)U(I(RNT)N(RNT))C RNT. (4.7)
By Proposition 4.1, this readily shows that ©(RNT) € £, O(RNT) is finely closed (as RN T is
finely closed), and
(RNT)\O(RNT) is polar. (4.8)
Note that (4.7) also implies o
O(RNT)CORNT)CRNT.
It follows that
O(RNT)\O(RNT)C (RNT)\O(RNT)
c ((RmT)\@(RmT)) U(R\R)U(T\T).

As the three sets in the second line above are all polar (recall (4.8) and Remark 4.4), we conclude
that ©(RNT)\ O(RNT) is polar, and thus ©(RNT) € L. Hence, O(RNT) € ENL = . Finally,
thanks to ©(RNT) C R (by (4.7)) and ©(RNT) € £, Lemma 4.1 asserts J(z,O(RNT)) > J(z, R)
for all z € R%. A similar argument shows that J(z,©(RNT)) > J(x,T) for all z € RY. We can
then conclude that (4.2) holds. O

Remark 4.6. In (4.3), the inequality is guaranteed for only x € (RNT)¢, although the corresponding
one-dimensional result holds for all x € R; see [21, Proposition 4.8]. For instance, for d > 2, if there
exist two closed equilibria R and T such that RNT = {z} for some x € RY, then prar = Piz} = 00
P*-qa.s., for a wide range of Markov processes X. By (2.11), this implies J(x, RNT) = 0, which is
unlikely to be equal to J(x,R)V J(x,T). By contrast, for d =1, (1.1) ensures pgr = pr = prAT =
Pizy =0 P¥-a.s., so that J(z, RNT) = f(x) = J(x, R) V J(x,T).

Proposition 4.2 provides a partial order among elements in E.

Corollary 4.1. Assume Assumptions 2.1 and 4.1, and that (2.8) and (2.11) holds for all x € R?.
Then, for any R, T € € with R C T, J(x,R) > J(x,T) for all z € RY,

Proof. For any R, T € &, note that R\ ©(RNT) C (R\T)U ((RNT)\ O(RNT)). With R C T,
R\T CT\T is polar (Remark 4.4). Recalling from (4.8) that (RNT)\ ©(RNT) is also polar,
we conclude that R\ ©(RNT) is polar. Hence, pr = pe(rnT) P¥-a.s. for all x € R?, and thus

J(z,R) = J(x,0RNT)) > J(z,T) VzecR

where the inequality follows from Proposition 4.2. O
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4.3 The Main Result

Before we state the main result of this paper, we need a convergence result for first hitting times.

Lemma 4.2. Suppose Assumption J.1 holds. Let (Ry)nen be a nonincreasing sequence in L, and
set R:= (), en Bn. Then
lim pgr, = pr P%-a.s. Vze R (4.9)

n—o0

Proof. Fix z € R¢. Set 7, := pg,,, and define 7 := lim;, o, 7,. As R C R,,, we must have 7 < pp.
Hence, it suffices to prove
T>pr P%as on {7 <oo}. (4.10)

For each m € N, as (R,,)nen is nonincreasing, (R, )nen is also nonincreasing. It follows that
X? € Ry, VYn>m, P%as. on {r<oo}.

As n — oo, by the continuity of ¢ — X, this implies X% € R, P%a.s. on {r < oo}. Since
R, \ Ry, is polar (recall R, € £ and Remark 4.4), the above relation can be equivalently written
as XT € Ry, P¥-a.s. on {7 < co}. By the arbitrariness of m € N, we conclude

Xt e ﬂRm =R, P%as. on {7 <oo}. (4.11)

As xz € R, © ¢ R,, for some ng € N. Since Ry, is finely closed, = ¢ R,, implies that x is not
regular to Ry, i.e. Ty = pR,, > 0 P*-a.s. Consequently, 7 > 0 P*-a.s. We then deduce from 7> 0
and (4.11) that (4.10) holds. O

Remark 4.7. We require “c € R” in (4.9), as the convergence need not hold for x € R. For
instance, for any d > 2, let X be a d-dimensional Brownian motion and R, € L be the closed ball
around the origin O := (0,0,...,0) € R? with radius 1/n, for alln € N. Clearly, R := ey Bn =
{O}. For x = O € R, we have pr, =0 for alln € N, but pr = co.

Now, we are ready to state the main result of this paper.

Theorem 4.1. Assume Assumptions 2.1 and 4.1, and that (2.8) and (2.11) hold for all x € RY,

Then, there exists Ry, € £ that is optimal among £. Moreover, R, = mReE R.

Proof. Consider R := Regﬁ. As an intersection of closed sets, R is closed. Since the indicator
function of a closed set is upper semi-continuous, [1, Proposition 4.1 | implies that there exists a
countable subset (Ry,)nen of € such that R = (),, Ry,. Define (T}, )nen by

T, :=Ry, T,:=0(T,-1NR,) forn>2.
By applying Proposition 4.2 to (T,),en recursively, we have
T,€& VneN, (4.12)
as well as

Tn+1 = G(Tn N Rn+1) c Tn N Rn+1
CT,=0O(T,1NR,)CT, 1NR, CR,, Yn>2. (4.13)
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Consider R, :=(),, 1. We deduce from Lemma 3.2, (4.12), and (4.13) that

RoeL and R,C[()R.=R. (4.14)

Now, for any z € (Ro), as (Tp)pen in € = £ N L is nonincreasing (see (4.13)), Lemma 4.2 entails
pr, — pr, P¥-a.s. Thanks to this, the continuity of , f, and ¢ — X;, and (2.8), we conclude from
the dominated convergence theorem that

Tim I, To) = T E*[5(p5, ) (Xpr, )] = E6(pr) [ (Xp )] = J(2, R). - (4.15)

On the other hand, the fact that ¢ R, =), T, and (T5)nen is nonincreasing implies that there
exists ng € N such that = ¢ T,, for all n > ng. This, together with T,, € £ (by (4.12)), indicates
f(z) < J(z,T,) for all n > ng. Combining this with (4.15), we obtain

f(z) < J(z,R,) Vz € (Ro)".
This shows that S(R,) C R,, so that
O(Rs) = S(Ro) U(I(Ro) N Rs) C Ro. (4.16)

By Proposition 4.1, this implies the following properties:

R, \ O(R,) is polar; (4.17)
R, = O(R, ) belongs to £ and is finely closed. (4.18)

Note that (4.16) implies O(R,) € O(R,) C R,, which gives
O(Ro) \ ©(Ro) € Ro \ O(Ro) C (Ro \ Ro) U (Ro \ O(Ro)). (4.19)

As R, € L (by (4.14)), R \ Rs is polar (recall Remark 4.4). This, together with (4.17), shows that
the right hand side of (4.19) is polar, and thus ©(R,) \ ©(R,) is polar. We then conclude from
(4.18) that R, = O(R,) € €. By (4.16) and (4.14),

R.CR=(\R (4.20)
Re&

Hence, for any R € &, we have R, C R. With R, € &, Corollary 4.1 gives J(z, Ry) > J(z, R) for
all z € R, Therefore, R, is optimal among £. Also, the fact R, € £ implies R = res B C Ry

This, together with (4.20), entails R, = R = Npeg R- O

4.4 An Illustration of the Use of Theorem 4.1

Take d = 2 and let X = (XM, X(?)) be a two-dimensional Brownian motion, Which clearly satisfies
Assumptions 2.1 and 4.1. We take up the hyperbolic discount function §(¢) := Bt for some 8 > 0,

which satisfies (2.3). Given a > 0, consider the payoff function f : R? — R, defined by
fz1,29) := |z1 — 22| A, V(x1,72) € R% (4.21)

As f is bounded, (2.8) and (2.11) hold trivially for all # € R2. Now, for any z € R? and R € B,
(2.4) takes the form

1 2
X5 — X7 Aa
1+ Bpr

J(z,R) = E* (4.22)
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This describes the situation where an agent expects the prices of two securities, Xt(l) and Xt(2), to
diverge, and decides to take advantage of it via a long iron butterfly spread. Indeed, by taking X ™)
as the underlying asset and X as the (floating) target to compare with, the payoff of a long iron
butterfly spread at time t is exactly f (Xt(l),Xt(Q)). Also, modeling security prices using Brownian
motions, as in the Bachelier model, is justified when the price process may take negative values. In
practice, CME Group (a mainstream financial derivatives exchange) announced in April 2020 the
adoption of the Bachelier model to accommodate negative prices of certain energy derivatives.'
To simplify (4.22), we change the coordinates by a rotation of 7/4. Specifically, define

1) (1) 1 L
Y, Xy V2 2

In particular,

v = LxP 1 x®) and v = (x® _ x), (4.23)

V2 V2
so that Y remains a two-dimensional Brownian motion. For each y € R?, similarly to the definition

of P* in the second paragraph of Section 2, we define IP)%, as the law of (YV}Y);>o and denote by E?{/
the expectation taken under PY,. Note that

PY =P* for any z,y € R? with y = M.
Moreover, for any z,y € R? and R, T € B with y = Mz and T = MR, we have
py=if{t >0:Y, € T} =inf{t >0: X; € R} = pp, Pl-as. (or P*-as.)
Hence, (4.22) can be re-written as

A8
J(z,R) = JY (y,T) := V2 -EY ,  whenever y = Mz, T = MR. (4.24)
1 + BpT

Remark 4.8. Although the payoff at stopping in (4.24) relates only to the one-dimensional Brow-
nian motion Y2, JY(y,T) remains a two-dimensional stopping problem. This is because the
stopping time p¥ still depends on a two-dimensional region T in R2.

Now, for any 0 < b < a, consider the region
Ry :={(z1,29) €R? :xy — 29 > bor z; —xy < —b} € L.

Lemma 4.3. Let a® > 0 be the unique solution to a* fooo e *v/2fstanh(a*\/208s)ds = 1. Then, for
anyogbga/\ﬁa*, Ry, € €.

Proof. Fix 0 < b < a A v/2a* and define Ty, := {(y1,12) € R? : yo > b/v/2 or 32 < —b/v/2}. As
Y ) is a one-dimensional Brownian motion, when taking 7' = T}, in (4.24), we can apply the Bessel
process analysis in [16, Section 4]. Specifically, with b < a,

bad

pr
1+ Bpr,

!See the announcement at https://www.cmegroup.com/notices/clearing/2020/04/Chadv20-171.html.

TV (y, ) = V2 - EY > V2 |y, Vy e R? with yp € (—b/V/2,b/V/2),
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where the inequality is a direct consequence of [16, Lemma 4.4] and b/v/2 < a*; note that the
characterization of a* is provided in [16, Proposition 4.5]. Now, observe that T, = M R;. For any
r = (v1,72) € R? such that = ¢ Ry, we have y := Mx ¢ Ty, (i.e., yo € (—b/v/2,b/+/2)). We then
deduce from (4.24) and the previous inequality that

J(x, Ry) = TV (4, Ty) > V2 |yo| = |21 — 22| = |21 — 22| A = f(21,22),

where the third equality follows from |71 — 22| < b < a, thanks to x ¢ R,. This readily implies
Ry € £. With Ry, € L by construction, we conclude Ry € £. O

Proposition 4.3. If a < \/2a*, with a* > 0 as in Lemma 4.3, then R, € £ is optimal among £

Proof. By Theorem 4.1, there exists Ry € £ that is optimal among & and satisfies R, C N REER‘
As a < \@a*, Lemma 4.3 implies R, € E. Since R, is closed by definition, we obtain R, C R,.
Suppose that R, \ R, # (). For any x = (z1,22) € R, \ Rx, since Ry is finely closed, pr, > 0 P*-a.s.

It follows that
a

1+ Bpr,
where the first equality follows from f = a on R, 2O R, (recall (4.21)) and the second equality is

due to x € R,. This shows that R, is not an equilibrium, a contradiction. Hence, we must have
R, = R, and thus R, is optimal among &. O

J(x,R*):IEI[ }<a:|x1—x2]/\a:f(x),

Proposition 4.3 hinges on the one-dimensional analysis in Lemma 4.3 and the multi-dimensional
result Theorem 4.1. While Lemma 4.3 already constructed a special collection of equilibria in R?
that are in a sense “one-dimensional” (as they only depends on the value x; — x9), it is unclear
whether one should continue to study equilibria of more general forms in order to find an optimal
equilibria. Theorem 4.1 comes into play here, asserting that an optimal equilibrium exists and must
be contained in the intersection of all the “one-dimensional” equilibria, which is R,. Then, by the
definition of f in (4.21), there is no way for an equilibrium to be properly contained in R,, leading
to the only possibility that R, is an optimal equilibrium.

Remark 4.9. Ifa > \/2a*, an explicit characterization of an optimal equilibrium remains obscure.
First, Lemma 4.3 now ensures R s5,., but not Ry, to be an equilibrium. Once we replace Rq by
R 5, in the proof of Proposition /.3, we realize that the argument does not work anymore, as

“f = v/2a* on R f5,-7 fails to hold under the definition of f in (4.21) and a > V2a*. It is of
interest as future research to investigate how an optimal equilibrium can be explicitly characterized
for the case a > \/2a*.

5 An Example of R€ & but R¢ &

In this section, we take X to be a three-dimensional Brownian motion, and will construct an example
that explicitly demonstrates R € £ but R ¢ £. To this end, we need the following technical result,
whose proof is relegated to Appendix B.

Lemma 5.1. Let X be a three-dimensional Brownian motion. Given an open domain D C R3,
suppose that f < K on 0D for some K > 0. Then,

(i) for any x € D and r > 0 such that B(z,r) :={y € R3: ||y —z|| <7} C D,

k(r)
m(B(z,r))

c c # A
a0 2t < 2007 s [ I D), (51
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where k(r) := E*[6(pp(z,r)e)] is continuous and nonincreasing in v with lim, o k(r) = 1, and
m(-) denotes the Lebesque measure in R3.

(it) x — J(x, D) is continuous on D. Furthermore, if z € 0D is regular to D¢, then x — J(x, D)
is also continuous at z, in the sense that

lim J(z, D¢ = J(z,D°). (5.2)

r—z, €D

Now, let S be the collection of (z1, 2, 23) € R? such that

z1 = \/a3 + 23, forzy >0, ng%—i—mggl;
x1:2—\/x§+x§, for z1 > 0, 1§x§+x§§4;

22422 =4, forz; <O0.

As shown in Figure 1, S C R? is the surface generated by rotating the curve [ around the z-axis.
It partitions R3 into two open sets G1 and Ga: Gy contains (1,0,0), Gy contains (—1,0,0), and
0G1 = 0Gy = S. Note that G1 = G1US is a so-called Lebesgue thorn with the origin O := (0,0, 0)
being its vertex. By [27, Example 8.40],

O is not regular to either G; or Gy, while all other points in S are regular to Gj. (5.3)

T2

Ga

Figure 1: Surface S is generated by rotating the curve £ around the xi-axis

Define hy : R — R, by

b () = VT + a3 + a3, for 22 + 23 + 23 <1, 5.4
1 . 1/ \/ﬂm ) otherwise. ’

Note that 0 < h; <1 on S except at the origin O, where hi(O) = 0. Then, we introduce

ha(z) := E*[8(pgy) i (Xpys)l, V€ R3. (5.5)
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Now, we define the payoff function f by

._ hl(x)7 S th
f(l') o {min{hl(x), hg(l’)}, S GQ. (5‘6)

Lemma 5.2. f in (5.6) is continuous on R3, and satisfies (2.8) and (2.11) for all x € R3.

Proof. As 0 < h; <1 on R3 we have 0 < f < 1 on R? by definition. Hence, (2.8) and (2.11) are
trivially satisfied. Clearly, hy is continuous on R3. By (5.3), we conclude from Lemma 5.1 that ho
is continuous on Gs \ {O}. Moreover, since every point in S\ {O} is regular to Gy, by definition
hy = hy on S\ {O}. All this readily implies that f is continuous on R3 \ {O}. Finally, observe
that 0 < f(z) < hy(z) for all x € R?\ {O}. This, along with lim,_,o hi(x) = h1(O) = 0, entails
lim, o f(z) = 0 = f(O). We therefore conclude that f is continuous on R3. O

By (5.3), the fine closure of G is
G =G1u(S\{0}). (5.7)
Proposition 5.1. G% € € but G ¢ E.
Proof. By (5.3) and G; being open, every point in G is regular to Gi. Hence, J(z,G}) =

Ex[é(pGT)f(XpG,{)] = f(z) for all x € G. For any z € (G})° = G2 U {0}, (5.3) implies
Xpor € S\ {0} P*-as. Hence, by the fact that f = hy on S,
1

J(@,G1) = E*[0(pey) f(Xpee )] = E¥[0(pai) (X )] = ho(2) Vo € GoU{O},  (5.8)

where the last equality follows from the fact that G} and G; only differ by the singleton {O},
which is polar (with respect to X, a three-dimensional Brownian motion). By the definition of f,
this readily implies J(z,G}) = ha(x) > f(x) for x € Ga. Note that X, ., € S\ {O} also implies

ﬂc:’lk

hl(XﬂG{) > (0. We then deduce from (5.8) that J(x,G}) > 0 for all x € G2 U{O}. In particular,
J(0,G7) > 0=m(0) = f(O). (5.9)

Therefore, we conclude that G C I(G%) and S(G3) = 0. In view of (2.6), O(GT) = Gj, ie.
G* € £. In addition, since {O} is polar and G5 \ G = G \ G} = {0}, we have G} € L. Hence,
Gr e ENL = E. Finally, by (5.3) and (5.9), J(O,G%) = J(0,G%) > f(O), i.e. O € C(G}). As
G = G5 U {0} intersects C(G%), we conclude G ¢ €. O

Remark 5.1. As a by-product, results in this section provide a concrete demonstration of Proposi-
tion 4.1. In view of the proof of Proposition 5.1, it can be checked directly that ©(G3) = G} C Gf.
By Proposition /.1, this implies Gf = ©(G%Y) € &, which is verified by Proposition 5.1. More
specifically, G5 and ©(G%) only differ by the origin O (which is not reqular to G%), and it is the
inclusion of O that prevents G5 from being an equilibrium. Applying © to G5 precisely removes this
problematic point, turning G into the equilibrium O(G%) = G \ {O} = G;.

A Proof of Lemma 2.1

Fix R € B. If R is of zero potential, then

/ e Pz, R)dt < / Pi(z,R)dt =U(z,R) =0 Vz € R< (A1)
0 0
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Hence, [;° e P,(z, R)dt = 0 for all z € R?, and thus A*(R) = 0. Conversely, if A*(R) = 0, then
ME)=0 with E:={zeR?:U%=z,R)> 0},
where we use the notation

U(2, R) = /0 et py (, R)dL. (A.2)

Since there exists a transition density (p:):>o for X, it follows from (2.1) and A(E) = 0 that

Uz, E) = /oo Pi(x, E)dt = /OO/ pe(x, y)N(dy)dt = /OO 0dt =0 VaeR%
0 0o JE 0
By the same argument as in (A.1), this implies
U%(x,E) =0 forall z € R%. (A.3)
Now, we claim that U%(x, R) = 0 for all z € R?. Let us write R = Ry U Ry, where
Ry :={x € R:U%2,R) >0} and Ry:={x € R:U%=x,R)=0}.

As Ry C E, we have U%(x, R)) < U%(x, E) for all 2 € R%. Then, (A.3) entails U%*(x, R;) = 0 for
all z € R?, so that
U%(x,R) = U%(z,Ry) VzeRL (A.4)

By contradiction, suppose that there exists #* € R? such that U%(z*, R) > 0. Observe that

U(z*, Ry) = E” [/ e_athz(Xt)dt:| =E* [/ e_o‘thg(Xt)dt]
0

PRy

_ Ex* |:e—apR2 Ua(XpR2 , RQ)] — Ex* [e—apRg UO‘ (XPR2 y R)j| == 07

where the first equality stems from the definition of U% in (A.2), the fourth equality follows from
(A.4), and the last equality is due to U%(X,, ,R) = 0 (by the definition of R). This contradicts

U(z*, Ry) = U%(xz*,R) > 0. Hence, we have U%(z,R) = 0 for all 2 € R?. Thanks again to
Proposition 3 in [9, Section 3.5, this implies U(x, R) = 0 for all z € R?, i.e. R is of zero potential.

B Proof of Lemma 5.1

(i) Fix x € D. As X is a three-dimensional Brownian motion and ¢ is continuous and nonincreasing,
7+ k(r) := E*[6(pp(a,r))] is continuous and nonincreasing in r, and pp(,,) | 0 as r | 0 P*-a.s. By
the dominated convergence theorem and §(0) = 1, we get lim, o k(r) = 1. Now, fix » > 0 such that
B(xz,r) C D. For any 0 < s < t, by (2.3) we get

J(x, D) =E*[6(ppe) f(Xppe)]
> Ew[é(pB(m,s)c)Ex[é(pDc - pB(w,s)C)f(XpDc) | pr(zys)cH

=E*[6(pB(a,5) (Xpp (s 0> D). (B.1)
As X is a three-dimensional Brownian motion, X (2ye and pp(z,s)c are independent, and X /‘fB(z e

is uniformly distributed on 0B(zx,s). Thus, (B.1) implies

1
(s)

I, D) > B 0(pp(e.e)) - LI (X

PB(z,s)¢?

D9) = k(s) - /a o SIS, (B2)
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where Y(s) denotes the two-dimensional surface measure on dB(x, s) in R3. On the other hand, as
0 is nonincreasing,

J((L‘, DC) < Ex[(s(pDC - pB(x,s)C)f(XpDc )} = Ex[J(XpB(%S)C’DC)] = Egs) AB( ) J<y7 DC)E(dy)

(B.3)

Combining (B.2) and (B.3), and using k(r) < k(s) as s < r, we obtain
b)- [ DS S SEI@ DY < [ I DS, W <s<r
0B(z,s) OB(z,s)
Integrating the above inequality with respect to s from 0 to r yields
b)- [ I DYmldy) < (B - S D) < [ I, Dmidy)
B(z,r) B(=,r)
which gives (5.1).
(ii) First, we show that « — J(z, D°) is continuous on D. As f < K on 9D,

J(xz, D) < K VzeD. (B.4)

Fix an arbitrary € > 0. For any z1, 22 € D, choose r > 0 small enough such that B(z;,r) C D for

i=1,2and k(r) > 1 —e. Then, by (5.1),

B
m(B(zi,r))

1—¢

0 70 20 < 75 )

/ Iy, DY)m(dy), fori—1,2.
B(xiv )

It follows that

o J(e . 1 Vi _ 1—¢ Y
Jen D)~ e, D £ s [ pmy — e [ g 0miay)

1 c ; Vi
= B /ermm,ﬂ Iy, D ymldy) + e /BW) I (y, D)m(dy)
m(B(x1,r)AB(x2,1))
SK( m(Ber,r)) “)’ (B:5)

where B(z1,r)AB(x2,7) denotes the symmetric difference of B(x1,7) and B(x2,7), and the third
equality is due to (B.4). By choosing x5 sufficiently close to z1, we can make m(Bszzg()i%fQ’r)) <g,
so that J(x1, D) — J(z2, D) < 2Ke. By switching 21 and z2 in (B.5), we obtain the similar
result that by choosing 2 close enough to x;, we get J(z2, D) — J(x1,D¢) < 2Ke. Hence,
|J(z1, D) — J(xe, D°)| < 2Ke for xo sufficiently close to x;. That is, J(z, D) is continuous at z.
By the arbitrariness of x; € D, x — J(z, D°) is continuous on D.

It remains to prove (5.2). Fix z € 9D that is regular to D¢. By Proposition 1 in [9, Section
4.4], for any n > 0, x — P*(ppe < n) is lower seimicontinuous. Hence,

liminf P*(ppe < n) > P*(ppe <n) =1,
r—rz
which implies
lim P*(ppe <n) =1. (B.6)
T—z

Given r > 0, note that because X is a Brownian motion,

x> P*(pp(zrye > 1) is constant. (B.7)
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Observe that it holds for all n > 0 that
P*(ppe < pB(a,rye) = PP (ppe <0 < pBar)e) = P (ppe < 1) + P (pprye > 1) — 1. (B.8)
By (B.6) and (B.7), this implies
lim inf P*(ppe < ppre) = P (ppeme >n), ¥n>0.
As limy 0 P*(pp(zrye > 1) = 1, thanks again to X being a Brownian motion, we conclude that

lim ]P)x(pDc < pB(x,r)C) =1 (Bg)

T—rz

On the set {ppe < pp(s,r)c}, we have || X7 . — x| <. Hence, for any € > 0, by the continuity of
f, 0, and t — X;, we can choose r > 0 small enough such that for all z € D with ||z — z|| < r,

@)~ F@) e 1F(X2,)~ F() <& on {ppr < pgenye) and E*[5(pp(eny)] > 12 (B.10)
By (B.9), for this fixed r > 0, we can choose 0 < ' < r such that for all z € D with ||z — z|| <7/,
P*(ppe > pB(ar)e) < €. (B.11)
As z is regular to D¢, J(z, D) = f(z). If follows that
(e, D) = Tz D) < B2 [5(ppe) f (Xpe) — F(2)]. (B.12)
Now, for any z € D with ||z — z|| </, observe that

E2(16(pe) £(Xone) = F)| Lomecpper ]
< Ez”f(XPDC) - f(x)‘ l{pDCS,OB(z,r)C}] + Ex[’(s(laDc) - 1Hf(XﬂDC)’ l{pDCSpB@,T)}] +e
< (K +2)e,

where the last inequality follows from (B.10) and 0 < f < K on dD. On the other hand,

EIH(;(/)DC)JC(X,DDC) - f(Z)‘ 1{PD02PB(1,T)C}] < 2KPm(pDC > pB(x,T)C) < 2K€7

where the last inequality follows from (B.11). We then conclude from (B.12) that |J(z, D¢) —
J(z,D)| < (3K + 2)e, which completes the proof.
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