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Abstract

In this paper, for a family of second-order parabolic equations with rapidly oscil-

lating and time-dependent periodic coefficients, we are interested in an approximate

two-sphere one-cylinder inequality for these solutions in parabolic periodic homoge-

nization, which implies an approximate quantitative propagation of smallness. The

proof relies on the asymptotic behavior of fundamental solutions and the Lagrange

interpolation technique.

1 Introduction

Quantitative propagation of smallness is one of the central issues in the quantitative
study of solutions of elliptic and parabolic equations. It can be stated as follows: a
solution u of a PDE Lu = 0 on a domain X can be made arbitrarily small on any given
compact subset of X by making it sufficiently small on an arbitrary given subdomain Y .
There are many important applications in quantitative propagation of smallness, such as
the stability estimates for the Cauchy problem [1] and the Hausdorff measure estimates
of nodal sets of eigenfunctions [17], [18].

For solutions of second order parabolic equations

(∂t − L)u = ∂tu− ∂i (aij(x, t)∂ju) + bi∂iu+ cu = 0, (1.1)

(the summation convention is used throughout the paper). There exists a large literature
on the three cylinder inequality for solutions to parabolic equations. If A(x, t) = (aij(x, t))
is three times continuously differentiable with respect to x and one time continuously
differentiable with respect to t, and b and c are bounded, then a not optimal three-
cylinder inequality has been obtained in [11] and [20]. In [11], the three-cylinder inequality
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is derived by the Carleman estimates proved in [19]. In 2003, Vessella [21] has obtained
the following optimal three-cylinder inequality:

‖u‖
L2(Q

T/2
R )

6 C
(
||u||L2(QT

ρ )

)κρ
(
||u||L2(QT

R0
)

)κρ

, (1.2)

for every 0 < ρ < R < R0, under the assumptions that the derivatives ∂A/∂t, ∂A/∂xi,
∂2A/(∂t∂xj), ∂2A/(∂xi∂xj), for every i, j ∈ {1, · · · , d}, b = (b1, · · · , bd) and c are
bounded, where Qt

r = Br × (−t, t) with Br the d-dimensional open ball centered at 0
of radius r and κρ ∼ | log ρ|−1 as ρ → 0. The optimality of Equation (1.2) consists in
the growth rate of the exponent κρ. Later on, Escauriaza and Vessella [8] have obtained
the inequality (1.2) under the assumptions that A ∈ C1,1(Rn+1) , b and c are bounded.
Moreover, Vessella [22] has obtained the following two-sphere one-cylinder inequality:

‖u (., t0)‖L2(Bρ(x0))
6 C ‖u (., t0)‖θL2(Br(x0))

‖u‖1−θ
L2(BR(x0)×(t0−R2,t0))

, (1.3)

under the assumptions that A satisfies the Lipschitz continuity: |A(y, s) − A(x, t)| ≤
C
(
|x− y|+ |t− s|1/2

)
, b = 0 and c = 0, where θ =

(
C log R

Cr

)−1
, 0 < r < ρ < R and

C depends neither on u nor on r but may depend on ρ and R, see also [6], where the
two-sphere one-cylinder inequality (1.3) for time-dependent parabolic operators was first
established. And the estimate (1.3) has first been obtained by Landis and Oleinik [15],
when A does not depend on t.

In general, the Carleman estimates are tools often used to obtain a three-cylinder
inequality and the unique continuation properties for solutions. The Carleman estimates
are weighted integral inequalities with suitable weight functions satisfying some convexity
properties. The three-cylinder inequality is obtained by applying the Carleman estimates
by choosing a suitable function. For Carleman estimates and the unique continuation
properties for the parabolic operators, we refer readers to [4, 5, 7, 9, 14, 22] and their
references therein for more results.

Recently, Guadie and Malinnikova [12] developed the three-ball inequality with the
help of Poisson kernel for harmonic functions. This method also has been used in [13] to
obtain an approximate three-ball inequality in elliptic periodic homogenization. More-
over, it is an interesting problem to extend the Carleman estimates to the homogenization
equations and left for the future.

In this paper, we intend to develop an approximate two-sphere one-cylinder inequality
for the L∞-norm in parabolic periodic homogenization equation, parallel to the inequality
(1.3), with the different exponent θ.

We consider a family of second-order parabolic equations in divergence form with
rapidly oscillating and time-dependent periodic coefficients,

∂tuε − div
(
A(x/ε, t/ε2)∇uε

)
= 0, (1.4)

where 1 > ε > 0 and A(y, s) = (aij(y, s)) is a symmetric d× d matrix-valued function in
R

d × R for d ≥ 2. Assume that A(y, s) satisfies the following assumptions:
(i) Ellipticity: For some 0 < µ < 1 and all (y, s) ∈ R

d × R, ξ ∈ R
d, it holds that

µ|ξ|2 ≤ A(y, s)ξ · ξ ≤ µ−1|ξ|2. (1.5)
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(ii) 1-Periodicity:

A(y + z, s + t) = A(y, s) for (y, s) ∈ R
d × R and (z, t) ∈ Z

d × Z. (1.6)

(iii)Hölder continuity: There exist constants τ > 0 and 0 < λ < 1 such that

|A(x, t)− A(y, s)| ≤ τ
(
|x− y|+ |t− s|1/2

)λ
(1.7)

for any (x, t), (y, s) ∈ R
d × R.

We are able to establish the following approximate two-sphere one-cylinder inequality
in ellipsoids. The definition of ellipsoids Er depending on the coefficients A(y, s) is given
in Section 2.

Theorem 1.1. (Interior two-sphere one-cylinder inequality) Let uε be a solution of (1.4)
in BR × (−T, T ). For 0 < r1 < r2 < r3/12 < R/8, then there holds

sup
Er2

|uε(·, t0)| ≤ C

{
(sup
Er1

|uε(·, t0)|)α( sup
Ω̃r3,t0

|uε|)1−α +
r3
r1

[
ε

r3
log(2 +

r3
ε
)

]α
sup
Ω̃r3,t0

|uε|
}
,

(1.8)

where α =
log

r3
4r2

log
r3
2r1

, and C depends only on d, µ and (τ, λ), and Ω̃r3,t0 = Er3 × (t0 − r3
2, t0)

is a subdomain of BR × (−T, T ) with R and T fixed.

A direct consequence of Theorem 1.1 is the following approximate two-sphere one-
cylinder inequality in balls.

Corollary 1.2. Let uε be a solution of (1.4) in BR × (−T, T ). For 0 < r1 < r2 <
µr3/12 < µR/8, then there holds

sup
Br2

|uε(·, t0)| ≤ C

{
(sup
Br1

|uε(·, t0)|)α( sup
Ωr3,t0

|uε|)1−α +
r3
r1

[
ε

r3
log(2 +

r3
ε
)

]α
sup
Ωr3,t0

|uε|
}
,

(1.9)

where α =
log

C1r3
r2

log
r3
2r1

, and C depends only on d, µ and (τ, λ) and and Ωr3,t0 = Br3×(t0−r23, t0)
is a subdomain of BR × (−T, T ) with R and T fixed.

Remark 1.3. Compared with the Lipschitz regularity needed to obtain the inequality (1.3),
only Hölder continuity is imposed to obtain the inequality (1.9), with the different exponent
θ. Moreover, as ε → 0 with r3 fixed, the inequality (1.9) converges to the standard two-
sphere one-cylinder inequality (1.3) (with the different exponent θ). However, if r3 ∽ ε,
then the inequality (1.9) gives us nothing, since in the (ε, ε2)-scale, the operator ∂t −
div (A(x/ε, t/ε2)∇·) behaves like the classical operator ∂t − div (A(x, t)∇·) after a change
of variables, where the Lipschitz regularity needed to obtain the two-sphere one-cylinder
inequality.
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This interpolation method may also apply to the parabolic equation with potential.
Namely, let uε satisfies the following equation

∂tuε − div
(
A(x/ε, t/ε2)∇uε

)
+ V εuε = 0, (1.10)

where V ε = V (x/ε) with V being 1-periodic and V ∈ L
d+2
2 (Z) with Z = [0, 1)d. Note that

V is independent of the variable t. Consequently, we are able to establish the following
approximate two-sphere one-cylinder inequality in ellipsoids for the solution to (1.10).

Theorem 1.4. (Interior two-sphere one-cylinder inequality) Let uε be a solution of (1.10)
in BR × (−T, T ). For 0 < r1 < r2 < r3/12 < R/8, and ε ≤ r3, then there holds

sup
Er2

|uε(·, t0)| ≤ C

{
(sup
Er1

|uε(·, t0)|)α( sup
Ω̃r3,t0

|uε|)1−α +
r3
r1

[
ε

r3
log(2 +

r3
ε
)

]α
sup
Ω̃r3,t0

|uε|
}
,

(1.11)

where α =
log

r3
4r2

log
r3
2r1

, and C depends only on d, µ, R, T and (τ, λ), and Ω̃r3,t0 = Er3 × (t0 −
r3

2, t0) is a subdomain of BR × (−T, T ) with R and T fixed.

Remark 1.5. 1.It should be noticed that the unique continuation property of the solution
u to the equation ∂tu− div(A(x, t)∇u) + V u = 0 has been obtained under the assumption

that A ∈ C2,1 and V ∈ L
d+2
2

loc (dxdt) in [16]. To some extend, we have extended this result
to parabolic equation in homogenization. We may refer readers to [4,5,7,14,16] and their
references therein for more results about the nonzero potential.

2. The method used in Theorem 1.4 can easily apply to the equation − div (A(x/ε)∇uε)+
V εuε = 0 with suitable V ε.

2 Preliminaries

Let Lε = − div (Aε(x, t)∇), where Aε(x, t) = A(x/ε, t/ε2). Assume that A(y, s) is 1-
periodic in (y, s) and satisfies the ellipticity condition (1.5). For 1 ≤ j ≤ d, the corrector
χj = χj(y, s) is defined as the weak solution to the following cell problem:





(∂s + L1) (χj) = −L1 (yj) in Y,

χj = χβ
j (y, s) is 1 -periodic in (y, s),

´

Y
χβ
j = 0,

(2.1)

where Y = [0, 1)d+1. Note that

(∂s + L1) (χj + yj) = 0 in R
d+1. (2.2)

By the rescaling property of ∂t + Lε, we obtain that

(∂t + Lε)
(
εχj(x/ε, t/ε

2) + yj
)
= 0 in R

d+1. (2.3)
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Moreover, if A = A(y, s) is Hölder continuous in (y, s), then by standard regularity for
∂s + L1, ∇χj(y, s) is Hölder continuous in (y, s), thus ∇χj(y, s) is bounded.

Let Â = (âij), where 1 ≤ i, j ≤ d, and

âij =

 

Y

(
aij + aik

∂χj

∂yk

)
dyds. (2.4)

It is known that the constant matrix Â satisfies the ellipticity condition,

µ|ξ|2 ≤ âijξiξj, for any ξ ∈ R
d,

and |âij | ≤ µ1, where µ1 depends only on d and µ [2]. It is also true or easy to verify that
(âij) is symmetric if (aij) is symmetric. Denote

L0 = − div(Â∇).

Then ∂t+L0 is the homogenized operator for the family of parabolic operators ∂t+Lε,
with 1 > ε > 0. Since Â is symmetric and positive definite, there exists a d× d matrix S
with det(S) > 0 such that SÂST = Id×d. Note that Â−1 = STS and

〈Â−1x, x〉 = |Sx|2. (2.5)

We introduce a family of ellipsoids as

Er(Â) = {x ∈ R
n : 〈Â−1x, x〉 < r2}. (2.6)

It is easy to see that
B√

µr(0) ⊂ Er(0) ⊂ B√
µ1r(0). (2.7)

We will write Er(Â) as Er if the context is understood.
To move forward, let Γε(x, t; y, s) and Γ0(x, t; y, s) denote the fundamental solutions

for the parabolic operators ∂t+Lε, with 1 > ε > 0 and the homogenized operator ∂t+L0,
respectively. Moreover, it is easy to see that

Γ0(x, t; y, s) =
1

(2
√
π)

d
(t− s)−d/2 |S| exp

{
−|Sx− Sy|2

4(t− s)

}
, (2.8)

for any x, y ∈ R
d and −∞ < s < t <∞ with the matrix S defined in (2.5).

The following lemmas state the asymptotic behaviors of Γε(x, t; y, s) with 1 > ε > 0,
whose proof could be found in [10].

Lemma 2.1. Suppose that the coefficient matrix A satisfies the assumptions (1.5) and
(1.6), then

|Γε(x, t; y, s)− Γ0(x, t; y, s)| ≤
Cε

(t− s)
d+1
2

exp

{
−κ|x− y|2

t− s

}
(2.9)

for any x, y ∈ R
d and −∞ < s < t < ∞, where κ > 0 depends only on µ. The constant

C depends only on d and µ.
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The next lemma states the asymptotic behaviors of∇xΓε(x, t; y, s) and∇yΓε(x, t; y, s).

Lemma 2.2. Suppose that the coefficient matrix A satisfies the assumptions (1.5), (1.6)
and (1.7), then

∣∣∇xΓε(x, t; y, s)−
(
I +∇χ

(
x/ε, t/ε2

))
∇xΓ0(x, t; y, s)

∣∣

≤ Cε

(t− s)
d+2
2

log
(
2 + ε−1|t− s|1/2

)
exp

{
−κ|x− y|2

t− s

}
(2.10)

for any x, y ∈ R
d and −∞ < s < t < ∞, where κ > 0 depends only on µ. The constant

C depends only on d, µ and (τ, λ) in (1.7). Similarly, there holds

∣∣∇yΓε(x, t; y, s)−
(
I +∇χ̃

(
y/ε,−s/ε2

))
∇yΓ0(x, t; y, s)

∣∣

≤ Cε

(t− s)
d+2
2

log
(
2 + ε−1|t− s|1/2

)
exp

{
−κ|x− y|2

t− s

}
,

(2.11)

where χ̃(y, s) denote the correctors for ∂t + L̃ε with L̃ε = − div (A(x/ε,−t/ε2)∇).

With the summation convention this means that for 1 ≤ i, j ≤ d,

∣∣∣∣
∂Γε(x, t; y, s)

∂xi
− ∂Γ0(x, t; y, s)

∂xi
− ∂χj (x/ε, t/ε

2)

∂xi

∂Γ0(x, t; y, s)

∂xj

∣∣∣∣ (2.12)

is bounded by the RHS of (2.10). And the similar result holds for ∇yΓε(x, t; y, s).
The next lemma will be frequently used in the proof of Theorem 1.1.

Lemma 2.3. Let uε be a weak solution of ∂tuε + Lεuε = 0 in BR × (−T, T ), then
ˆ t

t−r23

ˆ

E4r3/5
\E3r3/4

|∇uε|2(x, s)dxds ≤ Crd3||uε||2L∞(Er3×(t−r23 ,t))
, (2.13)

where C depends only on µ and d, and Er3 × (t− r23, t) is a subdomain of BR × (−T, T ).

Proof. The proof is standard. Choosing a cut-off function ϕ ∈ [0, 1] such that ϕ(x) = 1 if
x ∈ E4r3/5\E3r3/4, and ϕ(x) = 0 if x ∈ Er3/2∪{Rd\Er3} together with |∇ϕ| ≤ C/r3, then
multiplying the equation ∂tuε + Lεuε = 0 by ϕ2uε and integrating the resulting equation
over BR × (t− r23, t) leads to

ˆ

BR

ϕ2u2ε(x, t)dx+

ˆ t

t−r23

ˆ

BR

ϕ2|∇uε|2(x, s)dxds

≤C
ˆ

BR

ϕ2u2ε(x, t− r3
2)dx+ C

ˆ t

t−r32

ˆ

BR

|∇ϕ|2u2ε(x, s)dxds

≤Crd3||uε||2L∞(Er3×(t−r23 ,t))
.

(2.14)

Thus we have completed the proof of (2.13) after noting the choice of ϕ.
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3 Approximate two-sphere one-cylinder inequality

Following [12], we are going to apply the Lagrange interpolation method to obtain the
approximate two-sphere one-cylinder inequality. Actually, the similar method in [12] has
been used by the author in [13] to obtain the approximate three-ball inequality in elliptic
periodic homogenization. First, let us briefly review the standard Lagrange interpolation
method in numerical analysis. Set

Φm(z) = (z − p1)(z − p2) · · · (z − pm) (3.1)

for z, pj ∈ C with j = 1, · · · , m. Let D ba a simply connected open domain in the
complex plane C that contains the nodes p̃, p1, · · · , pm. Assume that f is an analytic
function without poles in the closure of D. By well-known calculations, it holds that

1

z − p̃
=

m∑

j=1

Φj−1(p̃)

Φj(z)
+

Φm(p̃)

(z − p̃)Φm(z)
. (3.2)

Multiplying the last identify by 1
2πi
f(z) and integrating along the boundary of D leads to

1

2πi

ˆ

∂D

f(z)

z − p̃
dz =

m∑

j=1

Φj−1(p̃)

2πi

ˆ

∂D

f(z)

Φj(z)
dz + (Rmf) (p̃), (3.3)

where

(Rmf) (p̃) =
1

2πi

ˆ

∂D

Φm(p̃)f(z)

(z − p̃)Φm(z)
dz. (3.4)

By the residue theorem, there holds that

(Rmf) (p̃) =
m∑

j=1

Φm(p̃)

(pj − p̃)Φ′
m (pj)

f (pj) + f(p̃)

= −
m∑

j=1

m∏

i 6=j

p̃− pi
pj − pi

f (pj) + f(p̃),

(3.5)

where (Rmf) (p̃) is called the interpolation error. See chapter 4 in [3] for more information.
In order to obtain the approximate two-sphere one-cylinder inequality for the solution

in (1.4), we consider the Lagrange interpolation for f(h) = Γ0(hx0
r1
r2
, t0; y, s), where

0 < r1 < r2 < r3/12 < R/8 and (x0, t0) is a fixed point such that

√
〈Â−1x0, x0〉 =

|Sx0| < r2. In view of (3.5), we need to estimate the error term (RmΓ0)(x0, t0; y, s) of the
approximation. Following the idea in [13], we choose points xi = hix0

r1
r2

on the segment
[0, x0

r1
r2
] with hi ∈ (0, 1), then xi ∈ Er1 , i = 1, · · · , m. Select pi = hi in the definition of

Φm in (3.1) and p̃ = r2/r1. Define

ci =

m∏

j 6=i

r2r
−1
1 − hj
hi − hj

. (3.6)

7



Since 0 < hi < 1, direct computation shows that

|ci| ≤
(
r2r

−1
1

)m−1

|Φ′
m(hi)|

. (3.7)

To estimate |ci|, we choose hi to be the Chebyshev nodes, which means, hi = cos
(

(2i−1)π
2m

)
,

i = 1, · · · , m. Then we can write

Φm(h) = 21−mTm(h),

where Tm is the Chebyshev polynomial of the first kind. There also holds that

Φ′
m(h) = m21−mUm−1(t), (3.8)

where Um−1 is the Chebyshev polynomial of the second kind. See e.g. section 3.2.3 in [3].
At each hi, there hold

Um−1(hi) = Um−1

(
cos

(
(2i− 1)π

2m

))
=

sin (2i−1)π
2

sin (2i−1)π
2m

=
(−1)i−1

sin (2i−1)π
2m

. (3.9)

According to (3.8) and (3.9), there holds

|Φ′
m(hi)| ≥ m21−m. (3.10)

Therefore, by (3.7), we have

|ci| ≤ (m)−1

(
2r2
r1

)m−1

for i = 1, · · · , m. (3.11)

To estimate the error term (RmΓ0)(x0, t0; y, s), we do an analytic extension of the
function f(h) = Γ0(hx0

r1
r2
, t0; y, s) to the disc D r3

3r1

of radius r3
3r1

centered at the origin in

the complex plane C. According to (2.8), we have

f(z) =
1

(2
√
π)

d
(t− s)−d/2 |S| exp

{
−
(z r1

r2
Sx0 − Sy)2

4(t− s)

}
, (3.12)

where (z r1
r2
Sx0−Sy)2 = (z r1

r2
Sx0−Sy) · (z r1

r2
Sx0−Sy) =

∑d
i=1(z

r1
r2
(Sx0)i− (Sy)i)

2. Note
that |z r1

r2
Sx0| ≤ r3

3
in the disc D r3

3r1

, then there holds

|f(z)| ≤ C̃ (t− s)−d/2 exp

{
− Cr23
t− s

}
for y ∈ E4r3/5\E3r3/4, (3.13)

where C and C̃ depend only on d.

Similarly, with the notations above, consider the Lagrange interpolation for g(h) =
∇yΓ0(hx0

r1
r2
, t0; y, s), and we do an analytic extension of the g(h) to the disc D r3

3r1

. Then

according to (2.8) again, there holds

8



g(z) =
S
(
z r1
r2
Sx0 − Sy

)

2 (2
√
π)

d
(t− s)−d/2−1 |S| exp

{
−
(z r1

r2
Sx0 − Sy)2

4(t− s)

}
, (3.14)

where S(z r1
r2
Sx0 − Sy) is a vector with Sik · (z r1

r2
Sijx0,j − Sijyj) being its k-th position.

Note that |z r1
r2
Sx0| ≤ r3

3
in the disc D r3

3r1

, then we have

|g(z)| ≤ C̃r3 (t− s)−d/2−1 exp

{
− Cr23
t− s

}
for y ∈ E4r3/5\E3r3/4, (3.15)

where C and C̃ depend only on d.

The following lemma gives the interpolation error terms (Rm(∇yΓ0))(x, t; y, s) and
(RmΓ0)(x, t; y, s) for ∇yΓ0(x, t; y, s) and Γ0(x, t; y, s), respectively.

Lemma 3.1. If x0 ∈ Er2 and y ∈ E4r3/5\E3r3/4 with 0 < r1 < r2 < r3/12 < R/8 and
−∞ < s < t <∞, then there hold

|(RmΓ0)(x0, t; y, s)| ≤
C̃4mrm2
r3m

(t− s)−d/2 exp

{
− Cr23
t− s

}
, (3.16)

and

|(Rm(∇yΓ0))(x0, t; y, s)| ≤
C̃4mrm2
r3m−1

(t− s)−d/2−1 exp

{
− Cr23
t− s

}
, (3.17)

where C and C̃ depend only on d.

Proof. First, to see (3.16). According to (3.1) and noting that pi = hi ∈ (0, 1) with
i = 1, · · · , m, it is easy to see that

|Φm(z)| ≥
((

r3
3r1

)
− 1

)m

on the circle |z| = r3
3r1

(3.18)

and
|Φm(r2/r1)| ≤ (r2/r1)

m. (3.19)
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In view of (3.4)-(3.6) and (3.18)-(3.19), we have

|(RmΓ0)(x0, t; y, s)| = |Γ0(x0, t; y, s)−
m∑

i=1

ciΓ0(xi, t; y, s)|

= |f (r2/r1)−
m∑

i=1

cif (hi) |

= | 1

2πi

ˆ

|z|= r3
3r1

Φm

(
r2r

−1
1

)
f(z)(

z − r2r
−1
1

)
Φm(z)

dz|

≤ C
(r2/r1)

m(3r1)
m

(r3 − 3r2)(r3 − 3r1)m
· r3(t− s)−d/2 exp

{
− Cr23
t− s

}

≤ C̃4mrm2
r3m

(t− s)−d/2 exp

{
− Cr23
t− s

}
,

(3.20)

where we have used estimate (3.13), the assumption that 0 < r1 < r2 < r3/12 < R/8 in
the last inequality, and the constants C̃ and C in the last inequality depend on d.

Similarly, for (Rm(∇y)Γ0(x, t; y, s), there holds

|(Rm(∇yΓ0))(x0, t; y, s)| = |∇yΓ0(x0, t; y, s)−
m∑

i=1

ci∇yΓ0(xi, t; y, s)|

= |g (r2/r1)−
m∑

i=1

cig (hi) |

= | 1

2πi

ˆ

|z|= r3
2r1

Φm

(
r2r

−1
1

)
g(z)(

z − r2r
−1
1

)
Φm(z)

dz|

≤ C̃4mrm2
r3m−1

(t− s)−d/2−1 exp

{
− Cr23
t− s

}
,

(3.21)

where we have used estimate (3.15) instead of (3.13), compared to (3.20), and the as-
sumption that 0 < r1 < r2 < r3/12 < R/8 in the last inequality, and the constants C̃
and C in the last inequality depend on d. Thus we have completed the proof of Lemma
3.1.

To continue the proof of Theorem 1.1, since uε satisfies

∂tuε − div (Aε∇uε) = 0 in BR × (−T, T ), (3.22)

then simple computation shows that

∂t (ηuε)− div (Aε∇ (ηuε))

= − div [(Aε · ∇η)uε]−Aε∇uε∇η + uε∂tη

=: f̃(x, t) in R
d × (−∞, T ),

(3.23)
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where η ∈ [0, 1] is a cut-off function such that η = η(x, t) = 1 if (x, t) ∈ E3r3/4 × (t0 −
r23/2, t0), and η = 0 if (x, t) /∈ E4r3/5 × {(t0 − 3r23/4, t0 + r23/4) for some fixed t0 with
|∇η| ≤ C/r3 and |∂tη| ≤ C/r23. Then

(ηuε) (x0, t0) =

ˆ t0

t0−r23

ˆ

Rd

Γε(x0, t0; y, s)f̃(y, s)dyds

=

ˆ t0

t0−r23

ˆ

Rd

∇yΓε(x0, t0; y, s) (Aε · ∇η) uεdyds

+

ˆ t0

t0−r23

ˆ

Rd

Γε(x0, t0; y, s) (uε∂sη − Aε∇uε∇η) dyds

=: I1 + I2,

(3.24)

where x0 ∈ Er2 is a fixed point.
The summation convention that repeated indices are summed is used in the rest of

this section.
It is easy to see that

I1 =

ˆ t0

t0−r23

ˆ

Rd

ci∇yΓε(xi, t0; y, s)(Aε · ∇η)uεdyds

+

ˆ t0

t0−r23

ˆ

Rd

[∇yΓε(x0, t0; y, s)− (I +∇χ̃ε)∇yΓ0(x0, t0; y, s)] (Aε · ∇η)uεdyds

+

ˆ t0

t0−r23

ˆ

Rd

(I +∇χ̃ε) [∇yΓ0(x0, t0; y, s)− ci∇yΓ0(xi, t0; y, s)] (Aε · ∇η)uεdyds

+

ˆ t0

t0−r23

ˆ

Rd

ci [(I +∇χ̃ε)∇yΓ0(xi, t0; y, s)−∇yΓε(xi, t0; y, s)] (Aε · ∇η)uεdyds

= :M0 +M1 +M2 +M3,
(3.25)

where ci are defined in (3.6) and xi = hix0
r1
r2

on the segment [0, x0
r1
r2
] with hi ∈ (0, 1),

i = 1, · · · , m and ∇χ̃ε = ∇χ̃ (y/ε,−s/ε2). Moreover, it is easy to see that xi ∈ Er1 ,
i = 1, · · · , m. Similarly, we have

I2 =

ˆ t0

t0−r23

ˆ

Rd

ciΓε(xi, t0; y, s) (uε∂sη −Aε∇uε∇η) dyds

+

ˆ t0

t0−r23

ˆ

Rd

[Γε(x0, t0; y, s)− Γ0(x0, t0; y, s)] (uε∂sη − Aε∇uε∇η) dyds

+

ˆ t0

t0−r23

ˆ

Rd

[Γ0(x0, t0; y, s)− ciΓ0(xi, t0; y, s)] (uε∂sη − Aε∇uε∇η) dyds

+

ˆ t0

t0−r23

ˆ

Rd

ci [Γ0(xi, t0; y, s)− Γε(xi, t0; y, s)] (uε∂sη −Aε∇uε∇η) dyds

=M̃0 +

i=9∑

i=4

Mi,

(3.26)
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with the same ci, xi and x0 as in (3.25). Clearly, it follows from the representation formula
(3.24) that

M0 + M̃0 = ci (ηuε) (xi, t0). (3.27)

Before we continue, we give some notations first. Denote Ẽ and Ω̃r3,t0 by E4r3/5\E3r3/4

and Er3 × (t0 − r23, t0), respectively. Next, we need to estimate M1-M9 term by term. In
view of (3.25), we have

|M1| ≤ C

ˆ t0

t0−r23

ˆ

Rd

|∇yΓε(x0, t0; y, s)− (I +∇χ̃ε)∇yΓ0(x0, t0; y, s)| |∇η||uε|dyds

≤ Cε

ˆ t0

t0−r23

ˆ

Rd

log
(
2 + ε−1|t0 − s|1/2

)

(t0 − s)
d+2
2

exp

{
−κ|x0 − y|2

t0 − s

}
|∇η||uε|dyds

≤ Cε

ˆ t0

t0−r23

ˆ

Rd

log
(
2 + ε−1|t0 − s|1/2

)

(t0 − s)
d+2
2

exp

{
−C|Sx0 − Sy|2

t0 − s

}
|∇η||uε|dyds

≤ Cε

r3

ˆ t0

t0−r23

ˆ

Ẽ

log
(
2 + ε−1|t0 − s|1/2

)

(t0 − s)
d+2
2

exp

{
−C|Sx0 − Sy|2

t0 − s

}
|uε|dyds

≤ Cεrd−1
3

ˆ t0

t0−r23

log
(
2 + ε−1|t0 − s|1/2

)

(t0 − s)
d+2
2

exp

{
− Cr23
t0 − s

}
ds · ||uε||L∞(Ω̃r3,t0 )

≤ Cεr−1
3

ˆ ∞

1

log(2 + ε−1s̃−1/2r3)s̃
d/2−1 exp{−Cs̃}ds̃ · ||uε||L∞(Ω̃r3,t0)

≤ Cεr−1
3 log(2 + ε−1r3)||uε||L∞(Ω̃r3,t0 )

,

(3.28)
where we have used (2.11) in Lemma 2.2 in the above inequality.

To estimate M2, we first note that ∇χ̃ε is bounded, then according to Lemma 3.1,
there holds

|M2| ≤
C(4r2)

m

rm3

ˆ t0

t0−r23

ˆ

Ẽ

(t0 − s)−d/2−1 exp

{
− Cr23
t0 − s

}
dyds · ||uε||L∞(Ω̃r3,t0)

≤ C(4r2)
m

rm−d
3

ˆ t0

t0−r23

(t0 − s)−d/2−1 exp

{
− Cr23
t0 − s

}
ds · ||uε||L∞(Ω̃r3,t0 )

≤ C(4r2)
m

rm3

ˆ ∞

1

s̃d/2−1 exp {−Cs̃} ds · ||uε||L∞(Ω̃r3,t0)

≤ C(4r2)
m

rm3
||uε||L∞(Ω̃r3,t0)

.

(3.29)

As forM3, noting that xi ∈ Er1 with i = 1, · · · , m, then the estimate (2.11) and (3.11)
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yields that

|M3| ≤
Cε

r3

ˆ t0

t0−r23

ˆ

Ẽ

log
(
2 + ε−1|t0 − s|1/2

)

(t0 − s)
d+2
2

|ci| exp
{
−κ|xi − y|2

t0 − s

}
dyds · ||uε||L∞(Ω̃r3,t0 )

≤ Cε

r3

ˆ t0

t0−r23

ˆ

Ẽ

log
(
2 + ε−1|t0 − s|1/2

)

(t0 − s)
d+2
2

|ci| exp
{
−C|Sxi − Sy|2

t0 − s

}
dyds · ||uε||L∞(Ω̃r3,t0)

≤ Cεrd−1
3

∑

i

|ci|
ˆ t0

t0−r23

log
(
2 + ε−1|t0 − s|1/2

)

(t0 − s)
d+2
2

exp

{
− Cr23
t0 − s

}
dyds · ||uε||L∞(Ω̃r3,t0)

≤ Cε(2r2)
m−1

rm−1
1 r3

ˆ ∞

1

log(2 + ε−1s̃−1/2r3)s̃
d/2−1 exp{−Cs̃}ds̃ · ||uε||L∞(Ω̃r3,t0)

≤ C(2r2)
m−1

rm−1
1

εr3
−1 log(2 + ε−1r3)||uε||L∞(Ω̃r3,t0 )

.

(3.30)
Next, we give the estimate of I2 term by term in (3.26). In view of (2.9), then we have

|M4| ≤ Cεrd−2
3

ˆ t0

t0−r23

(t0 − s)−
d+1
2 exp

{
− Cr23
t0 − s

}
ds · ||uε||L∞(Ω̃r3,t0 )

≤ Cεrd−2
3

ˆ ∞

1

s̃
d−3
2 exp(−Cs̃)r−d+1

3 ds̃ · ||uε||L∞(Ω̃r3,t0)

≤ Cεr−1
3 ||uε||L∞(Ω̃r3,t0)

.

(3.31)

As for M5, we have

|M5| ≤ C

(
ˆ t0

t0−r23

ˆ

Rd

|Γε(x0, t0; y, s)− Γ0(x0, t0; y, s)|2 |∇η|dyds
)1/2

×
(
ˆ t0

t0−r23

ˆ

Rd

|∇uε|2 |∇η|dyds
)1/2

≤ Cεr
d/2−1
3

(
ˆ t0

t0−r23

(t0 − s)−d−1 exp

{
− Cr23
t0 − s

}
ds

)1/2(
ˆ t0

t0−r23

ˆ

Ẽ

|∇uε|2dyds
)1/2

≤ Cεr−1
3 ||uε||L∞(Ω̃r3,t0)

,

(3.32)
where we have used (2.9) in the second inequality and (2.13) in the third inequality.

Due to (3.16) and similar to the estimate of M2, we have

|M6| ≤
C̃(4r2)

m

rm−d+2
3

ˆ t0

t0−r23

(t0 − s)−d/2 exp

{
− Cr23
t0 − s

}
ds · ||uε||L∞(Ω̃r3,t0)

≤ C(4r2)
m

rm3
||uε||L∞(Ω̃r3,t0)

.

(3.33)

According to (3.16) and (2.13), then there holds

13



|M7| ≤ C

(
ˆ t0

t0−r23

ˆ

Rd

|Γ0(x0, t0; y, s)− ciΓ0(xi, t0; y, s)|2 |∇η|dyds
)1/2

×
(
ˆ t0

t0−r23

ˆ

Rd

|∇uε|2 |∇η|dyds
)1/2

≤ C̃(4r2)
m

rm+1−d
3

(
ˆ t0

t0−r23

(t0 − s)−d exp

{
− Cr23
t0 − s

}
ds

)1/2

· ||uε||L∞(Ω̃r3,t0)

≤ C(4r2)
m

rm3
||uε||L∞(Ω̃r3,t0)

.

(3.34)

Similarly, in view of (2.9) and (3.11), we have

|M8| ≤ Cεrd−2
3

∑

i

|ci|
ˆ t0

t0−r23

(t0 − s)−
d+1
2 exp

{
− Cr23
t0 − s

}
ds · ||uε||L∞(Ω̃r3,t0)

≤ Cε(2r2)
m−1

r3r
m−1
1

||uε||L∞(Ω̃r3,t0)
.

(3.35)

Moreover, similar to the proof of M5 and (3.11), we have

|M9| ≤
Cε(2r2)

m−1

r3r
m−1
1

||uε||L∞(Ω̃r3,t0)
. (3.36)

Consequently, noting that
∑

i |ci| ≤ (2r2)
m−1/r1

m−1, then combining (3.24)-(3.36)
yields that

|uε(x0, t0)| ≤
(2r2)

m−1

r1m−1
sup
Er1

|uε(·, t0)|+
C(4r2)

m

rm3
||uε||L∞(Ω̃r3,t0)

+
C(2r2)

m

rm1
εr−1

3 log(2 + ε−1r3)||uε||L∞(Ω̃r3,t0)
,

(3.37)

where C does not depend on m, r1, r2 or r3. Note that we choose the coefficient of the

third term in the RHS of (3.37) is (2r2)m

rm1
instead of (2r2)m−1

rm−1
1

, which can be done due to

0 < r1 < r2, and that will simply the computation when minimizing the summation (of

course, one could use (2r2)m−1

rm−1
1

to obtain a more accurate conclusion). Since x0 ∈ Er2 is an

arbitrary point, then it follows that

sup
Er2

|uε(·, t0)| ≤C
{
(2r2)

m−1

r1m−1
sup
Er1

|uε(·, t0)|+
(4r2)

m

rm3
sup
Ω̃r3,t0

|uε|

+
(2r2)

m

rm1
εr−1

3 log(2 + ε−1r3) sup
Ω̃r3,t0

|uε|
}
.

(3.38)
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Now we need to minimize the summation of the terms in the RHS of (3.38) by choosing
the suitable integer value m. Actually, the similar proof can be found in [13], we give it
just for completeness. For simplicity, let

sup
Er1

|uε(·, t0)| = δ, sup
Ω̃r3,t0

|uε| = N. (3.39)

First, choose m such that

δ

(
2r2
r1

)m

= N

(
4r2
r3

)m

, (3.40)

which gives

m =
log(N/δ)

log[r3/(2r1)]
.

Consequently, define

m0 =

⌊
log(N/δ)

log[r3/(2r1)]

⌋
+ 1, (3.41)

where ⌊·⌋ denotes its integer part. We minimize the above terms by considering two cases.

Case 1. εr−1
3 log(2 + ε−1r3)

(
2r2
r1

)m0

≤
(

4r2
r3

)m0

.

In this case, let m = m0 in (3.38). Then the third term can be absorbed into the
second one in the right hand side of (3.38). Consequently, since 0 < r1 < r2 < r3/12 and

log(N/δ)
log[r3/(2r1)]

≤ m0 ≤ log(N/δ)
log[r3/(2r1)]

+ 1, it follows that

sup
Er2

|uε| ≤ C

{
δ

(
2r2
r1

)m0−1

+N

(
4r2
r3

)m0
}

≤ C

{
δ

(
2r2
r1

) log(N/δ)
log[r3/(2r1)]

+N

(
4r2
r3

) log(N/δ)
log[r3/(2r1)]

}

≤ CN1−αδα,

(3.42)

where

α =
log r3

4r2

log r3
2r1

. (3.43)

Case 2. εr−1
3 log(2 + ε−1r3)

(
2r2
r1

)m0

>
(

4r2
r3

)m0

.

In this case, from the definition of m0, there holds that

εr−1
3 log(2 + ε−1r3) >

2δr1
Nr3

. (3.44)

That is,

sup
Er1

|uε(·, t0)| ≤ εr−1
3 log(2 + ε−1r3)

r3
2r1

sup
Ω̃r3,t0

|uε|. (3.45)

15



Then, we choose m̂ such that

εr−1
3 log(2 + ε−1r3)

(
2r2
r1

)m̂

=

(
4r2
r3

)m̂

, (3.46)

which gives

m̂ =
log[εr−1

3 log(2 + ε−1r3)]

log 2r1
r3

.

Therefore, we can choose

m1 =

⌊
log[εr−1

3 log(2 + ε−1r3)]

log 2r1
r3

⌋
+ 1. (3.47)

Taking m = m1 in (3.38), then the second term can be absorbed into the third term in the

RHS of (3.38). In view of (3.45), and noting 0 < r1 < r2 < r3/12 and
log[εr−1

3 log(2+ε−1r3)]

log
2r1
r3

≤

m1 ≤ log[εr−1
3 log(2+ε−1r3)]

log
2r1
r3

+ 1, then we have

sup
Er2

|uε(x, t0)|

≤ C

{(
2r2
r1

)m1−1

εr−1
3 log(2 + ε−1r3)

r3
r1
N + εr−1

3 log(2 + ε−1r3)

(
2r2
r1

)m1

N

}

≤ C
r3
r1

exp

{
log 2r2

r1
· log

[
εr−1

3 log(2 + ε−1r3)
]

log 2r1
r3

}
εr−1

3 log(2 + ε−1r3)N

≤ C
r3
r1

[
εr−1

3 log(2 + ε−1r3)
]1+ log

2r2
r1

log
2r1
r3 N

= C
r3
r1

[
εr−1

3 log(2 + ε−1r3)
]α
N,

(3.48)

where

α =
log r3

4r2

log r3
2r1

. (3.49)

Notice that 0 < α < 1 according to the assumption of r1, r2 and r3. Consequently,
combining the two cases above yields the result of Theorem 1.1. And Corollary 1.2
directly follows from Theorem 1.1 and the estimate (2.7).

4 Parabolic equation with potential in homogeniza-

tion

In this section, we give the proof of Theorem 1.4. Denote M(V ) =
´

Z
V (z)dz, and

vε = eM(V )tuε. Then it is easy to see that vε satisfying

∂tvε − div
(
A(x/ε, t/ε2)∇vε

)
= (M(V )− V (x/ε))vε. (4.1)
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Then simple computation shows that

∂t (ηvε)− div (Aε∇ (ηvε))

= − div [(Aε · ∇η) vε]− Aε∇vε∇η + uε∂tη + (M(V )− V (x/ε))vεη

=: g̃(x, t) in R
d × (−∞, T ),

(4.2)

where η ∈ [0, 1] is a cut-off function such that η = η(x, t) = 1 if (x, t) ∈ E3r3/4 × (t0 −
r23/2, t0), and η = 0 if (x, t) /∈ E4r3/5 × (t0 − 3r23/4, t0 + r23/4) for some fixed t0 with
|∇η| ≤ C/r3 and |∂tη| ≤ C/r23. Then

(ηvε) (x0, t0) =

ˆ t0

t0−r23

ˆ

Rd

Γε(x0, t0; y, s)g̃(y, s)dyds

=

ˆ t0

t0−r23

ˆ

Rd

∇yΓε(x0, t0; y, s) (Aε · ∇η) vεdyds

+

ˆ t0

t0−r23

ˆ

Rd

Γε(x0, t0; y, s) (uε∂sη − Aε∇uε∇η) dyds

+

ˆ t0

t0−r23

ˆ

Rd

Γε(x0, t0; y, s)(M(V )− V (y/ε))vεηdyds

(4.3)

where x0 ∈ Er2 is a fixed point. Noting that supp((M(V ) − V (y/ε))vεη) ⊂ Er3 × (t0 −
r23, t0+ r23) and in view the proof of (3.16), we can’t apply Lemma 3.1 to the last term on
the RHS of (4.3) to estimate the following term

ˆ t0

t0−r23

ˆ

Rd

(Γ0(x0, t0; y, s)− ciΓ0(xi, t0; y, s))(M(V )− V (y/ε))vεηdyds.

However, thanks to the term M(V ) − V (y/ε), which will give us the term O(ε) after
integrating by parts. In view of (3.25)-(3.27), we need only to estimate the following
term

I3 =:

ˆ t0

t0−r23

ˆ

Rd

(Γε(x0, t0; y, s)− ciΓε(xi, t0; y, s))(M(V )− V (y/ε))vεηdyds. (4.4)

Let ψ(z) ∈ W 2, d+2
2 (Z) and be 1-periodic, solving the following equation

∆zψ(z) = M(V )− V (z) in Z = [0, 1)d, with

ˆ

Z

ψ(z)dz = 0. (4.5)
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Then we have

I3 =ε
2

ˆ t0

t0−r23

ˆ

Rd

∆yψ(y/ε)(Γε(x0, t0; y, s)− ciΓε(xi, t0; y, s))vεηdyds

=− ε

ˆ t0

t0−r23

ˆ

Rd

∇zψ(y/ε)∇y(Γε(x0, t0; y, s)− ciΓε(xi, t0; y, s))vεηdyds

− ε

ˆ t0

t0−r23

ˆ

Rd

∇zψ(y/ε)(Γε(x0, t0; y, s)− ciΓε(xi, t0; y, s))∇yvεηdyds

− ε

ˆ t0

t0−r23

ˆ

Rd

∇zψ(y/ε)(Γε(x0, t0; y, s)− ciΓε(xi, t0; y, s))vε∇yηdyds

=I4 + I5 + I6.

(4.6)

Similar to the estimate of M2 in (3.29), the term I6 is easy to handle which we omit it
here. In view of the definition of ϕ, (3.11), and 0 < r1 < r2 < r3/12, with r3 ≥ ε, we have

|I4| ≤Cε
ˆ t0

t0−r23

ˆ

Rd

|∇zψ
ε| (|∇y(Γε(x0, t0; y, s)| − |ciΓε(xi, t0; y, s)|) |vε|ηdyds

≤Cε
∑

i

|ci| sup
Ω̃r3,t0

|vε|
ˆ t0

t0−r23

ˆ

Er3

|∇zψ
ε|(t0 − s)−

1+d
2 exp

{
−C|y|2
t0 − s

}
dyds

≤Cε
∑

i

|ci|||∇zψ
ε||

Lp′
1(Ω̃r3,t0)

sup
Ω̃r3,t0

|vε|

×



ˆ t0

t0−r23

ˆ

E r3
t0−s

(t− s)
d
2
(1−p1)− p1

2 exp
{
−C|y|2

}
dyds




1/p1

≤Cεr3(
2r2
r1

)m−1 sup
Ω̃r3,t0

|vε|,

(4.7)

with 1 < p1 <
d+1
d

close to d+1
d

and ψε = ψ(y/ε), where we have used x0 − y ∈ Er3 and
xi − y ∈ Er3 if y ∈ E4r3/5, x0 ∈ Er2 and xi ∈ Er1 for i = 1, · · · , m, and the size estimates

|∇yΓε(x, t; y, s)| ≤ C(t− s)−
d+1
2 exp

{
−κ|x−y|2

t−s

}
if aij is Hölder continuous [10], as well as

the following inequality

(
ˆ

Er3

|∇zψ
ε|p′1dz

)1/p′1

= εd/p
′

1

(
ˆ

Er3/ε

|∇zψ(z)|p
′

1dz

)1/p′1

≤ Cr
d/p′1
3

(
ˆ

Z

|∇zψ(z)|p
′

1dz

)1/p′1

≤ Cp1r
d/p′1
3 ||ψ||

W 2, d+2
2 (Z)

≤ Cp1r
d/p′1
3 ||V ||

L
d+2
2 (Z)

,

(4.8)
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where we have used the Sobolev embedding (since p′1 ∈ (d + 1,∞) close to d + 1, and

then p′1 <
d d+2

2

d− d+2
2

), as well as ε ≤ r3 in the above inequality. Similarly, in view of (4.6)

and (3.11), there holds

|I5|

≤Cε
ˆ t0

t0−r23

ˆ

Rd

|∇zψ
ε| (|Γε(x0, t0; y, s)|+ |ciΓε(xi, t0; y, s)|) |∇yvε|ηdyds

≤Cε(2r2
r1

)m−1||∇yvε||Lp3(Ω′)||∇zψ
ε||Lp4(Ω′)

(
ˆ

Ω̃

(
(t− s)−

d
2
p2 exp

{
−C|y|

2

t− s

})
dyds

)1/p2

≤Cε(2r2
r1

)m−1||∇vε||Lp3(Ω′

r3,t0
)||∇zψ

ε||Lp4(Ω̃r3,t0 )

(
ˆ t0

t0−r23

(t− s)−
d
2
p2+

d
2ds

)1/p2

≤Cεr3(
2r2
r1

)m−1 sup
Ω̃r3,t0

|vε|,

(4.9)
with Ω′ =: E4r3/5 × (t0 − 3r23/4, t0) and Ω̃ = Ω̃r3,t0 =: Er3 × (t0 − r23, t0), p2 ∈ (1,+2

d
)

close to 1 + 2
d
and p3 sufficiently large, close to ∞ with 1

p2
+ 1

p3
+ 1

p4
= 1. Note that

p4 > d+2
2

close to d+2
2
. And we have used, in the estimate (4.9), the size estimate

|Γε(x, t; y, s)| ≤ C(t − s)−
d
2 exp

{
−κ|x−y|2

t−s

}
, (4.8) as well as the the following estimates

for ∇vε,
(
 

Lp3(Ω′

r3,t0
)

|∇vε|p3
)1/p3

≤ Cr−1
3 sup

Ω̃r3,t0

|vε|+ Cr3

(
 

Ω̃r3,t0

|(M(V )− V (x/ε))vε|
d+2
2

) 2
d+2

≤ Cr−1
3 sup

Ω̃r3,t0

|vε|,

(4.10)

which may be proved by the estimates |∇yΓε(x, t; y, s)| ≤ C(t − s)−
d+1
2 exp

{
−κ|x−y|2

t−s

}

and
 

Ω̃r3,t0

|(M(V )− V (x/ε))| d+2
2 ≤ C +

 

Ω̃r3,t0

|V (x/ε)| d+2
2 ≤ C +

 

Z

|V (z)| d+2
2 ,

if r3 ≥ ε. Thus, combining (4.7) and (4.9) yields that

|I3| ≤ Cεr3(
2r2
r1

)m−1 sup
Ω̃r3,t0

|vε|. (4.11)

Consequently, in view of (3.37), we actually have

sup
Er2

|vε(·, t0)| ≤C
{
(2r2)

m−1

r1m−1
sup
Er1

|vε(·, t0)|+
(4r2)

m

rm3
sup
Ω̃r3,t0

|vε|

+
(2r2)

m

rm1
εr−1

3 log(2 + ε−1r3) sup
Ω̃r3,t0

|vε|
}
.

(4.12)
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Then, totally similar to the discussion of Theorem 1.1, there holds

sup
Er2

|vε(·, t0)| ≤ C

{
(sup
Er1

|vε(·, t0)|)α( sup
Ω̃r3,t0

|vε|)1−α +
r3
r1

[
ε

r3
log(2 +

r3
ε
)

]α
sup
Ω̃r3,t0

|vε|
}
,

(4.13)
this together with vε = uεe

M(V )t and −T < t < T gives the desired estimate (1.11), thus
completes this proof.
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