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A TWIN ERROR GAUGE FOR KACZMARZ’S ITERATIONS*

B. S. VAN LITHf, P. C. HANSENT, AND M. E. HOCHSTENBACH?

Abstract. We propose two new algebraic reconstruction techniques based on Kaczmarz’s
method that produce a regularized solution to noisy tomography problems. Tomography problems
exhibit semi-convergence when iterative methods are employed, and the aim is therefore to stop near
the semi-convergence point. Our approach is based on an error gauge that is constructed by pairing
standard down-sweep Kaczmarz’s method with its up-sweep version; we stop the iterations when
this error gauge is minimal. The reconstructions of the new methods differ from standard Kaczmarz
iterates in that our final result is the average of the stopped up- and down-sweeps. Even when
Kaczmarz’s method is supplied with an oracle that provides the exact error—and is therefore able
to stop at the best possible iterate — our methods have a lower two-norm error in the vast majority
of our test cases. In terms of computational cost, our methods are a little cheaper than standard
Kaczmarz equipped with a statistical stopping rule.
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convergence.

AMS subject classifications. 65F22, 65F10, 65R32, 65F15

1. Introduction. The image reconstruction problem in X-ray tomography can
be formulated as a large, sparse linear system of equations, i.e.,

(1.1) Ax = b, AeR™" beR™, zecR™

Here, the vectors b and @ represent the measured data (the sinogram) and the image
to be reconstructed, respectively. The system matrix A represents a discretization
of the forward problem [12]; there are no restrictions on its dimensions m and n.
There is inherently some noise present in the data b, and one of the key challenges
in tomographic reconstruction is to compute a good reconstruction in the presence of
these errors.

Tomographic reconstruction problems are a type of inverse problems where the
forward operator, in the continuous formulation, is a smoothing operation known as
the Radon transform in the case of 2D parallel-beam scanning. The continuous prob-
lem is mildly ill-posed [2], which leads to a poorly conditioned matrix A, especially
when the system is large.

The system (1.1) is usually too large to solve by factorization methods, and it-
erative linear solvers are used. These solvers exhibit semi-convergence [17] in the
presence of noise, meaning that initially the reconstruction error decreases but even-
tually it increases. The error consists of two parts, the iteration error and the noise
error. The iteration error decreases steadily, and in the case of error-free data the
classical asymptotic convergence theory applies. Initially the noise error is small but
it steadily increases until the iterative method has “inverted the noisy data” rather
than the clean data; see, e.g., [6, 7] for more details.

To obtain meaningful solutions to noisy problems we need to stop the iterations
at the semi-convergence point where the reconstruction error is at a minimum. The
iteration number therefore acts as a regularization parameter. There are various
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methods that estimate a good optimal regularization parameter and these can be
used as stopping rules for the iterations [1, 20].

Many of the parameter-choice/stopping rules are based on statistical properties
of the noise, for instance when using generalized cross-validation [30] and unbiased
predictive risk estimation [29, Sec. 7.1] and when using variations of the discrepancy
principle [13, Sec. 7.2].

All these stopping rules may work well for simultaneous iterative reconstruction
techniques such as Landweber or Cimmino [14]. The reason is that these methods
tend to produce error histories that are very flat around the minimum. A few hundred
iterations more or less often does not really matter, and the quality of the reconstruc-
tion is only little affected. This is not so for Kaczmarz’s method which tends to
converge much faster [7] and thus has a fairly narrow window of opportunity around
the minimum of the error history; eager readers see Figure 2 in Section 5.

We propose a completely different approach, one without any statistical assump-
tions on the noise, which is based on error estimation. Using several numerical exam-
ples, we show that our stopping rules and algorithms perform very well. To illustrate
the point, we compare our methods with an oracle that provides the true error and
is therefore able to stop at the best possible iterate.

In our analysis of the proposed methods, we show that our approach is theo-
retically sound for consistent systems. In the numerical examples, however, we only
consider the noisy case.

The rest of the paper is organized as follows. Section 2 introduces the necessary
background theory for Kaczmarz’s method. In Section 3 we analyze the errors and
use this analysis to propose a new way to estimate the error. The insight then leads
to a new algorithm that is presented in Section 4. Finally, in Section 5 we present
numerical examples that illustrate our theory and compare our new algorithm with
existing ones. Throughout this work, we will use the following common notations:

e A column vector is denoted by a bold lower-case character, while a bold
upper-case character is a matrix. Normal font is used for scalars.

e We will use the two-norm and denote it by || - ||.

e The expectation operator is written as E.

e Exact quantities are marked with a superscript x, while objects furnished with
a tilde (~) are related to an alternative (up-sweep) version of Kaczmarz’s
methods, cf. Section 3.1.

e The symbol <+ in pseudocode means assignment.

2. Background theory. Here we set the stage by summarizing some basic re-
sults pertaining to Kaczmarz’s method, also known as the algebraic reconstruction
technique (ART) [11, 28].

2.1. Kaczmarz and its convergence. Let k£ = 1,2,3,... denote full sweeps
through the rows of A, and let @y denote the starting vector. Let w € (0,2) be
a relaxation parameter, let a;*-r denote the jth row of A, and let b; denote the jth
element of b. For every update ¢, a row index j needs to be chosen. There are various
strategies for picking the row index j, for instance randomized or cyclic [19]; here we
consider only cyclic down-sweeps, j = i, and up-sweeps, j = m — ¢ + 1. Starting from
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the common choice xy = 0, in the kth sweep we sequentially perform the updates

(2.1a) 2 = @),

. , b — Tzl

% i—1 J k
(2.1b) :B,(C):CCEC )—l-wWaJv i=12,...,m,
(2.1c) Ty = :B](Cm) .

If there are rows with zero norm, it is most natural to skip them. This is effectively the
same as deleting zero rows from A and the corresponding entries from b. When w =1,
Kaczmarz’s method has a nice geometrical interpretation: each update projects onto
the hyperplane represented by the jth equation.

For the down-sweep version, an entire sweep (2.1) of all equations in Kaczmarz’s
method can be written as

(2:2) xp1 =xp + ATLTHb - Axy,), L=sit(AAT)+1D

where slt(-) extracts the strictly lower triangular part and D = diag(AA”); as proved
for the first time by Elfving and Nikazad [8].

There are some more elaborate versions of Kaczmarz method available, for in-
stance using block row partitioning or variable relaxation parameters [7, 10]. In this
paper we propose two new methods where we exploit the sequential version (2.1)
of Kaczmarz with a fixed relaxation parameter. We believe the techniques may be
generalized to the mentioned Kaczmarz schemes, but this is outside the scope of this
work. In contrast, we will see in Section 5.4 that it is not obvious to combine the
proposed methods with a randomized Kaczmarz scheme.

From (2.2), Kaczmarz’s method can be seen as an attempt to solve the system

(2.3) ATL Az = ATL b,

which is always consistent, whether or not (1.1) is. Indeed, supposing x1 approaches
x in the limit of large k, we end up with ATLfl(b — Ax) = 0, which is equivalent
to (2.3). We have not come across of the following two lemmas in the literature.

LEMMA 2.1. The nullspaces of ATL™' A and its transpose are identical, and equal
to the nullspace of A.

Proof. While it is straightforward that N(A) € N(ATL™'A), it is also true
that N'(A) D N (AT L' A) by the following argument. In view of (2.2), L 4+ L” is
symmetric positive definite (SPD) for w € (0,2), and therefore so is the congruence
transform L™ (L + LY)L™" = L™' + L™7; it follows from Sylvester’s law of inertia
that all eigenvalues remain positive under such transformations. Let & # 0 be such
that ATL™' Ax = 0. Left-multiplication by 7 and using the fact that the symmetric
part of L™! is SPD shows that Az = 0. The statement for the transpose follows from
an identical reasoning with L taking the role of L. d

LEMMA 2.2. If (1.1) is consistent, (2.3) is equivalent to (1.1).

Proof. It is obvious that (1.1) implies (2.3), the opposite follows the fact that
there exists some y such that Ay = b. From (2.3) we find A"L™*A(x — y) = 0.
Applying Lemma 2.1 shows that Az = Ay = b. d

Let V be the row space of A, which is the orthogonal complement of the nullspace
of A. Lemma 2.1 asserts that V1 is also the nullspace ATL™'A, so that V is the
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row space, while any linear operator is nonsingular when the kernel is removed. The
restriction is related to the pseudoinverse in the following way

(ATL7'A) = (A"L'Ay) 1Py,

where P, denotes the orthogonal projection onto V. The pseudoinverse is defined for
any vector, while the domain of the restriction is only V. We will use the restriction
for clarity and preciseness. Kaczmarz’s method is a row-action scheme: all iterates
as well their limit are constructed as a linear combination of the rows of A, i.e., they
are in V. This means that Kaczmarz’s method provides the minimum-norm solution
subject to the constraint that (2.3) holds. This solution can be expressed in terms of
the inverse of the restricted operator:

(2.4) x:=(ATL7'A|y)TATL .

Since IT := A(AT L™ A},)"' AT L™" is an oblique projection onto the span of A, we
observe that Ax = IIb, the image of b under this oblique projection. In the case of a
consistent system (1.1), b is in the span of A and IIb = b, reaffirming Lemma 2.2 from
a different viewpoint. We note that x can also be seen as the orthogonal projection
onto the row space of A of an arbitrary y satisfying Ay = I1b.

Using (2.2) we can interpret Kaczmarz’s method as a fixed-point method, since
we have

(2.5) Zpi1 = Gy, + ATL™ b, G:=I-ATL'A,

where I is the identity matrix. Note that the iteration matrix G is independent of
the row scaling of A; if we premultiply A by any diagonal matrix, G is unaltered.
Moreover, we point out that G is the identity on V*, the nullspace of A. For any
initial guess xp € V, we can without loss of generality restrict G to V. In particular,
our initial guess is always &y = 0, so that we can always restrict G to V with impunity.
We emphasize that G depends on the relaxation parameter w via L; cf. (2.2). Using
(2.3), we find

(2.6) Thi1 —:c:ka—:c—l—ATLflAcc:G(wk—:c),

where x is given by (2.4). For fixed-point methods, we need the following well-
established result, which we adapt from [22, Thm. 4.1].

LEMMA 2.3. Kaczmarz’s method with g € V (so particularly for our choice g =
0) converges to (2.4) if and only if the spectral radius of the restricted iteration matriz
is strictly smaller than 1, i.e., p(Gly) < 1.

Of course, the convergence of Kaczmarz’s method has been studied since its in-
troduction; we recall the following well-known result from [8].

LEMMA 2.4. Kaczmarz’s method is convergent for linear system (1.1) for any

€ (0,2). If b lies in the span of A, then the method converges to a solution of (1.1).

If in addition xoy € V, then the Kaczmarz converges to the minimal norm solution to
(1.1).

The two lemmas combined show that Kaczmarz’s method always converges to a
solution of (2.3), and if g € V, then it provides the minimum-norm solution. From
Lemma 2.2, we see that if (1.1) is consistent, (2.3) is equivalent to (1.1) and Kaczmarz
provides a solution to (1.1).
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Additionally, the two lemmas also combine to inform us on the eigenvalues of G.
The following result, which follows from the fact that Kaczmarz’s method converges,
is in the line of [26], but stated in terms of the restricted operator G.

THEOREM 2.5. The restricted iteration matriz of Kaczmarz’s method G|y = (I —
ATL7 T A)|y satisfies p(Gly) < 1 for any 0 < w < 2 and any A.

Aside from any consistency of (1.1), we also have to deal with noise, which is
a slightly more subtle concept. Noise in the right-hand side b will generally have
components both inside and outside of the span of A. The reconstruction & may be
greatly affected by the noise, but, of course, only by the noise component in the span
of A. We now introduce several concepts to analyze this situation. Denote the noise-
free image by x,¢, and define b* := Ax,¢. If we would execute the Kaczmarz process
until convergence using b* as right-hand side, we would obtain a solution z* satisfying
x* = (ATL7'Aly)'ATL™'b*. We refer to «* as the noise-free solution. As b* is
in the span of A, we conclude from Lemma 2.2 that Az* = b*, and that x* is the
orthogonal projection of @, onto the row space of A. Given a measured data vector b,
the noise vector is defined by 6b := b—b*. In our numerical experiments in Section 5,
we simulate db as a Gauflian random vector with zero mean and standard deviation o.
Unlike the stopping rules we review in Section 2.3, which require normally distributed
noise to work, the methods we propose do not need any assumptions on the statistical
nature of the noise.

We also make a corresponding splitting in the reconstruction iterates by introduc-
ing Zj, as the iterates of Kaczmarz’s method with right-hand side b*. The iteration
error is then defined as Zy —x*, while the noise error is defined as @y — Zx. Obviously,
the error with respect to the noise-free solution is the sum of the iteration error and
the noise error, i.e.,

(2.7) eL =T, — T =T — T+ Tp—x*

noise error iteration error

As we will see in Section 3.2.2, the iteration error diminishes while the noise error
grows as the iteration progresses.

2.2. Up-sweep Kaczmarz. The up-sweep version of Kaczmarz’s method re-
lates in an appealing way to the down-sweep method. The following result is implicit
in Elfving and Nikazad [8]; we merely provide an explicit demonstration.

PROPOSITION 2.6. The up-sweep iteration matriz G is related to the down-sweep
iteration matriz G (2.2) by transposition, i.e.,

(2.8) G=G".

Proof. Let J denote the reverse identity, i.e., the permutation matrix that reverses
the ordering. We investigate what happens when we apply the cyclical down-sweep
Kaczmarz’s method to the system JAx = Jb. Note first that J? = J = J !, so
that JAATJT = JAAT J, where pre- and post-multiplying A by J results in the
flipping over of both the columns and the rows respectively. From this, we see that

(a) D = diag(JAATJ) = J diag(AA") J,

since flipping over both columns and rows of a diagonal matrix yields a diagonal
matrix with the entries reversed. Here, D is the up-sweep analogue of D. Next,



6 VAN LITH, HANSEN, AND HOCHSTENBACH

it may be checked that the strictly lower triangular part of some matrix JMJ is
the strictly upper triangular part of M, flipped over both columns and rows. Hence,
the relation is exactly slt(JMJ) = Jsut(M) J, where sut takes the strictly upper
triangular part. Applying this to the symmetric matrix AAT, we obtain

(b) sit(JAATT) = Jsut(AAT)J = Jslt(AAT)TT.
Putting (a) and (b) together, we find that
L=J(st(AA")" + 1D)J =JL"J,

where L , is the up-sweep analogue of L. Thus, when we inspect the up-sweep iteration
matrix G, we find

G:=I-JAT(JLTI)(JA) =I-ATL"A

We identify this last matrix as G*, which completes the proof. a

KEY POINT 1. The iteration matriz of the up-sweep Kaczmarz method is the
transpose of the down-sweep iteration matriz. Consequently, they have the same eigen-
values.

2.3. Statistical stopping rules. To use the semi-convergence of Kaczmarz’s
method for noisy data we need a stopping rule for terminating the iterations near
the point of semi-convergence. Ideally we prefer a stopping rule based on an estimate
of the reconstruction error ||z — @*||. Several such rules have been proposed for
regularization methods that can be implicitly expressed as a filtered SVD expansion
[13, Sec. 7.3]; they do not apply to Kaczmarz’s method, as Kaczmarz cannot be
represented in this way. The stopping rule presented in this work does not have this
limitation.

Instead of estimating the reconstruction error, several statistical stopping rules
based on the prediction error have been proposed. These rules, which indeed apply
to Kaczmarz’s method, seek to minimize the norm of the prediction error for the kth
iteration, defined as

(2.9) p.=b"—Ax .

However, since this is unavailable, the methods work instead with the norm of the
residual vector b — A x,. One way to do so involves the trace of the influence matriz
AAk#, where o) = Ak#b and Ak# is the action of Kaczmarz’s method. The trace of
this matrix features in many stopping rules. For iterative regularization methods the
trace is often estimated by means of a Monte Carlo approach as proposed in [9] and
[23]. This is done using a normally distributed random vector &, which is used as an
initial guess for Kaczmarz’s method applied to the system A& = 0. The inner product
of &, with the iterate &, provides the trace estimate. Employing the quadratic form
identity [21, Thm. 5.2a], it can be shown that

(2.10) E(£]¢:) =m — tr(AA]).

A Monte Carlo method typically draws many samples to estimate a quantity. How-
ever, each sample would require another instance of Kaczmarz’s method, quickly
becoming very expensive. In practice often only a single sample is drawn.
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We can now summarize the three statistical stopping rules that we compare with
in this work. In the unbiased predictive risk estimation (UPRE) method we find the
k that minimizes the expected prediction estimation error norm E(||p||?). This is
done by minimizing the quantity

(2.11) |b— Axy|? + 202 tr(AAT) — 0% m .

The generalized cross validation (GCV) method also seeks to minimize the expected
prediction error, and it does so without the need for the noise’s standard deviation o.
Here we find the k£ that minimizes

16— Az
(m — tr(AAk#))2

(2.12)

The compensated discrepancy principle (CDP) was defined by Turchin [27] for Tikho-
nov regularization. The underlying idea is to determine the largest iteration number
for which we cannot reject x; — computed from the noisy data — as a possible solution
to the noise-free system, cf. [27, p. 93]. Here we stop at the first iteration k for which

(2.13) b — Az < 0? (m — tr(AA})) .

A derivation of UPRE is given in [29, Sec. 7.1] while summaries of GCV and CDP
can be found in [13, Secs. 7.2 and 7.4]. The methods we reviewed here require the
assumption that 0b is white Gauflian noise, while the methods we propose do not
require any assumptions on the statistical nature of the noise.

3. The Error Gauge and the Twin Method. Given two numerical methods
designed to solve the same problem, a general approach to error estimation is to take
the difference of the two numerical solutions x; and ;. One way to reason about
this is by adding and subtracting the noise-free solution x*.

lzr — @k ||* = |2 — ¥ + 2 — 2|
(3.1) = |lex — el

= llerll? + lI€x]l* — 2 cos(er) llexll 1€k,

where ey and €y are their respective errors, and ¢y is the angle between the two errors
er and ex. We will exploit the expression involving the cosine in Section 3.2.2.

3.1. Analysis of an error gauge: the noise-free consistent case. Here,
we propose to employ (3.1) as an error gauge, which estimates the accuracy of the
iterates. When the approximations are different, but converge to the same solution
at the same rate, the difference between them will vanish at the same rate. Therefore
this gives us a simple error gauge.

To obtain two different iterates x; and x; of Kaczmarz’s method to be used in
(3.1), we use down-sweeps and up-sweeps, respectively.

KEY POINT 2. For Kaczmarz’s method, the iteration matriz G is generally not
symmetric, even for symmetric A.

Before stating the results, we recall that the condition number of a simple eigen-
value A is given by

(3.2) R(N) =[50,
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where v and v are the normalized left and right eigenvectors, respectively [25, Chap. 1,
Sec. 3.2], and - denotes the conjugate transpose. A simple eigenvalue \ is called
normal if kK(A\) = 1, which is the case if and only if v and ¥ coincide. In the following
proposition we make two assumptions. First, we assume that G is diagonalizable,
which means that it has an eigenvalue decomposition; second, that A; is a simple
and nonnormal eigenvalue. Note that these two assumptions are generic properties,
holding almost always. *.

We now present two propositions. For the first, we assume that the eigenvalues
of G can be labeled according to their modulus as

(3.3) An| <o < Ao < M| < 1

This implies that Ay is real. This assumption holds for many of the experiments that
we carry out in Section 5.

PRrROPOSITION 3.1. Suppose the iteration matric G € R™ ™ has an eigendecom-
position and the largest eigenvalue in modulus Ay is isolated, with |Ai| > |\;| for all
1 > 1. We furthermore assume that A1 is simple and nonnormal and we denote its
right and left eigenvector by v and vy, respectively. Suppose that eq, the initial error
for the down-sweep iterates, has a nonzero component vy, in the direction of vy, and
that the same holds for 41, the component of €y in the direction of V1.

Then, for consistent systems, the error gauge ||@y — T|| is asymptotically propor-
tional to the true error norms |leg| and ||, i.e.,

—F -~ Ao |F
lze =24l _ Imor=5wull o ([ 227
llexl 71l M
. e = @l _ 1oy =518 Ao |t
wk: L _ ’71’01:711)1 o) A2
l[exl 7l M
for large k. Moreover, the right-hand sides are nonzero.
Proof. The system is consistent, so that (2.6) holds, i.e.,
€L = Gek and Ek+1 = GTEk.

The eigendecomposition allows us to write

n n k
by
e = )\’f Y1 v1+ Z)\f ViV = )\]f (711’1 + Z (/\—i) %‘Uj)
j=2

Jj=2

The error of the up-sweeps admits an analogous expression. From the assumption
that A is isolated, it follows that

lexll = Ml (1] + O(|22]").

LA necessary condition for matrices to be nondiagonalizable is to have zero discriminant, defined
by dis(G) = [[;; (A — A;)2 [15, 2.4.P21]. The set of matrices with dis(G) = 0 constitutes a
set of zero measure in the n?-dimensional space, meaning that the first assumption indeed is a
generic property. For the second assumption, given G with its eigenpair (A, v) consider the Schur
Aoyt
0 M
M e C(n=Dx(n=1) "and y € C*~!. Then A; is a normal eigenvalue (so with & = v) if and only
if y = 0. This means that the property of being a simple and nonnormal eigenvalue is a generic
property, since the constraint y = 0 also results in a set of zero measure.

decomposition }, corresponding to any basis [v V' | ], where V| € crx(n=1) Viv=0,



llexl| (7101 + 71 04| A
Proof. This follows easily from the fact that the asymptotically dominant term
. <~k . .. . ~
of ey is A¥vyjv; + \] 7,97, with a similar expression for €. O
Key POINT 3. The error gauge ||z — xi|| depends crucially on the fact that G
18 not symmetric.
Put in colloquial terms, Propositions 3.1 and 3.2 assert that the error gauge
e — k|| is a good estimate of the iteration error of a consistent system. The
intuitive argument is simple: both methods converge to the same solution at the

same rate, but along different paths, so that the difference vanishes at the same rate
as the errors.

3.2. Analysis of the noisy case. Having established the error gauge ||z — T ||
we now turn to an analysis of the behavior of Kaczmarz’s method for noisy data.
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3.2.1. Semi-convergence. Kaczmarz’s method applied to noisy CT problems
exhibits semi-convergence: the error first decreases and the iterates approach the
noise-free solution, after which the noise component starts to dominate and the it-
erates move away from the noise-free solution. The minimal error is known as the
semi-convergence point. The semi-convergence behavior is sketched in Figure 1. The
nature of the first part of this subsection may be considered folklore of Kaczmarz type
methods; we try to present a thorough analysis here.

Recall that the data vector is split according to b = b* + §b with a noise-free
consistent part b* and a noise part 6b. We also recall that analogously the error is
split into an iteration error £, — x* and a noise error x, — I), where I are the
iterates of the noise-free consistent system using b* as the right-hand side. When
we use an empirical data vector b instead of a noise-free consistent data vector b* in
Kaczmarz’s down-sweep method, we obtain from (2.5)

=T +G+--+G" 1) ATL™(b* + ob),
Since AT L™ (b* 4 0b) € V, we can restrict the geometric sum to V and get
(3.5) x, = (I — G"ATL'Al,) P ATL™'(b* + 6b).

We now employ the identity b* = Ax* and use the fact that x* is in the row space
of A, yielding

(3.6) xp = (I -G a* + (I - G")(ATL ' Aly)"t ATL ™ ob.
We thus arrive at an exact expression for the error
(3.7) x), — " = -Gz + (I - G*)(ATL'A|y) AT L™ '6b.

Hence, the splitting in the empirical data vector leads to the splitting of the iteration
error and the noise error, i.e.,

(3.8a) z, — " = -G'x*,

(3.8b) L — ik (I — Gk)f,

where we have defined (cf. (2.4))
(3.9) f=(ATL'Al,)tATL 6.

This is the limiting vector of the noise error iterates for k — oo, and it therefore may
be called the “inverted noise.” The expression (3.9) should be compared with (2.4); it
represents exactly the part that one would like to suppress in a regularized solution.

We will now show that not only p(G|y) < 1, but also the stronger result that
IG|v]] < 1. (It is stronger since any consistent norm is an upper bound for the
spectral radius.) As for Theorem 2.5, we derive this property from a known fact of
Kaczmarz type methods.

LEMMA 3.3. The iteration matriz G satisfies |G|y < 1.
Proof. Both G and its transpose maps V onto itself. The two-norm of G|y is

given by 1/p(GT G|y), but GT G is the iteration matrix of the method known as the

symmetric Kaczmarz method from Elfving and Nikazad [8, Prop. 11]. This method
is convergent and applying Lemma 2.3 concludes the proof. a



A TWIN ERROR GAUGE FOR KACZMARZ’S ITERATIONS 11

Kaczmarz’s method is convergent, and Lemma 3.3 shows that it is even monoton-
ically convergent, as ||ext+1] = ||Gerl] < |Gyl |lek]] < |lex||. This also implies that
the noise error forms a monotonic sequence with respect to its limiting vector f.

PROPOSITION 3.4. The noise error satisfies
(3.10) Lh+1 — ﬁ/ﬁ_l - f =G (.’I:k - ik - f),

with f from (3.9). Moreover, || @kt+1—Zr+1—f|| constitutes a monotonically decreasing
sequence, so that

k—o0

Proof. From (2.5), the noise error is given by
Tpr1 — Tpr1 =G (zr — ik) + ATL 160,
Since G =TI — ATL7' A, we can write

Tit1 — L1 =G (2 — ) + (I — G) f,

which resolves into (3.10). After taking norms, applying Lemma 3.3 completes the
proof. d

The following proposition is, to the best of our knowledge, new. It shows that the
noise error must increase, which is a fundamental insight into the semi-convergence
behavior of Kaczmarz’s method.

PROPOSITION 3.5. The norm of the noise error is bounded from below by
(3.12) &, — 25| > (1= (IGIVI")II I,

where f is defined in (3.9). Moreover, if ATL76b # 0, then the lower bound forms

a monotonically increasing sequence.

Proof. We take the norm and apply the reverse triangle inequality
= k
k. — 2] = [[IFI] = 1G* £1I]-

We can now use the fact that |G* f|| < ||G|v||*||f||, with Lemma 3.3 asserting that
IG|v|| < 1, to find (3.12). Finally, the right-hand side of (3.12) is a monotonically
increasing sequence if f # 0, which is equivalent to AT L~16b # 0. 0

Propositions 3.4 and 3.5 show roughly where semi-convergence comes from: the
iteration error decreases while the noise error increases. When that happens in just
the right way, the error goes through a minimum. In the following, we employ a more
phenomenological approach.

3.2.2. The error gauge and semi-convergence. We can use (3.5) to define
pseudo-iterates for any real number 7 > 0, using the spectral decomposition (or
Jordan normal form) to define G”. Let f be the error of the pseudo-up-sweeps and
g be the error of the pseudo-down-sweeps, then the errors of the iterates are discrete
samples of the continuous functions f and g, i.e.,

(3.13) f(k) = llexll, g(k) = [lexll
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The discrete error behavior of Kaczmarz’s method is typically very benign, with the
error being convex up to an inflection point, after which it is concave and reaches its
asymptote from below. We assume that f and g exhibit these features in a continuous
way.

ASSUMPTION 3.6. We assume that f and g behave in the following way. There
exists a T > 0, such that f : [0,T] = R and g : [0,T] — R satisfy:
1. f> fuin >0 and g > gmin > 0.
2. f">¢>0and g’ >c>0.
3. Both f and g attain their global minima in (0,T).

The minimizers of f and g give us directly the minimizers of ||eg| and ||| by
rounding to the nearest integer.

The following is a well-known result from convex analysis (see, e.g., [5, Sec. 3.2.1])
We provide the proof, which is elementary, for completeness.

LEMMA 3.7. Let ¢ : [a,b] = R and ¥ : [a,b] — R be strictly conver with unique
minimizers in (a,b). Let ® be a nonnegative, nonzero weighted sum of ¢ and 1, i.e.,
D = a¢p + Y, with a >0, B > 0 while a4+ > 0. Then, ® has a unique minimum
which lies in between the minimizers of ¢ and .

Proof. Let us say the minimum of ¢ occurs at t4 and the minimum of ¢ occurs
at ty. Assume without loss of generality that ¢4 < ty. Then, for t < t4 we have
¢'(t) < 0 and ¢'(t) < 0, so that ®'(¢t) < 0. Likewise, for ¢ > t,, we have ¢/(t) > 0
and ¥'(t) > 0 so that ¢'(¢t) > 0. Hence, ® must have at least one minimum in [t4, ty]
by the intermediate value theorem. However, ® is also strictly convex so that this
minimum is unique. ad

We now employ some general results from perturbation analysis of optimization
problems to show that the minimizer of the error gauge will be close to the minimizers
of the two continuous errors f and g. The proof of the following result, which provides
an upper bound, largely follows the line that of [4, Prop. 4.32].

PROPOSITION 3.8. Let S : [a,b] — R be a strongly convex function with convexity
modulus ¢ and a perturbation p : [a,b] — R be continuously differentiable. Let t* be
the minimizer of S and t be the global minimizer of h = S+p. Then, p(t*) —p(t) >0
and

(3.14) i —t*| < M.

Proof. Let us consider the difference in S between # and t*, i.e.,

S(t) = S(t*) = h(t) — h(t*) — p(t) + p(t").

Note that this is a positive quantity since ¢* is the minimizer of S. However, since
is assumed to be the global minimizer of h, we have h(t) < h(t*), so that

S(#) = S(t*) < p(t*) — p(?),

which also shows that p(t*) — p(f) > 0. Since S is strongly convex, we have S(f) —
S(t*) > c(t — t*)?, so that

et —t")* < p(t*) — p(?).
This leads to (3.14). O
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We apply Proposition 3.8 to our problem by using the functions S = f2 + ¢?
and p = —2fgcos(p), where ¢ is the continuous angle between the errors, see (3.1).
It is easy to verify that S is strongly convex if both f and g are. The proposition
guarantees us that the shift in the location of the minimum will be bounded, but
we can also argue that it must be relatively small. To see this, consider that the
perturbation p will be smallest around the minima of f and g. Moreover, Lemma 3.7
tells us that the minimizer of S = f2 + g2 is between those of f and g. Therefore, the
minimizer of the error gauge will be close to the minimizers of both true errors. We
will demonstrate this in Section 5, see Figure 3.

3.3. The Twin Algorithm. We now propose a new method that utilizes the
error gauge as a stopping rule. We use here the shorthand K¥(zx) for a Kaczmarz
down-sweep starting with & and fixed parameter 0 < w < 2. Likewise, KT(Z) denotes
the twin Kaczmarz up-sweep. A possible implementation of the Twin Method in
pseudocode is presented in Algorithm 1.

Algorithm 3.1 Twin Algorithm
Require: A, b, 0 < w < 2, maxits
Output: A regularized solution to (1.1).
0, £+ 0
: for k=1,..., maxits do
x «— K4(x)
z <« K'(2)
if ||z — z|| is at a minimum then break, end if
end for
return 1 (z + ).

N2 TN

The algorithm requires some maximum number of iterations maxits, which is
simply a convenience. The output of the Twin Algorithm is defined as the average of
the stopped down- and up-sweeps. This is because we do not have any preference for
one over the other (this step can be skipped if multiple reconstructions are desirable).

As with the statistical stopping rules, we have a sequence of positive real values
whose minimum indicates where we should stop. Any strategy or method that is used
to find the minimum for the statistical stopping rules can therefore be used for the
error gauge. Typically, the functions occurring from the statistical stopping rules will
not be smooth, and neither will the error gauge. As such, we opt to find the minimum
by introducing a user-specified slack s, i.e., a number of iterations to keep running
after a (local) minimum has been found to accommodate any oscillations. The best
approximation so far is stored.

As an example, suppose that Kaczmarz is running and we come upon iteration ¢
and the slack is (re)initialized, and furthermore suppose that eq1 > eq, but €42 < €4.
In this case, the slack would reinitialize at ¢ + 2. We observe: a slack of size s ignores
oscillations of size s — 1. Continuing the example, suppose that the smallest value
of the error gauge has occurred at iteration p, then the algorithm will keep running
at least until iteration p +s. If e, < e; for j =p+1,...,p+ s, then the algorithm
terminates at iteration p 4 s and returns %(:Bp + x,) as the reconstruction. Hence,
we see that if s is sufficiently large, the algorithm is guaranteed to find the global
minimum of the error gauge.

We use s = 7, which is long enough for most oscillations we encountered in our
test problems, but not so long that it wastes a lot of computational resources.
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4. The Mutual-Step Method. Up till now we employed our error gauge to
select the best iteration while leaving the iterative method unaltered. Alternatively,
we can adopt the error gauge to modify the method in such a way that it precludes
the necessity of a stopping rule altogether. Specifically, we will exploit the error gauge
to determine step lengths that eventually diminish, causing the method to converge
to a good approximation of the noise-free solution.

4.1. Motivation for a new method. Let us define s, and s}, as the search di-
rections in the down-sweep and up-sweep versions of Kaczmarz’s method, respectively;
that is, they formally satisfy

S = ATL_I(b — Acck) y

(4.1) - o -
Sk:AL (b—A.’Bk)

Recall that this definition includes the relaxation parameter w € (0, 2) via the matrix
L. Tteration k+1 of the down-sweep method is then given by xr + sx. A simple
modification to the method allows for an iteration-dependent step size g, so that
Ty + g Sy is the next iteration. Similarly, we define &y + B; Sk as the next up-sweep
iterate. Ideally, one wishes to plug these expressions into the exact error to find the
optimal step sizes. However, the exact error is not available, so we use the error
gauge instead. Hence, we aim to compute the step length parameters that solve the
minimization problem

(4.2) {ag, B} = argrgiél ek 4+ asp — @ — B 3|7,

which minimizes the error gauge of iteration k+ 1. We can find the minimum of (4.2)
by setting the derivatives with respect to « and ( to zero, yielding

Iskll>  —si3k | [ an —si (Tx — Tk)
(4.3) T 112 [ ] - 5T ~ '

—si8k |3kl Br 8y, (z — Tk)
We solve this linear system for o and Sy to obtain the step sizes. It is important to
note that this system is nonsingular when the vectors s; and sy are linearly indepen-
dent. In this case, the 2 X 2 coefficient matrix in (4.3) is symmetric positive definite.
Of course, since the two search directions come from up-sweeps and down-sweeps,
they will generally be linearly independent. If the search directions do happen to be
dependent, we set ai = 0 and only solve for fy.

Because we are minimizing the distance between the up- and down-sweep iter-
ates at every iteration by choosing suitable step sizes, the distance cannot increase.
Therefore the error gauge, which is this distance, will form a monotonically decreasing
sequence. This immediately leads to the following result.

PROPOSITION 4.1. Suppose that s, and Sy are linearly independent for all k.
By using the step sizes from (4.3), the error gauge ||, — Tk|| converges to a local
minimum.

Proof. The error gauge is a monotonically decreasing sequence, while it is trivially
bounded from below, i.e., ||xx — k|| > 0. O

COROLLARY 4.2. If s; and 8 are linearly independent for all k, the step sizes
ay and By converge to zero. Moreover, the asymptotic search directions s and s are
related to the limiting approzimations  and T by

(4.4) sT@w—2)=0, 3 (xz—2)=0.
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Proof. By assumption, s and Sy, are linearly independent, so that there is no lin-
ear combination resulting in the zero vector other than ay = S = 0. Proposition 4.1
asserts that the error gauge converges. Therefore, the step sizes must vanish as well,
otherwise the error gauge would change. Second, since the system (4.3) is symmetric
positive definite, again by the assumption that s; and s are linearly independent,
the zero solution can only occur when the right-hand side vanishes. d

Corollary 4.2 provides us the possibility to design a stopping criteria. According
o (4.4), we can stop when
|35 (@), — )|
I8kl - [lox — 2kl —

T~
sk @k — 20l g
l[skll -l — @kl

(4.5)

which is to say that the angles with the error gauge and the search directions are close
enough to orthogonal.

An additional stopping criterion also follows from Proposition 4.2; a naive ap-
proach might be to stop simply when || + | 8] falls below a specified threshold. This
is guaranteed to happen since the method is convergent. It is worth pausing here to
appreciate this remarkable result. The semi-convergence property has been completely
circumvented, and yet, the Mutual-Step Method will converge to an approximation
of the semi-convergence point.

KEY POINT 4. The Mutual-Step Method is convergent.

The naive stopping criterion |«| + |8] < e2 can be somewhat hard to interpret,
as we have no control over the norm of the search directions sy and S;. Hence, we
suggest an equivalent stopping criterion that has an easy interpretation as the relative
change in the reconstructions. We propose to stop when

|z H HN || -
‘:ﬂillll = W, which is indeed the relative change in the down-sweep

reconstruction. Hence, when the sum of the relative changes falls below the threshold
€o, we stop. This is guaranteed to happen by Corollary 4.2. To summarize: we test
for both criteria (4.5) and (4.6), if either triggers, we stop.

The threshold values €1 and €2 can be chosen as large as the minimum relative
error that can be achieved. This will largely come down to experience and educated
guesses. However, since the method is convergent, it is always possible to use the final
up- and down-sweeps as input. With the Mutual-Step Method, it is possible to run a
certain number of iterations and inspect the reconstructions. If it is suspected that a
better reconstruction is possible, the up- and down-sweeps can be reinserted as input.
In the worst case, the images are unaltered. This is a distinct practical advantage
that the Twin Algorithm, or any statistical stopping rule for that matter, does not
have.

(4.6) ol

Clearly, |ou| ||‘

4.2. The algorithm. We present here a possible implementation of the Mutual-
Step Method in pseudocode, see Algorithm 4.1. Similar to the Twin Algorithm, the
Mutual-Step Algorithm also computes two reconstructions. Since we have no bias
towards one or the other, we again define the final reconstruction as the average of
the two. Again, this step is not crucial for the algorithm, and it can be skipped if
desired.

The Mutual-Step Algorithm requires two different starting vectors; if we start
with the same vector, the initial error gauge would be zero, causing the step sizes to
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Algorithm 4.1 Mutual-Step Algorithm
Require: A, b, 0 < w < 2, maxits, tolerances 1 and e5
Output: A regularized solution to (1.1)

1. Ty < ICi(O), %0 — K:T(O)

2: T < X9, T %0

3: for kK =1,..., maxits do

4: s ICi(:c)

5: 5+ ’CT(:B)

6: Solve (4.3) to determme a and S.

7 condl = {7”3” B < o and (e <)
9: if condl or cond2 then break, end if

10: T4 T+ as

11: T+ xT+ P38

12: end for

13: return i(x + ).

TABLE 1
Work load of the various methods for a 2D problem; for a 8D problem replace v/n with ¥/mn. A
work unit is defined as the work in a single Kaczmarz sweep.

Method Operations Work units
Standard Kaczmarz dm~/n 1
Idem + trace-estimate stopping rules | 10m+/n + 2n + 3m % + %‘/ﬁﬁ + %\/Lﬁ
. 3v/n
Twin Method 8my/n + 3n 24 52
11 v/n
Mutual-Step Method 8m+/n + 11n 24 5

come out zero. Consequently, the algorithm would exit immediately. Furthermore,
according to [7], the starting vector should lie in the row space of A. Our approach is
simply to use a single down-sweep and up-sweep starting from the zero vector. These
vectors are different and lie in the correct space.

4.3. Computational cost. We now turn to the computational cost of the
Mutual-Step Method. At this point, it is convenient to introduce a work unit: a
certain number of operations so that we can easily compare the cost of the various
methods. The most convenient work unit in our context is a single Kaczmarz sweep.
For X-ray tomography problems, the average number of nonzero elements in a row of
A is /n for a 2D problem and /n for a 3D problem. Carefully going through the
operations in (2.1) reveals that there are 4m+/n or 4m+/n operations in a sweep. We
omit operations that scale as constants as they will be negligible. Note that the cost
of one matrix-vector multiplication is half a work unit.

For each method, we examine the total cost and express it in terms of work units
in Table 1. The Twin Method requires two Kaczmarz sweeps together with determi-
nation of the difference between the two iterates. The Mutual-Step Method requires
two Kaczmarz sweeps and the solution of the system (4.3). All the stopping rules (see
Section 5 for details) require a trace estimate which means that, per iteration, the ad-
ditional amount of work is one Kaczmarz sweep, the determination of the residual and



A TWIN ERROR GAUGE FOR KACZMARZ’S ITERATIONS 17

its norm, and an inner product. There are a small number of additional operations
which we ignore here.

Naturally, as m and n grow, the cost of each method becomes dominated by the
cost of the Kaczmarz sweeps and the determination of the residual, if needed. The cost
of inner products are evidently negligible in the larger scheme of things. Our proposed
methods do not require the residual, so that their asymptotic cost is 2 work units per
iteration. The stopping rules have an asymptotic cost of g work units per iteration.
Our methods are therefore slightly cheaper for large systems. As an example, for a
small 128 x 128 image we have a system size of n = 1282 = 16384 and m ~ 1.2n. We
should remark that this choice of m is entirely arbitrary. In practice, a whole range of
m is used, from vastly underdetermined systems to extremely overdetermined. This
amounts to a cost of about 2.005 work units per iteration for the Twin Method and
2.02 work units per iteration for the Mutual-Step Method.

In terms of storage, the Twin Algorithm as we use it costs the same as the
statistical stopping rules, while the Mutual-Step Algorithm is more expensive. The
statistical stopping rules require three vectors of length n to be stored: the actual
image, the initial random Gauflian noise vector and the Kaczmarz iterate that uses
the random noise vector as its initial guess. The Mutual-Step Algorithm requires
the search vectors and image vectors to be stored, which means it requires four R™-
vectors of storage. The Twin Algorithm with slack period requires storing the best
reconstruction so far, together with two image vectors, resulting in 3 R"-vectors —
exactly the same as the statistical stopping rules. However, we must point out that it
is possible in the Twin Algorithm to employ other methods of detecting the minimum
in the error gauge. The method presented here was chosen for performance reasons; it
is guaranteed to find the global minimum provided the slack is sufficiently large. It is
possible to use local estimators to find the minimum, which would bring the memory
requirements down to only two vectors of length n.

5. Numerical experiments. To conduct our numerical experiments, we use
the AIR Toors II package for MATLAB which contains various codes for the
creation and solution of tomographic problems [14]. The package also contains a
function phantomgallery that creates various phantoms with different features. We
use the parallel beam set-up with 128 x 128 pixels per phantom, projection angles
0°,1.5°,3°,...,178.5° and round(v/2 - 128) = 181 rays per projection. Furthermore,
as a tolerance for the Mutual-Step Algorithm we use toll = tol2 = 1074,

KeYy POINT 5. We will use xy = 0 throughout this work, unless mentioned other-
wise. This choice simplifies the expressions somewhat, but more importantly it serves
as a good initial guess for noisy inverse problems.

To simulate noise, we add white GauBian noise 6b ~ A'(0, 021 ,,) scaled such that
we can specify the expected relative noise level to be 7, i.e.,

o E(I95]?) _ mo?
[ (o

(5.1)

To demonstrate the effect of noise on the reconstruction, Figure 2 shows error
histories of the relative error ||xy — x*|| /||x*|| for various noise levels. Our phantom
of choice is the grains phantom, which simulates the polycrystalline structure found
in many metals, rocks, and bones. We used the standard Kaczmarz (down-sweep)
method with w = 1. We see that as 7 increases the whole curve moves up and the
minimum becomes less flat.
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F1G. 2. Error histories for Kaczmarz’s method with w = 1 and different relative noise levels n.
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Fic. 3. Comparing the proposed Twin Algorithm with its built-in stopping rule to statistical
ones applied to standard down-sweep Kaczmarz. Both the exact error of the standard Kaczmarz
algorithm and the error gauge are scaled with the norm of the noise-free solution, i.e., we show
g — 1| / 2* | and llax, — @l / [2*], respectively.

For the lowest noise level, n = 1073, any iteration between k = 70 and 100 gives
almost the same relative error. However, for the highest noise level it is more critical
to find the right number of iterations. The general trend is clear: for higher noise
levels the stopping rule needs to be more accurate.

5.1. Casing the competition. As the closest competitors of our proposed al-
gorithms, we consider the standard Kaczmarz algorithm with either of the three sta-
tistical stopping rules from Section 2.3: UPRE, GCV, and CDP. Our experience
is that the performance of these stopping rules for Kaczmarz’s algorithm is gener-
ally quite poor, especially for high noise levels, and to demonstrate this we show a
representative error history for the grains phantom in Figure 3.

It is clear that all three statistical stopping rules overshoot the mark by quite a
margin. GCV and UPRE overshoot by roughly 100 iterations, while CDP did not
stop for maxits = 300. As already mentioned in Section 1, this may not matter very
much for the simultaneous iterative methods where the minimum is very flat. For
Kaczmarz’s algorithm, on the other hand, there is a significant difference. For the
current example, our error gauge stops within two iterations of the minimum and
produces an image that is roughly 60% better compared to the statistical stopping
rules.
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Fia. 4. Varying the relaxzation parameter w. The blue circles indicate the oracle’s choice, i.e.,
the minimum of the error curve, while the crosses indicate the iteration picked out by the error
gauge. The inset shows the first 5 iterations. The threephases phantom was used to test.

As we have emphasised before, the output of the Twin Algorithm is not equal to
any iteration of Kaczmarz’s method. For ease of presentation, we have indicated in
Figure 3 the iteration at which the Twin Algorithm stops. The error of the output
— the average of the up- and down-sweeps — typically has a smaller error and lies
below the exact error curve. The outputs of Kaczmarz equipped with GCV and
UPRE are in fact on the curve, and this would also be the case for CDP be if it had
stopped within maxits iterations. Instead of comparing the proposed algorithms with
statistical stopping rules, we therefore from now on compare with the exact minimum.

We will suppose that we have an oracle’ that can tell you the exact error of a
reconstruction, but importantly, not anything else. Having access to the exact error
allows one to pick the best iteration from the sequence of reconstructions generated
by an iterative method. This is what we will compare our algorithms with.

5.2. Effect of the relaxation parameter. Throughout this work, we have
ignored the choice of a relaxation parameter. However, for many applications this is a
crucial point and it is a fair question to ask whether or not the error gauge works for
relaxation parameters other than w = 1. To demonstrate the affirmative, we present
Figure 4, which is produced using the test problem as previously defined with the
grains phantom and a relative noise level of 8 - 1073,

The figure shows that for a range of values 0 < w < 2, the error gauge picks out
an iteration close to the oracle’s choice, i.e., the iteration with the smallest error. The
error gauge typically produces a good reconstruction, only being a couple of iterations
off in most cases.

An interesting point to note about Figure 4 is that a smaller relaxation parameter
produces a smaller minimal error. This might be somewhat surprising, as asymptotic
convergence theory shows that the optimal relaxation parameter satisfies w > 1: it
is known that Kaczmarz is equivalent to Successive Over-Relaxation applied to the
system AATy = b with & = ATy [3], while it can be shown that w > 1 results

2The oracle is a concept borrowed from computational complexity theory [18]: oracle machines
“are machines that are given access to an “oracle” that can magically solve the decision problem for
some language”. Here, we will take the oracle to magically provide the exact error of a reconstruction.
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in the asymptotically optimal convergence rate for Successive Over-Relaxation [22].
However, we must note that we are optimizing different objectives: in the asymptotic
case we optimize the convergence rate, while in the noisy case we are optimizing the
minimal error at the semi-convergence point. The observed behavior of a smaller
relaxation parameter producing a smaller error is quite consistent for the phantoms
we tested with. Moreover, typically a smaller relaxation parameter also leads to
slower convergence. As a compromise between computation time and performance,
we suggest a relaxation parameter in the range of 0.4 < w < 0.7, which produces good
results for all phantoms in a decent time.

We must also note that the error gauge does not seem to work quite as well for
very small relaxation parameters. However, as we have already pointed out, these
cases are likely to be avoided for reasons of speed. In Figure 4, the error gauge only
has difficulties with w = 0.1.

5.3. Variants of row-by-row Kaczmarz methods. We will also briefly demon-
strate that our error gauge approach also works on some variants of Kaczmarz’s
method. Specifically, the symmetric Kazcmarz method and a special family of block-
sequential Kaczmarz methods.

The symmetric Kaczmarz method consists of performing an up-sweep after a
down-sweep or the other way around. The iteration matrices are given by G* G and
GGT, which therefore share eigenvalues — the squared singular values of G — but not
eigenvectors. Indeed, the eigenvectors of GT G are the right-singular vectors of G,
while for GG' we have the left-singular vectors as eigenvectors. We can therefore
again construct an error gauge by comparing the up-down version with the down-up
version.

Following Elfving and Nikazad, we refer to a collection of rows of A as a block,
and each block is processed by computing the pseudoinverse [8]. From the fact that
Kaczmarz’s method computes a minimum-norm solution to (2.3), it can be seen that
Kaczmarz’s method actually computes the pseudoinverse when the rows of A are
orthogonal and a starting guess @y = 0 is used. Thus, if all blocks consist of sets of
orthogonal rows, each can be treated by using Kaczmarz’s method. The conclusion
is that a block-sequential method with blocks of orthogonal rows is equivalent to a
row-by-row Kaczmarz method. Moreover, when such blocks consist of structurally
orthogonal rows, meaning each term in the inner product vanishes, the result can be
computed in a parallelized way. Sgrensen and Hansen experimentally confirmed that
such block-sequential methods perform very well and can be efficiently implemented
in parallel [24].

The results are plotted in Figure 5. The methods are displayed in terms of
iterations of Kaczmarz’s method; note that one iteration of symmetric Kaczmarz
takes two standard Kaczmarz iterations. The error gauge does not perform quite as
well for the symmetric Kaczmarz method.

The PART (parallel ART) blocking strategy has been first proposed by Gor-
don [10], who uses blocks whose rows correspond to parallel beams, ensuring each
block consists of structurally orthogonal rows. Structural orthogonality between rows
roughly corresponds to rays that do not intersect inside the measurement volume,
hence it is not very difficult to construct other parallelizable versions of Kaczmarz.
To demonstrate that this is indeed fairly easy, we have constructed a variant of PART
that groups rays into fans with their shared intersection point outside the measure-
ment volume. As a consequence, each block consists of structurally orthogonal rows.
We have labeled this “FAN” in Figure 5. All methods were run with a relaxation
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Fic. 5. Error histories for the shepplogan phantom for various Kaczmarz methods that can be
tmplemented as a row-by-row method. All methods use w = 0.4. Crosses indicate the error gauge
stopping point, while circles indicate the minima.

parameter of w = 0.4.

5.4. Randomized Kaczmarz methods. The idea of the error gauge does not
seem to easily combine with randomized methods. We believe this is due to the fact
that the error gauge requires a fixed set of eigenvectors to work. We can arbitrarily
call m updates an iteration and set up the iteration matrix, however, it would clearly
change with every iteration. To test randomized Kaczmarz in conjunction with the
error gauge, we employ a popular randomization: a random shuffle of the rows each
sweep. The popularity stems from the fact that each row is used exactly once in an
iteration, thereby making sure all of the data is used. The shuffle can be generated
by, e.g., the Fisher—Yates algorithm [16, Vol. 2, Sec. 3.4.2, Algo. P]. The iterate xj
is computed using the shuffled ordering, while & is computed using the reversed
shuffled ordering. The results are plotted in Figure 6. A fixed ordering is also shown
in the figure for comparison.

It is interesting to note that many of the peaks occurring in the exact error are
reflected in ||z — Z||2. However, most notably should be the fact that ||z — T2
does not show an increasing trend after the semi-convergence point. By contrast, in
the cyclic case ||xr — k|2 follows the behavior of the exact error rather well. We
must conclude that ||@; — Zg||2 is not an error gauge for randomized methods, and
depends on a fixed ordering. Extending the error gauge to work with randomized
methods is not a simple modification.

Any randomized Kaczmarz method is going to give a distribution of outcomes
for a fixed right-hand side. If we consider the infinite sequence of iterates as the
outcome, any instance of a randomized Kaczmarz method will have a vanishing prob-
ability mass. At the same time, we should only compare events that have a nonzero
probability. We can, for instance, compare randomized methods with cyclic methods
by their average behavior. Alternatively, we can estimate the probability that an
outcome of a randomized method produces a better result than a cyclic method. It
turns out that for the CT problem, at least for our test problem, simply choosing a
good relaxation parameter w makes the cyclic method better than the randomized
method in these senses.
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F1G. 6. Results for the shepplogan phantom. Left: ||@) — @kl||2 and ezxact error for randomly
shuffled Kaczmarz. Right: |@y — @y||2 — the error gauge — and ezact error for cyclic Kaczmarz.
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Fi1G. 7. Average performance of cyclic (red line) and randomized methods (blue line) for w = 0.4.
The shaded regions indicate the range of outcomes. Tests performed using the shepplogan phantom

For randomized Kaczmarz, we have observed the general trend that a smaller re-
laxation parameter leads to a smaller minimal error. Hence, the relaxation parameter
w = 0.4, which is on the lower end of range we suggested in Section 5.2, is also a good
choice for randomized Kaczmarz. In Figure 7, we have performed 3000 runs of our
test problem. For each run, Gauflian noise was generated with a relative noise level
of 8 -1073. The results are therefore both averaged over the noise instances and the
random orderings.

As should be clear from the figure, for this example the cyclic Kaczmarz method
converges faster and provides a smaller error on average. In 1891 out of 3000 cases
the cyclic method produces a lower minimal error, which corresponds to roughly 63%
of the cases. This demonstrates that randomized methods do not always outperform
cyclic Kaczmarz.

It is, of course, possible that different randomized methods do perform better in
some sense; how to choose the row-selection probabilities is a whole topic in and of
itself. But then again, it is also possible to find better row orderings for the cyclic
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methods. Pursuing this quickly leads to a completely different topic that is outside the
scope of the current work: we are concerned here with demonstrating the effectiveness
of our error gauge.

5.5. Haunted house: a selection of phantoms. From now on, we use the
relative noise level = 8 - 1072 in our experiments, as this may be seen as realistic;
it is also the second-largest noise level from Figure 2. We also fix w = 0.7, which is
in the upper end of the range we suggested in Section 5.2. To illustrate the point
of Section 5.1, we plot the results of the various algorithms under consideration for
two phantoms from phantomgallery, namely, the already-mentioned grains phantom
and shepplogan which implements the Shepp-Logan phantom. The corresponding
reconstructions are shown in Figure 8. Both phantoms have pixel values between 0
and 1. When we compute the relative error with respect to each phantom we use the
solutions as produced by the algorithms, with some negative pixels and some pixels
greater than one. The figures, on the other hand, show the reconstructions with the
pixel values limited to the range [0, 1]. For both phantoms the Mutual-Step Algorithm
produces the best reconstruction.

First consider the results for the shepplogan phantom. The Twin Algorithm pro-
duces the best reconstruction: it is the least grainy picture, while the small details can
be clearly distinguished. Both GCV and UPRE produce a very grainy image and the
smallest details are harder to identify. For reference, we have also included a result
using the oracle as a stopping rule. We refer to this algorithm as “Kaczmarz+Oracle”,
which is indicated by KO in the figure.

The results for the grains phantom are slightly more interesting to examine. This
phantom consists of a collection of piecewise constant regions (which are Voronoi
regions belonging to a random collection of points). The relative performance of
the algorithms can be visually evaluated by looking especially at the contrast, e.g.,
between two neighboring regions that have close intensity values. Whether or not
one can distinguish two such regions is a matter of opinion, but generally speaking
it does appear that the Mutual-Step Algorithm produces the best results as well as
the least grainy picture. GCV and UPRE perform particularly badly, it seems, where
neighboring regions are sometimes very hard, if not impossible, to discern.

To demonstrate that the observed behavior is not an oddity or statistical fluke, we
run the reconstructions of the grains phantom 1000 times and keep track of the relative
errors. From this point on, we compare our algorithms only to Kaczmarz+Oracle, as
the statistical stopping rules can never do better.

The results are shown in the histograms in Figure 9. The histograms show several
interesting features. First off, the Mutual-Step Algorithm is overall best, with the
lowest average error and the smallest spread. In fact, the outcomes from this algorithm
has very little or no overlap with the other algorithms. The Twin Algorithm gives a
slightly better average performance than Kaczmarz+Oracle, though their histograms
overlap almost completely. Kaczmarz+Oracle has the largest spread, and is on average
slightly worse than the Twin Algorithm. At first, it may seem odd that the Twin
Algorithm produces a better result on average than the Kaczmarz+Oracle. Yet, we
should recall that the output of the Twin Algorithm is the average of the up-sweeps
and down-sweep iterates, while the Kaczmarz+Oracle algorithm is associated with
the down-sweep iterates only. Evidently the averaging often gives a better result than
a down-sweep or up-sweep algorithm separately.

To provide further support for the quality of our methods, we ran the proposed
algorithms 100 times on each of seven phantoms available from phantomgallery. Ad-
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Fic. 8. Numerical experiments with the shepplogan phantom (top) and the grains (bottom)
phantom from AIR TooLls II. The Twin Algorithm produces the best result for shepplogan, while the
Mutual-Step Algorithm produces minimum error for grains. When displaying the reconstructions the

intensity is limited to [0, 1].
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F1c. 9. Histogram of errors for 1000 instances of the noise, for a fized grains phantom.
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TABLE 2
Average relative errors, work units and score of 100 instances for each of seven phantoms.
TA is the Twin Algorithm, MSA is the Mutual-Step Algorithm and KO is the Kaczmarz+ Oracle
algorithm.

Relative errors Work units Score
Phantom TA MSA KO TA MSA KO TA MSA KO
shepplogan 0.166 0.175 0.169 | 36.6 16.0 20.7 | 74.5 14.0 61.5
smooth 0.194 0.105 0.163 | 28.9 171 174 | 125 99.0 38.5
binary 0.215 0.222 0.209 | 26.5 15.6 23.7 | 54.5 12.0 83.5
threephases 0.147 0.140 0.156 | 35.1 15.8 10.9 | 47.0 88.5 14.5
threephasessmooth | 0.132 0.110 0.142 | 34.0 172 10.4 | 32.0 100 18.0
fourphases 0.190 0.202 0.193 | 38.0 16.2 20.3 | 81.5 7.5 61.0
grains 0.134 0.092 0.149 | 40.1 16.4 15.3 | 41.5 100 8.5
Average 0.168 0.149 0.169 | 34.2 16.3 17.0 | 49.1 60.1 40.8

ditionally, for each run we assign points based on which method produces the best
result. Our point system assigns a score of 1 point to the method with the best recon-
struction, half a point for the second best, and no point for the worst. Hence, a score
of 100 means the algorithm produced the best result each time, while a score of 0
means it produced the worst result each time. This allows us to see roughly how well
the methods behave relative to each other. The final tally is contained in Table 2.

The Mutual-Step Algorithm is probably the best algorithm under consideration
when it comes to producing a high-quality image. For 4 out of 7 phantoms it produces
the best image in the vast majority of tests. The Twin Algorithm also produces good
reconstructions, being the best for two phantoms. Combined, the Twin Algorithm and
the Mutual-Step Algorithm produce the best image in the majority of test cases for 6
out of 7 phantoms. Interestingly, only for the binary phantom does Kaczmarz+Oracle
have the highest score.

To provide more insight, we also display the average errors for each particular
phantom and the total average error in the first three columns of Table 2. Here we
see another remarkable aspect of the proposed algorithms that was also observed in
Figure 9: averaged over all phantoms, both proposed algorithms are at least as good
as Kaczmarz+Oracle; the Mutual-Step Algorithm is significantly better.

Finally, in the middle three columns of Table 2 we also compare the methods
when it comes to computing cost expressed in our work units (recall that one work
unit is the work required to complete one sweep of Kaczmarz’s method). We should
point out that Kaczmarz+Oracle has a very low work load, which is due to the fact
that consulting the oracle is assumed to be free. The corresponding workload should
therefore be read as a lower bound on the work required for Kaczmarz’s method
equipped with any pure stopping rule. Interestingly, the Mutual-Step Algorithm is
not too far off, with less work required when averaged over all 7 phantoms. The Twin
Algorithm usually requires much more work than the oracle, which is to be expected
of course: if the Twin Algorithm would stop at the same point as the oracle, it would
have done roughly twice the work plus the slack.

6. Conclusion and future work. We presented a new approach to noisy CT
reconstruction based on Kaczmarz’s method. The regularizing property of the pro-
posed methods stems from the semi-convergence of Kaczmarz’s method, where the
iteration number is used as the regularization parameter. The problem of choosing
the regularization parameter takes the form of a stopping rule, typically based on a
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statistical analysis of the noise and the error.

Our key idea is to combine two Kaczmarz iterations with different row orderings
and the same convergence rate, which allows us to compute an error gauge, i.e., an
estimate of the reconstruction error. We then stop the iterations when the error
gauge is minimum, providing an alternative to existing stopping rules and avoiding
assumptions about the noise statistics.

When the original linear system (1.1) is consistent, we can prove rigorously that
the error gauge estimates the reconstruction error. For noisy systems we argued that
the error gauge represents semi-convergence with a reasonable fidelity.

We suggested two algorithms that utilize the error gauge: the Twin Algorithm and
the Mutual-Step Algorithm. The former uses the error gauge directly as a stopping
rule, stopping when the error gauge is minimal. The latter uses the error gauge to
determine approximately optimal step sizes for every iteration. We showed that the
Mutual-Step Algorithm converges monotonically to a locally optimal pair of approx-
imations. It therefore converges to an approximation of the semi-convergence point,
precluding the need for a stopping rule.

Using several numerical experiments from parallel-beam X-ray CT, we demon-
strated that the proposed algorithms perform very well indeed. As a reference, we
used an oracle for the standard Kaczmarz algorithm that provides the exact error,
which is therefore able to pick the best possible reconstruction from the sequence
of iterates. Our proposed algorithms — whose output is the average of the up- and
down-sweeps — perform on average better than Kaczmarz’s method equipped with the
oracle.

For four out of the seven phantoms that we consider, the Mutual-Step Algorithm
produce the best image for a large majority of cases. For two other phantoms, the
Twin Algorithm produces the best image in the majority of the test cases. Only for a
single phantom our algorithms fail to produce the best reconstruction in the majority
of the cases. Clearly, the Mutual-Step Algorithm is a solid choice for a reconstruction
algorithm. However, it does require additional storage. Depending on what method
is employed to detect a minimum in the error gauge, the Twin Algorithm has the
same memory requirements as the statistical stopping rules. Therefore, if memory is
a concern, the Twin Algorithm is a good alternative.
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