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EXPONENTIAL CONVERGENCE FOR MULTISCALE LINEAR
ELLIPTIC PDES VIA ADAPTIVE EDGE BASIS FUNCTIONS*
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Abstract. In this paper, we introduce a multiscale framework based on adaptive edge basis
functions to solve second-order linear elliptic PDEs with rough coefficients. One of the main results
is that we prove that the proposed multiscale method achieves nearly exponential convergence in the
approximation error with respect to the computational degrees of freedom. Our strategy is to perform
an energy orthogonal decomposition of the solution space into a coarse scale component comprising
a-harmonic functions in each element of the mesh, and a fine scale component named the bubble part
that can be computed locally and efficiently. The coarse scale component depends entirely on function

values on edges. Our approximation on each edge is made in the Lions—Magenes space Hég 2(6), which
we will demonstrate to be a natural and powerful choice. We construct edge basis functions using
local oversampling and singular value decomposition. When local information of the right-hand side
is adaptively incorporated into the edge basis functions, we prove a nearly exponential convergence
rate of the approximation error. Numerical experiments validate and extend our theoretical analysis;
in particular, we observe no obvious degradation in accuracy for high-contrast media problems.

Key words. multiscale PDEs, energy orthogonal decomposition, edge basis function, adaptive
method, oversampling, exponential convergence
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1. Introduction. Multiscale methods have been widely deployed in the numer-
ical simulation of partial differential equations (PDEs). They provide an efficient way
for modeling, representing, computing, and quantifying the solution at a variety of
scales that are of interest in applications. A critical reason multiscale methods are so
powerful is that they allow different scales to be decoupled and treated in their own
fashion, with the structured information fully exploited at each scale. Simultaneously,
a seamless coupling scheme could be designed to combine different scales to get the
final solution. This paper aims to study a particular coarse-fine scale decomposition
of the solution space for solving the multiscale linear elliptic equation. The coarse
scale component comprises a-harmonic functions in each local element of the mesh
and is approximated via edge basis functions. The fine scale component is solved by
a local computation that is efficient and parallelizable. The combination of the two
components leads to nearly exponential convergence in the approximation error with
respect to the computational degrees of freedom; namely, it decays as O (exp(—C'm?))
for some C,~ > 0, where m is the number of degrees of freedom. This paper is a fur-
ther development of the work [19].
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1.1. Background and context. Let Q C R? be a bounded, connected, open
domain with a Lipschitz boundary 9f2. Consider the linear elliptic equation

1) {—v (aVu)=f inQ,

u=0 ond.

Here, we assume u € H(Q2) and f € L%*(Q). The coefficients a € L*°(2), and
0 < @min < a(x) < amax < oo for all z € Q. Typically, a(z) has spatial oscillations,
which leads to a multiscale behavior in the solution w(z). No scale separation or
periodicity of a is assumed here. Our goal is to numerically solve (1.1).

We adopt the standard Galerkin methodology. Given a finite-dimensional space
Vi C H}(Q), we can write a weak formulation of (1.1) as

(1.2) Find ug € Vg such that / aVuyg - Vv = / fv forany v € Vy.
Q Q

Elements of Vg are called basis functions. The solution uy is a linear combination of
basis functions, which approximates the true solution u. Denote the energy norm as
lull () == [q alVul?. The standard finite element theory implies

(1.3) v —vm|lmQ = /uieanH lu = vl -

We can interpret (1.1) as a function approximation problem. We are asked to
approximate u given the right-hand side data f. The Galerkin method (1.2) allows
us to get a projection of u into Vi, i.e., the best approximation of u in Vi, using the
data f. For the sake of accuracy, space Vg should approximate the solution well in
the energy norm, according to (1.3). Because a is rough, u contains highly oscillatory
patterns. Simple piecewise polynomials used in the conventional finite element method
cannot lead to a satisfactory approximation in this general setting [4].

1.2. Coarse—fine decomposition of solution space. For the reason men-
tioned at the end of the last subsection, we start by studying the solution space of
(1.1). For generality, we assume f € H~1(2) for now; this condition suffices for the
existence of solution v € H}(€) in (1.1). In this case, the solution space is the whole
H}(Q), because —V - (aV-) leads to an isomorphism between Hg(2) and H ().

1.2.1. Decomposition of solution space. Let Ty be a regular partition of the
domain (Q into finite elements such as triangles, quadrilaterals, and tetrahedra, with
a mesh size H. In each element T € Ty, the solution u satisfies the elliptic equation
in T, with a Dirichlet boundary condition on 97T determined by the values of u on
the boundary. We can locally decompose the solution as u = uf}. + u5., where the two
components satisfy, respectively,

{V (aVus) =0 inT,
U

uy =u ondT,
(1.4) b .
-V (aVup)=f inT,
ud =0 ondT.

The part u'} incorporates the boundary value of u, while u'% contains information of
the right-hand side. System (1.4) admits solutions because u € HY?(9T) when it is
restricted to T, and f € H~1(T) when it is restricted to T
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Furthermore, we can define a global function u" and «? in €2, such that u"(z) =
ul(z) and uP(z) = ub(x) when z € T for each T. At the intersection of different
T € Tu, ub. (vesp., ub) has a unique value. Therefore, u" and uP are globally well
defined. Moreover, they belong to H{(2) by standard properties of Sobolev’s space.

The component uf}, (resp., u") is called the local (resp., global) a-harmonic part,
and ub (resp., uP) is the local (resp., global) bubble part of the solution u. The
naming of the bubble part can be traced back to [7, 22, 15, 16]. By construction, uf.
is orthogonal to u% in 7" under the energy norm; the same fact holds for u" and u®
by splitting the inner product in 2 into a sum of local inner product.

In this way, we get an energy orthogonal decomposition of the solution u = u"+u®,

which further yields a decomposition of the solution space Hg(£2). We write

(1.5) Hy(Q)=V"e, VP

such that V" is the space of u" and V® of u°. More precisely, we have

VP ={ve H}Q): =V - (aVv) =0 in every T € Ty},

(1.6) b 1
Ve={ve Hy(Q):v=0o0n 9T for every T € Ty }.

The boundary values are understood in the sense of trace. The symbol @, in (1.5)
denotes the direct sum that is energy orthogonal.

1.2.2. Coarse and fine scale components. Now and hereafter in this paper,
we assume f € L?(). The solution space of (1.1) for all such f will be a subspace
of H3(Q). We can still use the decomposition for the solution u = u" + uP. In this
case, we will understand V® as the fine scale or microscopic space, because functions
in V? oscillate at a frequency larger than 1/H, due to the classical elliptic estimate
upon scaling for each element:

(1.7) [Pl 12 0) < CH| fll22()

for some constant C' independent of u and H. Conversely, we refer to V" as the
coarse scale or macroscopic space. Thus, we get a coarse—fine scale decomposition of
the solution space.

Let us return to problem (1.1): We want to approximate a function u € Vh @, V?,
given the right-hand side data f € L?(f2). With the decomposition (1.5), we will
treat the two scales differently. By definition, the fine scale part u® € V® depends
locally on f, and thus can be computed efficiently by solving local elliptic equations
in each T' € Ty. Moreover, since this part has a small energy norm (1.7), it can be
completely ignored if we only need O(H) accuracy in this norm. Nevertheless, we
emphasize that the efficient computation of the fine scale part is the key to nearly
exponential convergence that we will establish in this paper.

For the coarse scale a-harmonic part u" € V", we invoke the Galerkin framework
(1.2), while now we seek a Vy that is a subspace of V". In this case, we can get a
more refined version of (1.3) due to the orthogonality:

(18) I —urllyo) = 1ot 1" =l

Thus, for our choice of Vi C V', the Galerkin solution uy does not affect the ap-
proximation of u?. The computations of u" and u® are completely decoupled.

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 08/19/21 to 131.215.251.134. Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/page/terms

EDGE BASIS FUNCTIONS WITH EXPONENTIAL CONVERGENCE 983

Therefore, the problem reduces to identifying a good approximation space Vi for
the coarse scale component V". By definition, any function in V" can be entirely
characterized by its value on edges; that is, V" could essentially be treated as a
function space on edges. Thus, it calls for a systematic design of edge basis functions,
whose a-harmonic extension to each element will constitute the desired approximation
space V.

1.3. Our contributions. For simplicity of presentation, we mainly focus on the
case d = 2; remarks on how to generalize to d > 3 will be made in section 5.

First, we develop a framework for constructing edge basis functions that can lead
to rigorous error estimates. The construction is similar to that in [19], and there
are two parts: the interpolation part and the enrichment part. The interpolation
part comprises nodal basis functions. For the enrichment part, we propose using
the Lions—Magenes space Hééz(e) as the natural function space on each edge e. An
appropriate norm for measuring the approximation error is studied, and a systematic
way of coupling local approximation accuracy to global accuracy is established.

Then we discuss how to achieve local approximation accuracy. A general strategy
is illustrated, based on oversampling and singular value decomposition (SVD); the ap-
proach in [19] falls into our framework. Theoretically, we prove the exponential decay
of singular values for some restriction operator mapping an a-harmonic function to its
interpolation residue on edges. This fact, combined with the efficient computation of
an oversampling bubble part, leads to the nearly exponentially decaying approxima-
tion error with respect to the degrees of freedom. If the oversampling bubble part is
not computed, i.e., the information of f is not incorporated into the edge basis func-
tions, then we will get O(H) approximation accuracy in the energy norm by using at
most O(log?*(1/H)) degrees of freedom; this matches the state-of-the-art result for
linear elliptic PDEs with rough coefficients in the same setting.

Finally, we present numerical experiments to validate our theoretical analysis.
They match the prediction and achieve nearly exponential convergence. Moreover,
since every step in our algorithm is a(z)-adapted, we expect the method to be robust
with respect to high contrast in a(x). Indeed, our experiment demonstrates no obvious
degradation in accuracy for high contrast media problems.

1.4. Related works. From one perspective, the method in this paper can be un-
derstood as a member of the family of Multiscale Finite Element Methods (MsFEMs)
[20, 21, 13], Generalized Multiscale Finite Element Methods (GMsFEMSs) [11], and
Generalized Finite Element Methods (GFEMs) [5]. This family of methods usually
starts with a domain decomposition of €2, then builds up local approximation spaces
that can capture the multiscale behavior, and finally couples these local spaces to a
global approximation space Vg. There are two popular coupling schemes related to
this paper. The first one is the partition of unity method (PUM) [28], introduced in
the context of the GFEM. In [2], based on PUM, an optimal local basis is constructed
for elliptic equations with rough coefficients, which achieves O(H) accuracy in the en-
ergy norm using only O(log? ™ (1/H)) number of basis functions in each local domain.
Moreover, by using the right-hand side information, a nearly exponentially decaying
error with respect to the number of basis functions can be achieved; see also [1, 3].
We will borrow some techniques in [2] to prove the nearly exponential convergence of
our method.

Another coupling scheme is the edge coupling, which originates from MsFEM.
This paper aims to enrich the space of edge basis functions in MsFEM, to improve
the approximation when the coefficients are rough. In the literature, there have
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been a number of works on enriching the edge basis functions. Most of them either
resort to nonconformal finite element or to discontinuous Galerkin coupling, or use an
additional partition of unity to form the global approximation space; see [12] and the
references therein. One distinct difference between our work and other works is that
no partition of unity is required for constructing our basis functions of enrichment.
Moreover, approximation in a novel space H&é 2(e) is employed for each edge e, which
leads to the desired guarantee of accuracy. We remark that some of the recent works
[17, 25] also consider enriching edge basis functions and provide a rigorous theoretical
guarantee. They use L?(e) space for the edge, which corresponds to a weaker norm
compared to Héé 2 (e). To the best of our knowledge, this choice does not directly lead
to the state-of-the-art result that O(log®™ (1/H)) amount of basis functions suffices
for O(H) accuracy in the energy norm.

On the other hand, we can also interpret the method in the framework of Vari-
ational Multiscale Methods (VMS) [23], since we decompose the solution space into
coarse and fine scale components via the harmonic-bubble splitting. The decompo-
sition, as it appears, is different from the traditional decomposition in VMS. In the
literature, the decomposition can be done in an L? orthogonal sense, for example,
in the projection method and wavelet homogenization [10, 14]. Furthermore, energy
decomposition has been rigorously established, such as the Local Orthogonal Decom-
position (LOD) [26, 24] and its multiresolution generalization gamblets [29, 30]; see
also discussions in the flux norm approach [6, 31] and the rough polyharmonic splines
[32]. Our method uses an energy orthogonal decomposition as well, while it is different
from that in the LOD approach. The coarse space in our method depends entirely
on the edge values of functions. Localization of the coarse part is established directly
through a prescribed oversampling domain and a corresponding SVD. A key merit of
our approach is that the fine scale part can be computed very efficiently, which could
explain why the nearly exponential convergence can be rigorously obtained.

1.5. Organization of this paper. The rest of the paper is organized as follows.
In section 2, we discuss how to localize the approximation of the coarse component
onto every edge. An appropriate space Héég (e) for each edge e is introduced and its
property is rigorously established. Using this space, local to global error estimates can
be derived. Section 3 is devoted to studying how to achieve the local approximation.
Oversampling and SVD are introduced to achieve this goal, and the nearly exponential
convergence is rigorously proved. Numerical experiments are performed in section 4 to
demonstrate the effectiveness of our proposed approach. In section 5, we summarize
and conclude this paper, together with several discussions on potential generalizations
of this method.

2. Localized edge basis functions for coarse space. Following the idea in
subsection 1.2, we need to find a good approximation space Vg for the coarse scale
component V", In this section, we will explain in detail how to localize the approx-
imation task via edge basis functions. Specifically, we study how the approximation
error can be localized to every single edge and how to integrate these local errors to a
global accuracy guarantee. We will elaborate upon the topic of getting desired local
approximation in section 3.

2.1. Mesh, geometry, and notation. To begin with, we present some notation
on the mesh structure of the domain Q ¢ R%. We focus on d = 2, and will provide
remarks on generalization to d > 3 in section 5. We have nodes, edges, and elements
in the mesh. Their neighborship is very useful for describing the geometry.
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Fia. 1. Geometry of the mesh.

2.1.1. Elements. As in subsection 1.2, we consider a shape regular partition of
the domain € into finite elements, such as triangles and quadrilaterals. The collection
of elements is denoted by Ty = {T1,T%,...,T;}; we adopt the convention that each
T is an open set. The mesh size is H, i.e., maxyper;, diam(T) = H. We also assume
that the mesh is uniform, i.e., minpey, diam(T) > ¢oH for some 0 < ¢g < 1 that
is independent of H and T. The uniformity is used to simplify the discussion of
the oversampling domain in section 3. The result can be directly generalized to
nonuniform meshes.

The shape regular property implies there is a constant ¢; > 0 independent of H
and T, such that

diam(7)?
2.1 — <
(2.1) max —p S

where |T'| is the volume of T. In the theoretical analysis, we often need to rescale
the element to a standard reference element of diameter O(1). The shape regular
condition ensures that the distortion of the volume is bounded.

2.1.2. Nodes, edges, and their neighbors. We let Ny = {z1,22,...,z,} be
the collection of interior nodes, and let £ = {e1, e, ..., 4} be the collection of edges
except those fully on the boundary of . An edge e € £y is defined such that there
exists two different elements T;,T; with e = T; ﬂTj that has codimension 1 in R.
We will use Ey = (J, ¢, € C 2 to denote the whole edges as a set. The reader should
not confuse £ with Eg.

The neighborship of these nodes, edges and elements is an important part of the
geometry of the mesh. We use the symbol ~ to describe the neighborship. More
precisely, if we consider a node z € Ny, an edge e € £, and an element T € Ty,
then (1) z ~ e denotes z € ¢; (2) e ~ T denotes e C T; and (3)  ~ T denotes = € T..
The relationship ~ is symmetric.

We use N+, -) to describe the union of neighbors as a set. For example, N(z, ) =
WHeely:e~a} CEy,and N(z,Tg) = U{T € Ty : T ~ z} C Q. Also, we have
N(67TH) = U{T eTg: T~ 6} c Q.

The geometric relationships are illustrated in Figure 1.

2.1.3. Notation. We use the term “edge basis function” to denote a function on
FEy, and “basis function” usually refers to a function in the full-dimensional domain
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Q. When there is no ambiguity, we will write 9 to denote a function defined on edges,
while we use ¢ to refer to a function in full-dimensional domains. We use ¥|. to
denote the function 1 restricted to the set e.

2.2. Edge approximation: Setup. Now, we proceed with the discussion in
subsection 1.2. Functions in the coarse space V" depend entirely on their values on
edges. Let us define the following space on edges:

Vvh = {1/; : By — R, there exists a function v € V", such that ¢ = Vgt

We have V" = H'/?(Ey) by the trace theorem of the Sobolev space. There is a one-
to-one correspondence between functions in VM and V": o) € V" < ¢ € V", namely,
the following equation holds in each T € Tg:

{—v (aVe)=0 inT,

(2.2) -
=1 ondl.

Using this correspondence, the coarse scale component on edges is denoted by @" € vh.
The approximation space for @" is Vi, corresponding to Vi for u".

How shall we design Vi ? Computationally, we prefer local edge basis functions.
Here, our idea of localized construction follows that proposed in [19]. The first step
is to use some local nodal basis functions to interpolate @". Then the interpolation
residue can be localized to each edge, where more enrichment edge basis functions are
designed for further approximation.

2.3. Interpolation part. We begin with the interpolation part. For each node
z; € Ny, the nodal edge basis function 1; satisfies 1 (xj) = 0;; for every z; € Ny,
and 1;(z) is supported on N(z;, ). The corresponding part of 1/21 in VM is 1;(z),
which is supported in the closure of N(x;, Tzr). In this paper, we set ¢; to be the linear
tent function used in [20]. These nodal basis functions constitute the interpolation
part. More general constructions can be considered, for which we refer the reader to
the discussions in [19].

With the interpolation part defined, we can introduce a nodal interpolation op-
erator Iy : VM N C(Ey) — V"N C(Ey) such that

Igt = Y o(z:)s(x)

z,€ENH

for any © € V"N C(Ey). We will also identify this operator as the mapping from
VPN C(Q) to VP N C(Q), based on the correspondence between V! and V". That is,
we will write [gv =3 x, v(@i)i(z) for any v € VPN C(Q). We note that in this
definition, the pointwise value is well defined for continuous functions.

The nodal edge basis functions allow us to approximate 4" via interpolation. Since
f € L%(Q), a classical result from elliptic PDEs implies that the solution u € C*(Q)
for some 0 < o < 1 that depends on the coefficients a and the domain €2; for details
see Theorems 8.22 and 8.29 in [18]. Thus, @" € V" N C*(Ey), and we can apply the
interpolation operator to it. The interpolation residue is 4" — Iz @". The enrichment
part is introduced further to approximate the residue.

Remark 2.1. The interpolation part here is the same as the basis functions in
MsFEMs [20, 21, 13]. Our enrichment part to be presented in the next subsection
is used to further improve the MsFEM so that it can handle rough coefficients with
guaranteed accuracy.

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 08/19/21 to 131.215.251.134. Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/page/terms

EDGE BASIS FUNCTIONS WITH EXPONENTIAL CONVERGENCE 987

2.4. Enrichment part. The residue @" — Iy @" vanishes at nodal points. This
property inspires us to localize the residue onto each edge. To illustrate the idea, let
us fix one edge e for now and use P, to denote the restriction operator onto e, such
that the function P.(a" — Iga") := (a" — Iga")|.. To approximate P.(a" — Iga"), we
shall first identify a proper function space that it belongs to.

Clearly, P,(u" — Iza") € HY?(e) (N C*(e), and it has value 0 at the boundary of
e. Based on this property, we can show P, (i" — Iza") € H&éQ(e), the Lions—Magenes
space on e; see Proposition 2.2.

PROPOSITION 2.2. Suppose u satisfies (1.1) for d < 3 and f € L?>(Q). Then we
have P.(a" — Iyuh) € HééQ(e) for every e € E.

Proof. First, we recall the definition of the space Héé *(e) (Chapter 33 of [34]): it
is the space of functions v € H'/2(e) such that

dis‘z}((xx,)ae) € L),

where dist(z, de) is the Euclidean distance from x to the boundary of e. Thus, we
can define the HéO/Q(e) norm to be

2 _ 2 [v(z) —v(y)? / v()[*
(2.3) HU||H3({2(€) —/e\v(x)\ der/e/e P dzdy+ | Jist(z, d¢) dz < oo,

and the Lions-Magenes space on e consists functions with a finite Héé 2(e) norm. We

will show that any function v on e belonging to H'/?(e) () C(e) and vanishing at de

will be in the space Hé(?(e). To see that, it suffices to show

|v(z)[?
/e dist(z, de) dz < oo,

because the first two terms in (2.3) are finite due to v € H'/?(e). Without loss of
generality, we work on e = [0, 1] (otherwise we can reparametrize the edge). Then it
follows that

@ @ R [ ) e
/edist(x,ae)d 7/0 || d +/1/2 |z — 1] ¢

1/2 1
<C </ 22> dw +/ |z — 121 dx) < 00,
0 1/2

where C' is a constant such that |v(z) — v(y)| < Clz — y|* due to v € C*(e). Thus,
UNS HSéQ(e). Taking v = P,(a" — Iga") completes the proof. |

Remark 2.3. According to Chapter 33 of [34], H&éQ(e) can also be characterized
as the space of functions in H'/?(e), such that their zero extensions to Ey are still in

H'/?(Ey). This is the key—and in fact only—property that we will use for HééQ(e).
We need to do zero extension often, in order to move from local approximation to
global approximation.

We will choose our enrichment part of edge basis functions in Hol({z(e). Before

we find an enrichment part o, € Héf (€) to approximate P.(a" — Iza"), we need to
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understand first in which norm this approximation should occur. Because our final
goal is to approximate u" in the global energy norm, it is natural to use a local norm
on e whose connection to this energy norm could be established. This motivates the
following definition that was originally proposed in [19].

Let z/; € Holéz(e). We also write 1; for its zero extension to Fp, which is in
H'Y2(Ey) by the definition of Hy)?(e). Denote the a-harmonic extension of 1 to
Q by 1, which satisfies (2.2) for each T' € Ty. The support of ¥ is the closure of
N(e, Tzr). Then the definition of the norm is given below.

DEFINITION 2.4. The H'/?(e) norm of 1 € Héf(e) is defined as
(2.4) 9o = [ alVol?.
For each element T ~ e, the ’H;/Q(e) norm is defined as
712 — 2
(25) 91y 1= [ al VP

That is, the #!/2(e) norm of ¢ € Héf (e) is defined through the energy norm of
its a-harmonic extension ¢ € H}(Q). Intuitively, if functions on edges can be approx-
imated well in the H'/2(e) norm, then it is natural to expect that their a-harmonic
extensions can also be approximated well. Theorem 2.6 in the next subsection estab-
lishes this intuition in a rigorous way.

To this end, we have to show that Definition 2.4 makes sense, i.e., this norm is
well defined. In fact, we can prove that the #!/2(e) norm is equivalent to the H[%Q (e)
norm; see Proposition 2.5.

PROPOSITION 2.5. For each edge e € Eg, the H'/?(e) norm and the HééQ(e)
norm are equivalent, up to a constant independent of the mesh size H.

Proof. Let z/; € HééQ(e). We also write z/; for its zero extension to Ep, which is
in H'/2(Ep) by the definition of Hy}?(e). As in Remark 2.3 and Chapter 33 of [34],
the HééQ(e) norm of 1 on e is equivalent to the H'/2(dT) norm of ¢ on AT for any
T ~ e. Thus, it suffices to show that the H'/2(dT) norm and the H}/*(e) norm are
equivalent up to a constant independent of the mesh size H.

First, we have a variational characterization for the H;«/ 2(e) norm. Define the
space of H' functions in T’ with a boundary value 1 as

VJ) = {1} S Hl(T) ZU‘{)T = 1[}}

Then, by a simple calculus of variations, we get

712 _ 2
(26) 0y = ot [ alvuf
Thus, using amin < @ < amax, We arrive at
(27) Amin uien\%/TNUlQ < ||q;||i;/2(e) < Gmax viEn\g, /T ‘V’U|2.

On the other hand, the trace theorem implies that there exist some constants Cy, Cs
independent of H such that

(2.8 Cr ot [ 1902 < W aory < o ing [ 190
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Combining (2.7) and (2.8) completes the proof. |

In this way, we can understand H'/?(e) as a variant of the Héf (e) norm, while

it can additionally incorporate the information of a. The next subsection will build
the theory of combining localized approximation in the #'/2(e) norm to a global
guarantee of accuracy. This theory, in turn, will demonstrate that !/ 2(e) is the
appropriate norm to use for measuring approximation errors.

2.5. Integrating local error to global error. In this subsection, we show
that error estimates in the H'/ 2(e) norm on edges can be directly connected to the
global approximation error to u" in the energy norm; see Theorem 2.6.

THEOREM 2.6 (global error estimate). Suppose that, for each edge e, there exists

an edge function v, € H&éz(e) that satisfies

[P = Ta") — Bellpgarz(e) < ée-

We identify 0. with its zero extension to Ey. Let v, € Hg()) be the a-harmonic
extension of v, to . Then we have

||uh - IH’U/h - Z ve”?‘-{é(g) S CVmesh Z 637

ecfy e€fy

where Chesh 15 a constant that depends on the mesh type only.

Proof of Theorem 2.6. We decompose the energy norm into the contribution from
each element T € Tg:

||uh — IH’u,h — Z ’Ue”%{é(ﬂ) = Z ||uh - IHuh - ZUEH%’;(T)7

eelfy TeETH e~T

where we have used the fact that v. = 0 in T if e and T are not neighbors.

Let us fix an element 7. For each e ~ T, the trace of the function u" — Iyu" —
>eer Ve On e is 4" — Iya" — 0, € HééQ(e). We can extend this trace to 9T\e by 0
to get an H'Y/?(9T) boundary data. Then this boundary data can be used to define
an a-harmonic function in T'. Using the triangle inequality and the Cauchy—-Schwarz
inequality after squaring both sides, we get

I = T = 3 vellfyzy < Conean 3 IPe(@ = I") = Bellurn
e~T e~T

where we have used the definition of the HlT/ 2(e) norm. The constant Ciyesh depends
on the mesh type only; for example, Cpesh, = 4 for the quadrilateral mesh and Clpeqn =
3 for the triangular mesh. Then we sum the above inequality over all T' € Ty, which
yields

||Uh — Iyu" - Z Ue”%ré(ﬂ) < Cresh Z Z Hpe(ﬂh - IHah) - 776”3_1;/2(6)

e€fy TeTy e~T
(2.9) = Cinesn D [1Pe(@ = Iy @) = Bell32/2c
eefy
< Cmesh Z 62 .
eefy
The proof is complete. 0
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Theorem 2.6 implies that the global error can be localized onto edges. Thus, our
target of the enrichment should be to ensure ||Pp(a" — Iga") — Oc|[31/2() < € for
some desired €. In the following, we formulate this condition in terms of edge basis
functions, which leads to the solution accuracy of the Galerkin method.

First, let us recall that edge basis functions have two parts. The first part
is for interpolation; we denote all of them by V} = span {¢;};, as in subsec-
tion 2.3. The second part is for enrichment as in subsection 2.4. For each edge
e, the space of enrichment edge basis functions is denoted by Vfle - Hééz(e); the
union over all edges is V2 = |, f/ﬁe Then the total edge approximation space is
Vg = VEUV2 c H'/?(Eg). The a-harmonic extensions of its functions into € con-
stitutes the approximation space V. Based on Theorem 2.6, we get the following
theorem.

THEOREM 2.7 (global error estimate of the Galerkin solution). Suppose that, for
each e, we have

min  |[[Pe(u — Tau) — Uell31/2(c) < €c -
5,673,

Then using Vi in the weak formulation (1.2) leads to a solution uy that satisfies

[[ul — UH||§{;(Q) < Cinesh Z e
ecfy

Proof. The proof is completed by observing that P.(u — Igu) = P.(a" — Igua")
and using the property (1.8) together with Theorem 2.6. d

Theorem 2.7 also implies the accuracy for the exact solution u; see the remark
below.

Remark 2.8. If we add the bubble part u®, then we get the overall error estimate

(2.10) f|lu — ub — UHH%I;(Q) < Cresh Z eg )

ecfy
and if we do not compute the bubble part, we have the overall error

(2.11) lu = urlF ) < Cmesh Y, € + CH?[|f||72(q) »

ecfy

due to the orthogonality and the estimate [|u®||g1(0) < CH||f|L2(0)-

In the next section, we will discuss how to choose the space ‘71216 so that it satisfies
the above condition and in the meantime can be efficiently computed using only local
information of the equation.

3. Local approximation via oversampling. The goal of this section is to
determine how to choose a local approximation space VI—21,e such that

(3.1) min ||P.(u— Igu) — f’eHHlﬂ(e) < €
Be€VE

for some desired €.. We call €. the local error indicator on e. For this problem, we
can gain useful intuitions by assuming a smooth first. In this case, u € H?(Q) since
f € L%(). If we choose ‘71376 as the space of quadratic polynomials on e, then standard
results in the Sobolev space will imply that (3.1) holds with e. = CH |ul| g2(w, ), Where
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| |

| | We |
| | e |
| e | | R

- ---r 1= -7~ |

I I !
| | We : :
1 1 _—— -
X X I I I I

interior edge edge connected to boundary

F1a. 2. lllustration of oversampling domains.

we is some domain in 2 that contains e, and C' is a constant independent of H and u.
Here, w, can be chosen as the closure of N(e, 7). For such a choice, the sum ) . €2
yields O(H2||u|@12(ﬂ)) = O(H2Hf||2L2(Q)). Hence, finally we get O(H) accuracy in the
energy norm.

For the more challenging case a € L*°(2), we will also take a similar w, D e.
This w, is generally referred to as the oversampling domain of the edge e; see the
next subsection for details. The basic intuition is that for a coarse scale function such
as the a-harmonic function, its behavior on e can be controlled very well by that in
the oversampling region w.. Due to this reason, we could construct basis functions
to approximate the coarse solution on e in an exponentially efficient manner by using
some information of the equation in we.

Historically, the idea of oversampling was proposed in [20] to reduce the resonance
error in MsFEM.

3.1. Oversampling and nearly exponential convergence. We consider an
oversampling domain w, for each e € £y. In principle, any w, that contains e can be
used. Here, for simplicity of analysis, we set

(3.2) we=|J{T e€Tu :Tne#0}.

This choice of w, makes e lie in the interior of w, if e N 9N = 0. We call such e
an interior edge. If e N 9N # 0, we call it an edge connected to the boundary. An
illustration of oversampling domains for a quadrilateral mesh is shown in Figure 2.
Inspired by the discussions above, we will choose €, to depend on some norm of
the function u in we. Let us first write P.(u — Iyu) in a form that depends explicitly
on w,. Recall that in subsection 1.2 we use uf}., u. to denote the local a-harmonic part
and bubble part of w in 7. Here, we will use u" and u? for the local a-harmonic

We We

part and bubble part of u in we, i.e., (1.4) holds with T replaced by w.. Then we have
(3.3) Po(u—Igu) = Po(uf, —Igul,)+ Pe(ud, — Igub)).

In this way, we express the target function on e using the information of w in the
oversampling domain w,.. Two terms emerge in (3.3), and we shall approximate them
separately.

3.1.1. Exponential efficiency for a-harmonic functions. In the first term
of (3.3), uf, is an a-harmonic function in w,. Let U(w.) C H'(w.) be the space of all
a-harmonic functions in w, such that (1) if we N AN # (), then these functions vanish
on w.NON, and (2) if w,NIN = (), these functions are identified as equivalent modulus

a constant. Clearly, ufle can be seen as an element in U(w,.). When equipped with
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the H;(w,) norm, we write this space as (U(we), || - | #1(w,)); this is a Hilbert space
and || - || g1 (w,) 18 @ norm due to the standard Poincaré inequality. For the Hééz(e)

space equipped with the 7!/2(e) norm, we write (HééQ (€); I - l2/2(e))- Consider the
operator
1/2
Rt (U(we), | ez wn) = (Hgo (), 11+ laerrze)) »

such that R.v = Pe(v — Igv) for any v € (U(we), || - |1 (w,))- This operator is well
defined because R.c = 0 for any constant ¢ € R. A very important property is that
singular values of R, decay nearly exponentially fast; see Theorem 3.1. We recall the
definition of the constants ¢y and c¢;, which are dependent on the mesh property; see
subsection 2.1.1.

THEOREM 3.1. For each e € £y, the operator R, is bounded and compact. Let
the left singular vectors and singular values pair of Re be {Uem, Ne.m fmen, in which

Ve,m € HSéQ(e) and the sequence {Ac.m}men s in a descending order. Then, for any
€ > 0, there exists an N, > 0, such that for all m > N, it holds that

(3.4) Ae;m < Cexp (—m(ﬁ*» ,

where N, C depends on d, amin, Gmax, Co, and cy.
Therefore, if we set We p, = span {f}e,k};"‘:_ll for some m > N, then we have

. . 1,
(3.5) min IRev = Gl (e < Cexp (=mTT) ol

for any v € (U(we), || |2 (w.))-

The proof is deferred to subsection 3.3. The approximation property (3.5) can be
seen as a consequence of the decay (3.4). We remark that an approximation property
like (3.5) can also be phrased through the language of Kolmogorov’s n-widths [33, 27],
as is used in [2].

We discuss the implication of this theorem in the following. Taking v = ut,e in
(3.5) leads to

: h h ~ - h
(3.6) ae%%lgn [1Pe(ug,, — Trug, ) — Uellpi/ziey < Cexp (*m(d“ e)) lug, i (w.) -
Thus, the space of singular vectors W, ,, can approximate the first term in (3.3) very
well; the approximation error decays nearly exponentially regarding m. Moreover,
since R, is a local operator, basis functions in W ,, can be efficiently computed by
solving a local SVD problem.

Remark 3.2. The scalar N, in Theorem 3.1 will indeed depend on the relative
lengthscale of e and w,.. Here, because we choose the oversampling domain in a specific
form (3.2) and the mesh is uniform and shape regular, the relative lengthscale can be
treated as a constant independent of H. In general, if we increase the lengthscale of
we to make it larger, the decay of singular values of R, will become faster, leading to
a smaller N,.

3.1.2. The oversampling bubble part. In the second term of (3.3), we call
uae the oversampling bubble part. By definition, this part can be efficiently computed
by solving local elliptic equations in w, with right-hand side f. Moreover, it is small
in the sense that we are able to provide a priori bound of order H; see Proposition
3.3.
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PROPOSITION 3.3. For each e € &y, the following estimate holds for the over-
sampling bubble part:

1Pe(ud, = Trug, ) prrze) < CHIfllz2 o) »

where C is a constant independent of u and H.

The proof of Proposition 3.3 is deferred to subsection 3.3.

3.1.3. Exponentially efficient local approximation spaces. Based on sub-
sections 3.1.1 and 3.1.2, we will select the local approximation space as

VI-ZI,e,m = Wem U{PE(UE;e - IHUE;E)} .

This space can be locally computed by SVD and by solving an elliptic equation. Due
to (3.3) and (3.3), we have the error estimate

. - 1.
Cmin P Zw) — Gellgsng < Coxp (-m @)l iy
Ve €

H,e,m

Hence, the local error indicator is €. = Cexp (—m(d%rl_e)) l|ul, || 11 (w.)- By Theorem
2.7, summing these errors leads to the final error estimate of the coarse part u"; see
Proposition 3.4.

PROPOSITION 3.4. Let the space of the enrichment part ffflm =, f/]g’eym. The
total edge approrimation space is VH,,,L = f/ﬁl U ‘N/flm C HY*(Ey). Let Vi,m consist
of a-harmonic extensions of functions in VHm into Q. Then using Vi m in the weak
formulation (1.2) leads to a solution ug ., that satisfies

e
" = twrr |2 () < € exp (= TT) || £ L2y
where C' is a constant independent of u,m, and H.
Proof. Based on Theorem 2.7, we have

" = wrmll 1 () < Crmesh D €2 -
eelfy

We can bound the sum of the local errors:

Yoa=0" % e (-2m @) Jub, I

ey e€fy

<% N exp (—2m T ) Jul 2

ecfy

< C*Crexp (~2m(TT79) [lullfy o) -

where we have used the fact that though different oversampling domains w, can have

overlapping, each element shall be counted only by a finite number of times bounded

by a constant independent of the mesh size H for our choice of domain in (3.2).
Finally, the proof is completed by using the elliptic estimate

HUHfH;(Q) < C2||f||2L2(Q)

for some Cy independent of v and H, and the constant C’ = C'v/Clesn C1Co. O
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Note that dim(V3 . ,,,) = m, so in Proposition 3.4 we have achieved nearly expo-
nential convergence of the approximation error with respect to computational degrees
of freedom. We provide several remarks below. We use C to represent a generic
constant that is independent of u, m, and H.

Remark 3.5. Different choices of the oversampling domains shall lead to different
constant C7 in the proof of Proposition 3.4. In general, if we increase the lengthscale
of w, to make the oversampling domain larger, the constant C; shall become larger,
while in Remark 3.2 we will get a smaller N.. So in general there would be a trade-off
between the decay of singular values and the overlapping information in our choice of
the oversampling domains.

Remark 3.6. As in Remark 2.8, if we add the bubble part u°, then the overall
accuracy will be

#76
(3.7) Hu —UHm — ub”Hé(Q) < Cexp (—m(d+1 )> ||f||L2(Q) ;

that is, we get nearly exponential accuracy for approximating the solution u. If we
do not add the bubble part, we obtain

o
lu = v mlme) < (CeXp (—m(d+1 )) + CH) 1fllz2() -

Remark 3.7. The error estimate in (3.7) explains the adaptivity of our edge basis
functions. For general f € L2(f2), the exponential decay of the approximation error
cannot be achieved if we do not adapt the method to the right-hand side f. In
connection to the adaptive finite element method, the error indicator function in our
method is €. for each edge e, which will decrease as we increase the number of edge
basis functions. We remark that it is also possible to truncate the singular values of
R, to some threshold adaptively so that we can have a total control of the local error
€c; see Remark 3.9.

Remark 3.8. If we do not include Pe(uf, —Igub ) in our enrichment of edge basis
functions, i.e., we use W ,, directly for the enrichment part, then we will get

min|Pu(u—Tiu) = Oellp o < Cexp (=m @) Jul ) + CHIf |2 -
Thus, finally our computation of the coarse part u" and the exact u both will be
subject to an error upper bounded by (Cexp (—m(d*ilfe)) + CH)| fll2(0)-

Our bound implies that m = O(log®™ (1/H)) suffices for O(H) accuracy of the
solution u in the energy norm. To get this level of accuracy, we do not need the
information of the right-hand side in constructing Vy, and we do not need to solve
the fine scale bubble part u®.

We will perform numerical experiments in the next section to demonstrate the
importance of using bubble parts for achieving the nearly exponential accuracy.

Remark 3.9. We can also add some spatial adaptivity to the implementation of
this method. In (3.5), we are essentially using the approximation property of the
singular vectors of R.:

(3.8)

mv%/n HReU - 56”?-[1/2(6) < /\eﬂnHvHH}L(we) .

e,m

The local error indicator is €. = Ae ||V H1(w,). Now, we can choose not to use the
analytic upper bound of A ,, in (3.4) directly; instead, we perform an SVD of R,
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and truncate the spectrum to a desired m, such that A, is below some threshold of
accuracy. In this way, we can control the local approximation errors on different edges
adaptively. This approach has been adopted in [19]. Naturally, it leads to a different
number of basis functions m,. for each edge e. The final accuracy will be of order
(maxeeey Aeym. )| fll22(q) according to the proof of Proposition 3.4. Thus, we are able
to achieve an overall accuracy that is adaptive to A¢ .., in the local error indicator.
This adaptivity can be very helpful from a practical point of view: when a(z) is smooth
in some local region, we expect A, to be smaller than the corresponding Ac ,,, in
the region where a(z) is rough, so the number of basis functions in the region where
a(x) is smooth can be reduced. Therefore, our method not only provably handles the
rough coeflicients, but can also adapt to the local smoothness of the coefficients. This
explains the adaptive nature of our edge basis functions.

3.2. Connection to existing works. In this subsection, we discuss the con-
nection of our method to existing works. The compactness property of a-harmonic
functions in Theorem 3.1 is motivated by the work [2], where the compactness of
a restriction operator of a-harmonic functions on concentric regions is studied and
nearly exponential decay of singular values is established.

According to the discussion at the beginning of this section, we can interpret our
method as choosing €. to depend on the norm HuwCH H} (we)- More precisely, we set

€e = Oc|lul, N2 (w,) for some small 6, and look for a space VH . such that

min HP (U—IHU) —Uer;_“/z(e < (5 ||uwe|\H1 )
WEVH&

In such a setting, the optimal way of getting a small §. is to perform an SVD for the
operator R, with domain (U(we), || - |1 (w.)). The oversampling bubble part can also
be readily identified by using the decomposition (3.3).

It is possible to use other norms in w.. For example, in the work [19], the norm
being used is

loll2, == / (a[Vol, |2 + (1% + [V - (aV0)2)

for any v € H'(w,). For such a choice, they aim to find a space 171_216 so that

min - |[Pe(u = Tru) = Gellprze) < Oelltlw.
UEGVHe

for some small J.. In this case, a different operator involving the norm || - ||,,, will be
defined, and the corresponding SVD needs to be performed.

Nevertheless, we believe that the choice Hui‘) 1(w,) In this paper is the most nat-
ural one that can lead to nearly exponential convergence It makes the fact explicit
that adding an oversampling bubble term P,(u® — IguP _) can guarantee the expo-
nential accuracy in theory. This fact is not apparent using the norm || - ||, . Indeed,
the method in [19] does not lead to a perfect nearly exponential accuracy because the
information of f is not incorporated into the construction of edge basis functions.

3.3. Proof of the nearly exponential accuracy. In this subsection, we prove
the main results of this section, Theorem 3.1 and Proposition 3.3. They both contain
statements for every edge e € £y. For interior edges and edges connected to the
boundary, the treatments will be slightly different. We present the results for interior
edges first, and then for edges connected to the boundary.
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Fi1Gc. 3. Geometric relation e C w C w* C we.

In both cases, we will begin with two useful lemmas. The first lemma gives an
upper bound for |[P(v — Igv)|l31/2(¢) by some norm of v in a larger domain that
contains e. The second lemma demonstrates the decay of singular values of a specific
restriction operator acting on a-harmonic functions; this lemma appeared first in
Theorem 3.3 of [2].

3.3.1. Interior edges. For an interior edge e, the oversampling region w, con-
tains e strictly in the interior. This fact yields the major difference between proofs for
interior edges and edges connected to the boundary. The latter case follows a similar
argument, and the corresponding proofs will be presented in subsection 3.3.2.

First of all, we discuss some geometric relation between e and w, that will be
needed in our analysis; Figure 3 illustrates our ideas for a uniform quadrilateral mesh,
and for more general shape regular meshes the same construction holds. For each
interior edge e, there exist two concentric rectangles w C w* with center being the
midpoint m, of e, such that e C w C w* C w.. Namely the center m, is the center of
gravity of w and w*. We require w* N 9Q = (. Moreover, one side of w and w* should
be parallel to e. We introduce three parameters [y, 15,13 to specify and describe the
geometry:

1. With respect to the center m., the two rectangles w and w* are scaling equiv-
alent, such that there exists l; > 1, w* —m, = Iy - (w —m,). For our choice of
we, the parameter [; can be selected to depend only on ¢y and ¢; in subsection
2.1.1. Here we use the notation that ¢t - X := {tx : x € X} for a set X and a
scalar ¢.

2. The ratio of w’s larger side length over the smaller side length is bounded by
a uniform constant /o > 1 that depends on ¢y and c¢; only.

3. There is a constant [3 > 1 depending on ¢y and ¢; only such that I3 - e C w.

We note that [y, 1o, l3 are universal constants for all interior edges. All three parame-
ters depend on ¢y and c; only.

Given the geometric relation, our first lemma is to bound [|Pe(v — Igv)l31/2()
by some norm of v in w for v € H'(w) and V- (aVv) € L?*(w); see Lemma 3.10 below.

LEMMA 3.10. There exists a constant C dependent on cg, €1, Gmin, Gmax Such that
the following estimate holds:

(3.9) [Pe(v = Iv)[lga/2(0) < C (Il 1) + HIV - (aV0) ]| 22(w))

for allv € H'(w) and V - (aVv) € L?(w).

Proof. By construction, I3 - e C w. We rescale the domain such that e = [—1, 1].
Then I3 - e = [—l3,13] C w and m,. = 0 is the center of gravity of the rescaled w. Since
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the ratio of w’s larger side length over the smaller side length is bounded by ls, we
get

g 1
w' = [—lg,lg] X {—37 E} Cw
la" 1o
For the rescaled domain, it suffices to prove
(3.10) [Pe(v = Irv)llgar2(e) < C ([0l + IV - (aV0)||22(0r))

for a constant C' dependent on cg, ¢1, Gmin, Gmax, Where we have utilized the different
scaling properties of different norms. We will omit P, in the following when there
is no confusion. To prove (3.10), first we use Theorem 8.22 in [18] to get a Holder
estimate of v:

(3.11) [vllceey < C (Ilvllz2@wn + IV - (aVo)|lL2wn)
where ||v]|ca(e) = ||V|| Lo (e) + |V]|ca(e) such that |v]|ga(e) is the semi-C® norm:
(e) (e) (e) (e)
[v(z) —v(y)|
V|ga(e) i= SUp ————— .
lese = 3 e =y

The parameters 0 < o < 1 and C' are dependent only on the contrast of the coefficients
a and c¢p,c;. Our scaling argument is valid since a scaling transformation will not
change the contrast of the coefficient a.

Because Iy is a linear function, it is in C*(e). We can bound |[v — I v Lo (e) <
2|[v[[ o (e) and

(3.12) [0 = Irv|ce(ey < [Vlowe) + Havlca(e) < []oe(e) + 27 [0l Lo ey »
where we have used the fact that

|IH’U|Ca(€) < |U(1) — U(—1)| . Sug |I — y|1ia < 2270‘HU||Lao(e)
T,y€e

We will use the Holder estimate of v — Iyv on e to prove (3.10). Because the H'/?(e)

norm and HééQ(e) are equivalent, we work on the H(%Z(e) norm. Let w = v — Igv.

According to the proof of Proposition 2.2, we have

2
1 2 1 2 2d |w | dxd /Md
(3.13) [lwll3, / /|w )| er// |x— vdy + . dist(z, de) v

The first term on the right-hand side of (3.13) is bounded by the third term, so we
only need to upper bound the second and third terms. For the second term, we have

//,w|xy2 ddy‘// |x, B duay

< Afw[Ga e
<C (Jof2ae) + 1013w e))
< C (I3 2y + IV - (@V0)[32(0y)
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where C is a constant dependent on «, amin, Gmax and we have used (3.11) and (3.12)
in the last two inequalities. The constant C' can vary from line to line. For the third
term in (3.13), we have

w(z)]? 0 w(@) — w(=1)]? N w(z) — w(1)[? .
/edist(x,ae)dx_/l Iz + 1] d“/o FESTIE

0 1
< e e (/1 |z + 1|2a*1dg;+/0 |z — 1|2a1d17>

< C|w‘20“(e)

<C (013200 + IV - (@V0)32))

for some C' dependent on &, Gmin, Gmax- Combining the estimates for these two terms,
we arrive at

lwll a2 0y < C (1022 ry + IV - (aV0) |2
for some C' dependent on cg, €1, Gmin, Gmax. 1he proof is complete. 0

The second lemma is about the decay of singular values of a restriction operator
acting on a-harmonic functions. Following notation similar to that of subsection 3.1.1,
we use U(w*) and U(w) for the space of a-harmonic functions in w* and w modulus a
constant, respectively. We write (U(w*), || - [ #1(w+)) and (U(w), || - [[#1(w)) to be the
corresponding spaces modulus a constant and equipped with the energy norm. The
restriction operator is defined as

(3.14) Py (UW*), |- a2 @wy) = (UW), |- lm2w))

such that P,yu(z) = u(z) for u € (U(w*), || - || g1 () and o € w. Though not written
explicitly, we should have in mind that w and w* are associated with the interior edge
e.

LEMMA 3.11. For each interior edge e, the operator P, is bounded and compact.
Let the pairs of left singular vectors and singular values of P,, be {Ve m, fte.m }men and
the sequence {fie.m fmen 1S in a descending order. Then for any € > 0, there exists an
N, > 0, such that for all m > N, it holds that

(3.15) frem < exp (—m(@9) |

where N depends on d, Gmin, Gmax, Co, and Cq.
Therefore, if we set ®. ,, = span {ve,k};”;ﬁ for some m > N, then we have

3.16 in [Py — xllgrw) < —m{@T = 1
(3.16) i [ Pov = Xy ) <exp (—m ) ol o)

e,m

for any v e (Uw), [ - [l w))-

Lemma 3.11 is a generalization of Theorem 3.3 in [2] into cases where w is no
longer a cube but a shape regular rectangle. The result remains valid and the proof
remains the same, where essentially we use the renowned Caccioppoli inequality and
iteration arguments to obtain the quantification of such a compact embedding.

Now, with Lemmas 3.10 and 3.11 in mind, we will prove Theorem 3.1 and Propo-
sition 3.3 below.
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Proof of Theorem 3.1. First, we use Lemma 3.11 to get an m — 1 dimensional
space P, ,, C U(w), such that for any v € U(w*), we have

. 1,
(3.17) Min | Pov — Xl i1y < exp (—m(d+1 )> [0l 2 (o) -

Combined with the fact that w* C w,, we get that for any v € U(w,), it holds that

(3.18) nin 1Pt = Xl 2wy < exp (—m(T179) o]

e,m

H}(we) -

Setting v = P,v — x in Lemma 3.10 leads to

(3.19) [1Pe (Pov = X) = Tar(Bov = X)) 3/2(e) < CllPov = Xl m30) 5

where we have used the fact that P,v — x is a-harmonic in w. We also have the
relation

(3.20)

Pe (Pov = X) = Ia(Pov = x)) = Pe(v — Igv) — Pe(x = Iux) = Rev — Pe(x — I X) -

Let Wen = Po(®em — I ®e.m) C Hel?(e). Combining (3.18), (3.19), and (3.20), we
get

(3.21) Jmin |[Rev = wls < Coxp (—=m'@9) o]y )

e,m

for all m > N,, where C depends on cg, €1, Gumin, Gmax- Lhis implies the upper bound
of the singular values of R,:

(3.22) A< Cexp (—ml@a79)

The proof is complete. ]

We now present the proof of Proposition 3.3.
b

o. in Lemma 3.10, we get

Proof of Proposition 3.3. Taking v = u

(3.23) || Pe(u, — Tru,)

ez < C (1, 2 ) + Hl fllz2w) -

The proof is completed by using the elliptic estimate [|ub,_ 1wy < CH| fllz2(w.) and
the fact w C we. 0

3.3.2. Edges connected to boundary. For an edge connected to the bound-
ary, i.e., e N 0N # ), we have a different geometric relation between e and w,; see
the right diagram in Figure 3. For this edge, we have that e N 92 = {p.} is a single
point. There exist two rectangles w C w*, such that e C w C w* C we. One side of
w and w* is parallel to e. We require that (1) Ow* only intersects with 9 on one of
the four edges of the latter; (2) pe is the center of gravity of dw N 9N and dw™* N INN.
We introduce three parameters ly, l5, g to specify and describe the geometry:

1. With respect to the center p., the two rectangles w and w* are scaling equiva-
lent, such that there exists Iy > 1, w* —pe = l4- (W —p.). For our choice of w,,
the parameter /4 can be selected to depend only on ¢y and c¢; in subsection
2.1.1.

2. The ratio of w’s larger side length over the smaller side length is bounded by
a uniform constant /5 > 1 that depends on ¢y and c¢; only.
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3. There is a constant lg > 1 depending on ¢y and ¢; only such that lg - e C w.
We note that Iy, 5, [ are universal constants for all edges connected to the boundary.
All three parameters depend on ¢y and ¢; only.

As in the last section, we have two lemmas that are needed in the proof of the
theorem. The first lemma is the same as Lemma 3.10, which also applies for edges
connected to the boundary due to the global Holder estimate in Theorem 8.29 of [18].
The second lemma is similar to Lemma 3.11, while here we define U(w*) and U(w)
to be the spaces of a-harmonic functions in w* and w that vanish at w* N 0 and
w N 09, respectively. The restriction operator follows the same definition as (3.14).
Regarding its singular values, we have the following lemma.

LEMMA 3.12. For each edge e connected to boundary, the operator P,, is bounded
and compact. Let the pairs of left singular vectors and singular values of P, be
{Ve,m» tte,m tmen and the sequence {em}men be in a descending order. Then for
any € > 0, there exists an N, > 0, such that for all m > N, it holds that

(3.24) He,m < €Xp (—m(d%rl*e)) ,

where N depends on d, Gmin, Gmax, Co, and Cq.
Therefore, if we set ®. ,, = span {ve,k}}c”; for some m > N, then we have

. 1,
(3.25) xgldglm HPwU - XHH;(w) < exp (—m(d+l )> HUHH;(w*)

for any v € (U(w*), || - HH;(M*)).

Lemma 3.12 is a generalization of Theorem 3.7 in [2] into cases where w is no
longer a cube but a shape regular rectangle and the boundary condition is of Dirichlet
type. The result remains valid and the proof remains the same; the key steps are
Caccioppoli inequality and iteration arguments, which lead to a quantitative estimate
of this compact embedding. Combining Lemmas 3.10 and 3.12 concludes the proof
for the boundary part; the argument is the same as that in the proof for the interior
edges.

4. Numerical experiments. In this section, we conduct numerical experiments
to validate our theoretical analysis and demonstrate the effectiveness of our method.
We will test three representative examples of the coefficient a(z): (1) with multiple
scales; (2) drawn from random Gaussian field with no scale separation; (3) with high
contrast.

4.1. Three choices in the algorithm. There can be different choices in our
algorithm, depending on whether the bubble part u® is computed, and whether the
oversampling bubble part Pe(uge -1 HUE;e) is incorporated into the edge basis func-
tions. We mainly focus on the following three choices. Here, we use H to denote the
coarse mesh size, and m is the number of left singular vectors of R, that are used in
constructing edge basis functions. We choose m to be the same for every edge e € Ep.

1. In the first choice, we compute the Galerkin solution without using P, (uE’Je —
I Huze) in the edge basis functions. Moreover, u° is not computed. The

solution depends on H and m and is denoted by ug?m. Theoretically, we

expect m = O(log™™ (1/H)) leads to an O(H) solution accuracy in the energy
norm; see Remark 3.8.
2. In the second choice, we further compute the bubble part «® and add it to

ug)m to get ug)m = ug?m +uP. This reveals one of the benefits of our energy
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orthogonal design; namely, the fine scale component u° is easy to compute.
Our theory in Remark 3.6 implies that we would still get the same rate as
ug)m in the upper bound of the accuracy. However, we will demonstrate that

ug)m does lead to much better numerical accuracy compared to ug)m, while

the additional computational complexity is negligible.

3. In the third choice, we compute P, (uge -1 Huge) and incorporate it into the
edge basis functions on e. We also compute the bubble part «® and add it
to the Galerkin solution. The final solution is denoted by ug)m. Our theory
in Remark 3.6 implies that we should get a nearly exponeﬁtially decaying
approximation error with respect to m. We test its numerical performance
when different kinds of a(x) are present.

In all the numerical examples, we consider the elliptic problem with homogeneous
boundary condition in the domain Q = [0, 1] x [0, 1]:
{—V~(aVu) =f inQ,

4.1
(4.1) u=0 ondN.

We discretize the domain by a uniform two-level quadrilateral mesh; see a fraction of
this mesh in Figure 4, where we also show an edge e and its oversampling domain w,
in solid lines.

MR ISR R B

I T TTIT T

?
|
i

4
|
i
I
[
i
!
K
|
!
-4

Fic. 4. Two level mesh: a fraction.

The fine mesh is of size h = 1/1024, which is fine enough to resolve the fine scale
information of a(x). The reference solution wyef is computed using the classical FEM
on the fine mesh. Since h is small, we will treat u,.s as the ground truth w. The
accuracy of our solutions (ug)m,k = 1,2,3) is computed by comparing them with
the reference solution u,.f on the fine mesh. The accuracy will be measured both in
the L? norm and the energy norm. They depend on the mesh size H, the number of
enrichment basis functions m, the coefficient a, and the right-hand side f. We use

the notation below:

(k)
e(k)(H m,a f) = Humf — qumHLZ(Q)
L2 s 110y Wy -

Uy 2 ’
(4.2) l[retll L2 (02)

(k)
Uref — Upy |l HI
e(k)(H, . f) (| tret H. HHQ(Q)

||Uref||Hg(Q)

We will vary these parameters to test the convergence behavior of our method. We
start with a detailed implementation of the algorithm in the next subsection.
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4.2. Implementation of our algorithm. In this subsection, we outline the
implementation of our algorithm for computing u%’)m, k = 1,2,3. We consider the
setting that for a given a we want to solve the equation with multiple f. In such a
scenario, for the sake of efficiency, steps that are independent of f will be computed
offline and only be implemented once. Steps that are adaptive to f will be put online
and need to be implemented every time with a new f.

4.2.1. Offline stage. We start with the offline stage. The steps are outlined in
order below.

1. For each element of the coarse mesh T' € Ty, we build the local stiffness
matrix for the local elliptic problem with Dirichlet’s boundary condition. We
can use this matrix to solve the local elliptic equation with arbitrary Dirichlet
boundary data effectively. Specifically, we can do an a-harmonic extension of
functions on edges to elements.

2. For each oversampling domain w,, we build the local stiffness matrix for the
elliptic problem in w, with Dirichlet’s boundary condition, repeating the last
step with T replaced by we.

3. For each edge e and its oversampling domain w,, we build the matrix version
of the operator R.. Theoretically, the domain of R, comprises a-harmonic
functions in w,; they are fully determined by their trace on dw.. Numerically,
our matrix version of R., when viewed as a linear mapping, maps Dirichlet’s
boundary data on dw, to the image of R, on e.

4. After we discretize the corresponding norms in the domain and image of R,
the SVD problem for R, transforms into a generalized eigenvalue problem
for the discrete matrices. We use standard algorithms (in this paper, we use
MATLAB’s default eig(A,B)) to get the top-m singular vectors. Together
with the interpolation part, their a-harmonic extensions constitute the basis
functions that will be used in the Galerkin method.

5. Using the basis functions, we assemble the corresponding global stiffness ma-
trix by running over each element.

Remark 4.1. The main computational cost in the offline stage is step 4: the
construction of edge basis functions. It requires us to compute the first m singular
vectors of R, corresponding to the m largest singular values. Any fast algorithm of
SVD can be employed here. In our implementation, we have used the simple MATLAB
default functions. It is also possible to use tools in randomized numerical linear
algebra, such as the randomized SVD, to obtain efficient computation of these m most
significant singular vectors; see, for example, the works [8, 9]. As mentioned in Remark
3.9, we can also choose a different number of edge basis functions, say m., for each edge
e. The final accuracy of the solution ’U’S)m will be of order (maxcegy Aem. )| fllz2()
where A¢ . is the m.th singular value of k.. We have an analytic bound

Aem. < Cexp (—mgm_g))

due to Theorem 3.1, so O(log®™! (1/H)) number of basis functions for each edge would
be sufficient to achieve O(H ) accuracy. Nevertheless, in our numerical experiments, we
found that a small number of basis functions have shown very good accuracy already.
The nearly exponential decay is also observed in all our numerical experiments.

4.2.2. Online stage. The online stage consists of the following steps. We put
a bracket at the end of each step to indicate for which k this step is needed.
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1. Compute the bubble part u° using the local stiffness matrix in each 7" built
offline. (k= 2,3)

2. Compute the oversampling bubble part ugﬁ using the local stiffness matrix
in each w, built offline. Use the boundary data P, (uge -1 Huge) on each e
to perform the a-harmonic extension; this leads to a basis function adaptive
to f for each e. Combine these new basis functions with those built offline to
assembly an updated global stiffness matrix. Since we have computed an old
stiffness matrix for the offline basis functions, we only need to incorporate
the additional parts introduced by the new basis functions. (k = 3)

3. Compute the Galerkin solution using f and the global stiffness matrix. (k =
1,2,3)

4. Add the bubble part computed in the first step to the Galerkin solution.
(k=2,3)

We test our algorithm for three examples in the next subsections.

4.3. An example with multiple spatial scales. In the first example, we
choose a(x) with five scales as follows:

1 (1.1—|—sin(27rx1/61) 1.1+ sin (27xo/ez) 1.1+ cos (271 /e3)
a(z) = 6 \1.1+sin (2rxa/e1) 1.1+ cos (2mx1/ez) 1.1+ sin (2maz/e3)
1.1+ sin (2rxa/eq) 1.1+ cos (271 /€5)
1.1+ cos(2mz1/eq) 1.1+ sin(2mxa/e€5)
where €1 = 1/5, €2 =1/13, €3 =1/17, ¢4 = 1/31, €5 = 1/65. We set f = —1.
First, we test the convergence with respect to H. We compute ug)m form=20,1,2

(4.3)

+ sin (430%1‘%) + 1) ,

and H = 1/2!, where [ = 3,4,5,6,7. The energy and L? errors are shown in Figure 5.
We remark that m = 0 corresponds to the vanilla MsFEM. We observe from Figure 5
that the vanilla MSFEM does not lead to convergence of errors. However, if we set
m = 2, then we can identify a roughly O(H) tendency in the energy error and an
O(H?) accuracy in the L? norm. This implies our edge basis functions can correctly
capture the multiscale behavior of the solution. In addition, we observe that increasing
m may be more efficient than decreasing H.

1

)

—

o
N
—
3

1
Energy error: 61(5) (H,m,a,f
L? error: e(ng) (H,m,a, f)

Fic. 5. Example 1. The coefficient a has multiple scales, f = —1, k =1, and m = 0,1,2; left:
energy error w.r.t. H; right: L? error w.r.t. H.
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3 -2 S~
g $ 1073
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~ 1073 - 10
=Y 10-5
5 1074 o 10
g S 10-6
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E Yy 1077
10-6 10-8
1 2 3 45 6 7 1 2 3 45 6 7
m m

Fic. 6. Exzample 1. The coefficient a has multiple scales, f = —1, H = 1/32, and k = 1,2,3;
left: energy error w.r.t. m; right: L? error w.r.t. m.

Next, we fix H = 1/32 and vary m from 1 to 7 to compute ug)m, k=1,23.
The results are illustrated in Figure 6. We observe a desired nearly exponential

decay error for ug)m Without using bubble parts, the error for u(hl,)m
(2)

after m > 3. Moreover, after adding «®, the solution u ym achieves a much better

accuracy compared to ug}?m. This demonstrates the benefits of our energy orthogonal

design. Even without the oversampling bubble part, we can still get very accurate
approximation. Because the additional computational cost for ug)m compared to

ug)m is negligible, this result tells us that we should always compute the bubble part

if we can. In the subsequent examples, we will omit the case k = 1 and mainly
investigate the performance of k = 2, 3.

We remark that in our uniform coarse mesh, there are 2/H - (1/H — 1) coarse
edges and (1/H — 1)? interior nodes if 1/H is an integer. Thus, the number of basis
functions used for computing ug?m,ug?m is 2/H - (1/H — 1)m + (1/H — 1)%, while
for u(g)m it is 2/H - (1/H —1)(m+1) + (1/H — 1)2. Among all these basis functions,
(1/H —1)? of them belong to the interpolation part and have supports in the union of
four elements, while the remaining ones are supported in the union of two elements.

saturates

4.4. Random field without scale separation. In the second example, we
choose a(z) to be a realization of some random field. More precisely, we set

(4.4) a(z) = [§(x)[ +0.5,

where the field £(x) satisfies

. 1 1+1 i j+1
() = annéij+anitr; +a12&ij+1+ a0t ifz € {?, o > X {%» 2 o7 ) .
Here, {&,;,0 <14,5 < 27} are i.i.d. unit Gaussian random variables. In addition, a;; =
(i+1-2"21)(j+1-2"22), az1 = (2721 —4)(j+1-2"22), a12 = (i+1—2"21) (2722 —j),
azs = (27w1 —14)(2729 — j) are interpolating coefficients to make &(x) piecewise linear.
Generally, a typical realization of the field a(x) is rough and of no scale separation.
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We choose the same right-hand side f = —1. For a single realization of a(z),
we compute ug)m for k = 2,3. As before, we fix H = 1/32 and vary m from 1 to
7. The errors are output in Figure 7. For this example, we observe that both k = 2
and k = 3 yield nearly exponential decay of approximation errors with respect to m.
Using k = 2 can already be very efficient, although theoretically we only get an O(H)
upper bound for the accuracy.

:‘-\: ~—
IS] ) ~
Eﬁ 10 e
] g
g 1073 )
—
£ i
() 1074 8
©
Z .
g ~
=
10~°

Fic. 7. Ezample 1. The coefficient a is a rough random field, f = —1, H =1/32, and k = 2,3;
left: energy error w.r.t. m; right: L? error w.r.t. m.

4.5. An example with high contrast channels. In the third example, we
consider an a(x) with high contrast channels. Let

X = {(z1,22) €[0,1]%, 21,25 € {0.2,0.3,...,0.8}} C [0,1]?,

and the coefficient is defined as

1 if dist(z, X) > 0.025,
a(z) =
M else.

Here, M is a parameter controlling the contrast. We visualize log;, a(z) in Figure 8
for M = 10%.

For high contrast media, we test the performance of ugﬁ,)m for k = 2,3 in the
following. We use a nonconstant right-hand side f(z) = x} — 23 + 1. The contrast
M is set to be 210,214 respectively. The coarse mesh size is H = 1/32 and we vary
m=1,2,...,7. We present the energy errors and L? errors of the solution in Figures
9 and 10.

We observe a contrast-independent error decay: our method demonstrates some
robustness with respect to high contrast in a(z). We believe the reason could be that
every step in the algorithm is adaptive to a(x), for example, the singular value decay of
the operator R, would have some robustness regarding high contrasts in a(x) because
both of the norms in the domain and image of this operator are a(x)-weighted. We
leave the theoretical analysis of deriving an a(x)-adapted estimates for future study.

5. Concluding remarks. In this section, we summarize the main findings of
this paper, provide several relevant discussions and generalizations, and draw our
conclusions accordingly.
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log, a(x)

8§05

Ly

Fig. 8. Example 3. The coefficient has high contrasts. The contour of logyg a(z) for M = 10%.

—o— k=2 M =210
—m— = 81 =280
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Energy error: e
—
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Fi1G. 9. Ezample 3. The coefficient a has high contrast, f(z) = x‘ll — x% +1, H=1/32, and
k =2,3. The energy error w.r.t. m.

5.1. Summary. In this paper, we developed a multiscale framework to solve
second-order linear elliptic PDEs with rough coefficients, extending the previous work
[19]. The energy orthogonal decomposition of the solution space into a-harmonic
parts and bubble parts is the critical component of our approach, leading to distinct
treatments for the two components. The bubble part depends on local information
of f and can be computed locally and efficiently. The a-harmonic part depends
entirely on function values on edges, so we use multiscale edge basis functions to
approximate it. The initial decomposition, combined with a subsequent coupling
of the two components, eventually leads to nearly exponential convergence of the
approximation error with respect to degrees of freedom. We provided a rigorous
proof of this phenomenon.

5.2. Discussions. The most technical part of the proof lies in the approxima-
tion of the coarse scale component. Our coarse scale function u", being a-harmonic
in each local element, can be approximated with exponential efficiency if some infor-
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Fic. 10. Ezample 3. The coefficient a has high contrast, f(z) = 21 — 23 + 1, H = 1/32, and
k =2,3. The L? error w.r.t. m.

mation from the oversampling domains is utilized. We used a result from [2], which
is Lemma 3.11 in this paper, to prove this exponential accuracy rigorously. Our nu-
merical experiments validated the theoretical analysis. We observed evidence of a
nearly exponential convergence. Compared to the work [2], which can also achieve
exponential convergence and relies on a partition of unity for the overlapping domain
decomposition, our edge coupling uses a nonoverlapping decomposition of the domain.
Thus, our local domain and local basis functions would have a smaller lengthscale,
and every single local computation is more efficient. On the other hand, the number of
edges is larger than the number of elements, so we may get more basis functions. It is
of future interest to compare our approach with the one in [2] and to establish a more
systematic comparison of algorithms with overlapping and nonoverlapping domains.
Moreover, both [2] and our work deal with the level of multiscale model reduction. It
would be interesting to explore the multilevel structure of the coarse scale space V",
possibly via a multigrid type of algorithm. The work of gamblets [29, 30] has achieved
this goal for a different energy orthogonal decomposition of the solution space.

Our current theory does not fully explain the robustness with respect to the
contrast of a(x) that we observed in the experiments. It is of future interest to
perform a theoretical analysis of this phenomenon. Intuitively, a guiding principle for
designing methods robust to high contrast may be to make every step a(x)-adaptive.
Our approach is indeed a(z)-adaptive. The H'/?(e) norm and the H!(w,) norm used
in the SVD both depend on a(z). We expect an estimate of the decay of singular
values that has better scaling regarding the contrast of a(x).

In Theorem 2.6, the integration of local errors to a global error implies the im-
portance of performing approximation on each edge in the H(% 2 (e) space. This is one
of the main messages that we would like to convey in this paper. We also believe this
theorem may lead to broader applications; it provides a general way of coupling errors
through local edge approximation. Various ways of local edge approximation can be
designed based on this theorem, and the final accuracy will depend on the decay of
the singular values of some related operator, as we have discussed in subsection 3.2.
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5.3. Generalizations of the method. There can be several natural generaliza-
tions of the method in this paper. The first is on the boundary condition. When the
problem is posed subject to the homogeneous or nonhomogeneous Neumann boundary
conditions, we should adapt our energy orthogonal decomposition to these conditions.
For example, suppose on the boundary we have % = g, where n is the unit-normal
vector at the boundary and g is a function on 9f2. For an element T' adjacent to the

boundary, we will decompose the solution u = uf}, + u5 + u, where
~V-(aVul)=0 inT,
ul =u on dT\0N,
oul.

— =0 ondT' NN,
on

~V-(aVud)=f inT,
u =0 on dT\0N,
oub.
on

The additional third component u. is to incorporate the nonhomogeneous boundary
condition using a particular solution:

=0 ondIT'NoN.

-V - (aVuy)=0 inT,
uf =0 on dT\0Q,
ou.

—— =g ondT'NoN.
on

Similar to the case of the homogeneous Dirichlet boundary condition, we can approxi-
mate the three components separately. Both ulj’« and uf, can be approximated via local
computation, and the a-harmonic part uhT can be done via a similar oversampling and
SVD.

The second natural generalization is to higher dimensions d > 3. In this case, the
nodal interpolation part is not enough to localize the approximation onto each edge
with codimension 1. If we do not use the partition of unity and still use a nonoverlap-
ping domain decomposition, we may need to design approximation spaces for all cells
with codimension 1,2,...,d that constitute the mesh. Indeed, the method in this
paper for d = 2 can be understood as a way of reducing the task of approximation of
functions in 7" of dimension d, to approximation of functions on edges (of codimension
1) and nodes (of codimension 2). The enrichment part is designed for the former case,
and the interpolation part is for the latter case. For general d, this framework enables
us to approximate functions on cells with codimension ranging from 1 to d.

(5.2)

5.4. Conclusions. Overall, this paper explores a novel energy orthogonal de-
composition of the solution space, which takes advantage of the structural information
of the different components, such as the locality in computation (for the bubble part)
and the exponentially efficient approximation (for the a-harmonic part). This is why
the overall exponential convergence can be achieved. Furthermore, in our nonover-
lapping domain decomposition, we build a general framework for edge coupling that
can integrate local errors to a guarantee of global accuracy. It is of interest to extend
this methodology beyond the case of ellipticity, namely, to other types of PDEs, such
as the Helmholtz equation, especially in the high frequency regime. We will explore
these possibilities in subsequent works.
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