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ON THE BREAKDOWN OF SOLUTIONS TO THE INCOMPRESSIBLE EULER

EQUATIONS WITH FREE SURFACE BOUNDARY

DANIEL GINSBERG

Abstract. We prove a continuation critereon for incompressible liquids with free surface boundary. We
combine the energy estimates of Christodoulou and Lindblad with an analog of the estimate due to Beale,
Kato, and Majda for the gradient of the velocity in terms of the vorticity, and use this to show solution
can be continued so long as the second fundamental form and injectivity radius of the free boundary, the
vorticity, and one derivative of the velocity on the free boundary remain bounded, assuming that the Taylor
sign condition holds.

1. Introduction

We consider the equations of motion for an incompressible, bounded fluid body with velocity u =
(u1, u2, u3) and pressure p:

(∂t + uk∂k)ui = −∂ip, i = 1, .., 3, in D, (1.1)

div u = ∂iu
i = 0, in D. (1.2)

Here, we are summing over repeated upper and lower indices and writing ∂t =
∂
∂t and ∂k = ∂

∂xk as well as

ui = δijuj . The domain D =
⋃

0≤t≤T {t} × Dt is to be determined, and satisfies:

p = 0 on ∂Dt, p > 0 in Dt, (∂t + uk∂k)
∣∣
∂D

∈ T (∂D), (1.3)

with D0 diffeomorphic to the unit sphere.
The problem (1.1)-(1.3) is ill-posed in Sobolev spaces unless the following condition holds, known as the

“Taylor sign condition” (see [4]):

(−∇Np)(t, ·) > 0 on ∂Dt where ∇N = N i∇i.

This and related problems have been studied by a wide variety of authors. In the case that D0 is
diffeomorphic to the lower half plane and the vorticity ω = curl v vanishes, this is known as the irrotational
water waves problem. The literature on this problem is vast; let us just single out [6], [16] and [9], where
the authors proved that in two and three dimensions, the water waves problem is globally well-posed in
Sobolev spaces. See [10] for a comprehensive survey of this problem. See also [18], where the authors
considered the water waves problem in two dimensions with constant vorticity and proved that the system
has a cubic lifespan, and [17], where the authors considered the free boundary problem in two dimensions
with self-gravitation but no vorticity and also proved a cubic lifespan bound.

In the case that D0 is a bounded domain and ω 6= 0, Lindblad and Christodoulou proved energy estimates
in [13]. Local well-posedness was then shown in this case by Lindblad in [11] using a Nash-Moser iteration
and later by Shkoller and Coutand in [2] using a tangential smoothing operator.

We now describe the energy estimates developed by Lindblad and Christodoulou. We let Ni denote the
unit conormal to ∂Dt and let Πj

i = δji −NiN
j denote the projection to the tangent space at the boundary.

Writing ∇ for the covariant derivative on Dt, we let θ denote the second fundamental form of ∂Dt:

θij = Πk
iΠ

ℓ
j∇kNℓ

The energies in [13] are of the form:

Er(t) =

∫

Dt

δijQ(∇rui,∇
ruj) +

∫

∂Dt

Q(∇rp,∇rp)|∇p| dS +

∫

Dt

| curl∇r−1u|2, (1.4)

where Q is a quadratic form which is the norm of the tangential components, Q(β, β) = |Πβ|2 when restricted
to the boundary, and the full norm in the interior.
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Let ι0 denote the injectivity radius of the normal exponential map. By definition this is the smallest
number ι so that the map:

(x, ι′) → x+ ι′N(x) ∈ Dt

defined for x ∈ ∂Dt, ι
′ ∈ (−ι, ι). is injective. Thus ι0 measures how far ∂Dt is from self-intersecting. The

main theorem in [13] is:

Theorem 1. Let (u,D) be a smooth solution to (1.1)-(1.3) for 0 ≤ t ≤ T . Suppose that the following bounds

hold:

|∇u|+ |∇p| ≤M in Dt, (1.5)

|θ|+
1

ι0
≤ K, on ∂Dt, (1.6)

−∇Np ≥ δ > 0, on ∂Dt, (1.7)

|∇2p|+ |∇Dtp| ≤ L on ∂Dt. (1.8)

Then there are continuous functions Fr with Fr|t=0 = 1 so that:

Er(t) ≤ Fr(t,M,K, δ−1, L, E0(0), ..., Er−1(0))Er(0)

By the local well-posedness results in e.g. [12] or [2], Theorem 1 and an approximation argument to
go from smooth solutions to solutions in Sobolev spaces, this gives the following breakdown critereon for
solutions to (1.1)-(1.3):

Corollary 1. Let (u,D) be a solution to (1.1)-(1.3) with:

u(t) ∈ Hs(Dt), Dt ∈ Hs+1/2(R3), 0 ≤ t ≤ T. (1.9)

for s ≥ 3. Suppose that T ∗ is the largest time so that u can be continued as a solution to (1.1)-(1.3) in the

class (1.9). Then either T ∗ = ∞ or at least one of the quantities on the left-hand sides of (1.5), (1.6), (1.8)
go to infinity, or the quantity on the left-hand side of (1.7) goes to zero as tր T ∗.

Here, Dt ∈ Hs+1/2(R3) means that locally, Dt can be written as the graph of a function in Hs+1/2(R3).
Our result is that the above breakdown condition can be replaced with a condition on the vorticity ω and
some norms of u on the free boundary ∂Dt. Our approach follows the seminal article [1], where Beale, Kato,
and Majda consider the incompressible Euler equations in R

3:

(∂t + uk∂k)ui = −∂ip, in [0, T ]× R
3, (1.10)

div u = 0, in [0, T ]× R
3. (1.11)

with solutions in the following space:

u ∈ C([0, T ];H3(R3)) ∩C1([0, T ];H2(R3)). (1.12)

The show that if T ∗ <∞ is the first time for which the solution to (1.10)-(1.11) cannot be continued beyond
T = T ∗ in the class (1.12), then:

∫ T∗

0

|| curl v(t, ·)||L∞(R3) = ∞

See also [5] for a generalization to the case of a fixed, bounded domain with a Neumann boundary condition.
We now describe our main theorem. We write N for the Dirichlet-to-Neumann operator on ∂Dt; if

ψ : ∂Dt → R and ψH : Dt → R denotes the harmonic extension of ψ to Dt, then:

Nψ =
(
N · ∇ψH

)∣∣
∂Dt

.

We will also write U = u|∂Dt . Our main result is then:

Theorem 2. Let u be a solution to (1.1)-(1.2) in the class (1.9) with s > 3. Define:

A(t) = ||ω(t)||L∞(Dt) + ||∇u(t)||L∞(∂Dt) + ||NU(t)||L∞(Dt),

K(t) = ||θ(t)||L∞(∂Dt) +
1

ι0(t)
+ ||(∇Np(t))

−1||L∞(∂Dt).
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Suppose that there is a time T ∗ so that the solution cannot be continued past T ∗ in the class (1.9) and that

T ∗ is the first such time. Then either:

lim sup
tրT∗

K(t) = ∞,

or
∫ T∗

0

(
A(t)

)2
+ ||∇NDtp(t)||L∞(∂Dt) dt = ∞. (1.13)

In particular, if (1.13) occurs, then:

lim sup
tրT∗

A(t) + ||∇NDtp(t)||L∞(∂Dt) = ∞.

The reason that this criterion requires a bound for A2 instead of A is ultimately due to the fact that the
energy estimates we will use require a bound for Dtp in the interior. Since ∆p = −(∇iuj)(∇

jui), it follows
that ∆Dtp is cubic in u (see Lemma 8).

As in [1] and [5], the proof relies on two ingredients. First, in Section 5 we assume that (u,D) is a solution
to (1.1)-(1.3) in the class (1.9) and that the following bounds hold:

|θ(t)|+
1

ι0(t)
≤ K, on ∂Dt, 0 ≤ t ≤ T,

(−∇Np(t)) ≥ δ > 0, on ∂Dt.0 ≤ t ≤ T,

Then, with Er defined by (1.4):

d

dt
E3(t) ≤ C(K, δ−1)(||∇u||L∞(Dt) +A(t) +

(
A(t)

)2
+ ||∇NDtp||L∞(∂Dt))E3(t), (1.14)

and for s ≥ 4,

d

dt
Es(t) ≤ C(K, δ−1)(||∇u||L∞(Dt) +A(t) +

(
A(t)

)2
+ ||∇NDtp||L∞(∂Dt))

(
Es(t) + P (Es−1(t), ..., E0(t))

)
.(1.15)

Write u = u0 + u1 where:

∆u0 = curlω, in Dt, (1.16)

u0 = 0, on ∂Dt, (1.17)

and ∆u1 = 0 in Dt, u1|∂Dt = u|∂Dt . In section 4, we prove the following nonlinear estimate:

||∇u0(t)||L∞(Dt) ≤ C(K)
(
(1 + log+(||ω(t)||H2(Dt))||ω(t)||L∞(Dt) + 1

)
, (1.18)

with log+(s) = max(0, log(s)), which relies on properties of the Green’s function for the Dirichlet problem
in Dt.

Assuming that (1.14)-(1.15) and (1.18) hold for the moment, we have:

Proof of Theorem 2. Write ys(t) = Es(t), y∗s =
∑

k≤s Ek. By the maximum principle (3.16), we have

||∇u1||L∞(Dt) ≤ A(t). Therefore, by (1.14) and (1.18), we have that y3(t) satisfies the differential inequality:

d

dt
y3 ≤ C(K)

(
A+A2 + ||∇NDtp||L∞(∂Dt)

)
y3(1 + log+ y3) (1.19)

and that for s ≥ 4:

d

dt
ys ≤ C(K)

(
A+A2 + ||∇NDtp||L∞(∂Dt))

(
ys(1 + log+ ys) + P (y∗s−1)

)
.

As in the proof of Proposition 17.2.3 in [15], we now note that (1.19) implies:

lim sup
tրT∗

∫ y3(t)

y3(0)

dy

y(1 + log+ y)
≤ C(K) lim sup

tրT∗

∫ t

0

A(s) +
(
A(s)

)2
+ ||∇NDtp(s)||L∞(∂Ds) ds (1.20)

and this is finite, by assumption.
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On the other hand, since T∗ is the largest time for which (1.1)-(1.3) has a solution in the space (1.12), we
have lim suptրT∗

y3(t) = ∞. However,

lim
s→∞

∫ s

a

dy

y(1 + log+ y)
= ∞,

for any a > 0, which contradicts the fact that the right-hand side of (1.20) is finite. The result for s ≥ 4
then follows from induction and (1.15).

�

2. The free boundary ∂Dt and the projection to the tangent space at the boundary

It is easiest to define the geometric quantities that we will need in terms of Lagrangian coordinates, which
we now define. Let Ω ⊂ R

3 be diffeomorphic to the unit ball. We define xi(t) = xi(t, ·) : Ω → Dt by:

d

dt
xi(t, y) = ui(t, x(t, y)),

xi(0, y) = f0(y),

where f0 : Ω → D0 is a volume preserving diffeomorphism. This change of coordinates and the metric δij in
R

3 induce a time-dependent metric g = g(t, y) on Ω:

gab(t, y) = δij
∂xi

∂ya
∂xj

∂yb
. (2.1)

As in [13], we will work with the covariant derivative associated to g; if α = αa1···ardy
a1 · · · dyar is a (0, r)

tensor then ∇α is a (0, r + 1) tensor with components:

∇aαa1···ar = ∂aαa1···ar − Γb
a1aαba2···ar − · · · − Γb

aar
αa1···ar−1b,

where the Christoffel symbols Γc
ab are defined by:

Γc
ab =

1

2
gcd

(
∂

∂ya
gbd +

∂

∂yb
gad −

∂

∂yd
gab

)
.

We will frequently make use of the fact that the covariant derivatives commute, which just follows from the
fact that they commute when expressed in Eulerian coordinates. We will write ∇r

a1···ar
= ∇a1

· · · ∇ar and
will often omit the indices a1, · · · ar.

We will write Dt for time differentiation in Lagrangian coordinates:

Dt =
∂

∂t

∣∣∣∣
y=const

=
∂

∂t

∣∣∣∣
x=const

+ uk
∂

∂xk
.

Note that Dt does not commute with x derivatives:

[Dt, ∂i] = −(∂iu
k)∂k (2.2)

We will use the convention that the letters a, b, c... refer to quantites expressed in Lagrangian coordinates
and the letters i, j, k, ... refer to quantites expressed in the Eulerian coordinates.

2.1. The geometry of ∂Dt. We let Na denote the unit normal to ∂Ω with respect to the metric g defined
by (2.1), and write Na = gabN

b for the unit conormal. We will write γ for the (co)-metric on ∂Ω:

γab = gab −NaNb, γab = gab −NaN b.

We also write:
Πa

b = δab −NaNb

for the orthogonal projection to T (∂Ω). More generally if α is a (r, s) tensor, we set:

(Πα)b1···bra1···as
= Πc1

a1
· · ·Πcs

as
Πb1

d1
· · ·Πbr

dr
αd1···dr
c1···cs .

We will write ∇ for covariant differentiation on ∂Ω, defined by:

∇α = Π∇α,

for an arbitrary tensor field α. The second fundamental form θab is given by:

θab = ∇aNb = Πc
aΠ

d
b∇cNd.



ON THE BREAKDOWN OF SOLUTIONS TO THE INCOMPRESSIBLE EULER EQUATIONS WITH FREE SURFACE BOUNDARY5

We let ι0 denote the injectivity radius of ∂Dt. The fundamental geometric assumption that we will make
is that:

|θ|+
1

ι0
≤ K, on ∂Dt. (2.3)

Among other things, this assumption ensures that the domain Dt satisfies the “uniform exterior sphere
condition”:

Lemma 1. If (2.3) holds, then there is a r0 = r0(K) with r0 > 0 so that for each x ∈ ∂Dt, there is an

r > r0 and balls B1, B2 with radius less than r so that:

B ∩ Dt = {x}, B2 ∩ R3 \ Dt = {x}.

Proof. Fix x ∈ ∂Dt and take r ≤ K/2. With z± = x± rN(x), where N(x) is the normal vector to ∂Dt at x,
the ball of radius r centered at z± touches x but does not cross ∂Dt (from the outside in the “+” case and
the inside in the “-” case) since the largest principal curvature at x does not exceed K. Also, by the bound
for the injectivity radius, there are no other points of ∂Dt in this ball. �

We now let d = d(t, y) denote the geodesic distance to the boundary and define the extension of the
normal to the interior of Ω by:

Ña =
∇ad√

gab∇ad∇bd
,

which is well-defined so long as (t, y) are such that d(t, y) < ι/2, say. From now on we will abuse notation

and just write N instead of Ñ . Note that with this choice of d, we have ∇NN = 0 near the boundary. We
now extend this definition to all of ∂Ω. Let ϕ ∈ C∞

0 (R) be so that ϕ(x) = 1 when |x| ≤ 1/4 and ϕ(x) = 0
when |x| ≥ 1/2, and set ϕι(x) = ϕ(ι−1x). We then abuse notation further and write:

Πa
b = δab − ϕιN

aNb, ∇b = Πa
b∇b. (2.4)

Away from the boundary Π is just the identity map and close to the boundary it agrees with the projection
onto the tangent space to the level sets of d. Similarly, away from the boundary ∇ is the covariant derivative
and on ∂Ω it is the covariant derivative on ∂Ω.

If the assumption (2.3) holds, we can control derivatives of Π:

Lemma 2. Let d(y) = distg(y, ∂Ω) denote the geodesic distance in the metric g from y to ∂Ω. If n denotes

the conormal n = ∇d to the sets {y ∈ Ω : d(y) = a} and Π is defined by (2.4), then:

|∇n(t, y)|+ |∇Π(t, y)| ≤ C||θ(t, ·)||L∞(∂Ω), |Dtn(t, y)|+ |DtΠ(t, y)| ≤ C||∇u(t, ·)||L∞(Ω),

when d(y) < ι0
2 , where ι0 is the normal injectivity radius of ∂Dt.

Proof. See Lemmas 2.1, 3.10-3.11 in [13]. �

3. Elliptic estimates

We will need many of the elliptic estimates from [13]. The basic result we rely on is the following pointwise
inequality. Let β = βIi∇r

Iαi for a (0, 1)-tensor α. We will write:

div β = ∇iβIi, curlβij = ∇iβIj −∇jβIi,

and:

(Πβ)Ji = ΠI
JβIi = Πii

j1
· · ·Πis

js
βi1·isi.

We then have Lemma 5.5 from [13]:

Lemma 3. With the above notation:

|∇β| ≤ C
(
| div β|+ | curlβ|+ |Π∇β|

)
. (3.1)

We will also use the following simple version of the trace inequality, which is estimate (5.19) in [13].

Lemma 4. If (2.3) holds, then:

||β||2L2(∂Ω) ≤ C
(
||∇β||2L2(Ω) +K||β||2L2(Ω)

)
. (3.2)
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The following estimates are based on (3.1) and will be used to control both p and Dtp in the interior.
The first estimate for r ≥ 2 is (5.28) in [13], while the second estimate follows from (5.20) in [13] and the
estimate ||∇q||L2(Ω) ≤ ||∆q||L2(Ω) if q = 0 on ∂Ω which is just integration by parts.

Lemma 5. If (2.3) holds and r ≥ 2, then:

||∇rq||L2(∂Ω) + ||∇rq||L2(Ω) ≤ C||Π∇rq||L2(∂Ω) + C(K,Vol (Ω))
∑

s≤r−1

||∇s∆q||L2(Ω). (3.3)

If q = 0 on ∂Ω, then in addition:

||∇q||L2(∂Ω) + ||∇q||L2(Ω) ≤ C(K)||∆q||L2(Ω) (3.4)

We also need estimates to control Π∇rq when q = 0 on ∂Ω. Note that when r = 2, we have:

0 = Πij∇i

(
Πkℓ∇kq

)
= ΠijΠkℓ∇i∇kq +Πij(∇iΠ

kℓ)∇kq. (3.5)

Recalling that Πkℓ = δkℓ −NkN ℓ and that since q = 0 on ∂Ω, ∇kq = Nk(∇N q), so the above implies that:

ΠijΠkℓ∇i∇kq = θij∇Nq. (3.6)

We will need a higher-order version of this formula. As explained in [13], the idea is that since q = 0 on
∂Ω, q/d is smooth up to the boundary (recall that d is the distance to the boundary), and we can write:

Π∇rq = Π∇r(d q/d) =

r∑

ℓ=0

Π(∇ℓd)⊗ (∇r−ℓq/d). (3.7)

On ∂Ω, d = Π∇d = 0 and Π∇2d = θ, so that Π∇ℓd ∼ ∇
ℓ−2

θ, to highest order. We now want to replace

the derivatives ∇r−ℓ with tangential derivatives in the above expression. Writing ∇i = ∇
i
+N iNj∇j , and

inserting this into (3.7) generates derivatives of N . Repeatedly using that ∇NN = 0, these can be turned
into derivatives of θ. Also, we have q/d ∼ ∇Nq, and so we should expect:

Π∇rq ∼
r∑

ℓ=2

(∇
ℓ−2

θ)⊗ (∇r−ℓ∇Nq). (3.8)

Note that this also gives a bound for ∇
r−2

θ, assuming that |∇Nq| is bounded below. In particular, a direct
calculation similar to (3.5) (see (4.21) in [13]) also shows that:

∇θ = (∇Nq)
−1

(
Π∇3q − 3θ⊗̃∇∇Nq

)
, (3.9)

where ⊗̃ is a symmetrization over some of the indices appearing in the tensor product θ ⊗ ∇∇Nq but for
our purposes the exact form is not important.

The precise version of (3.8) and a version of (3.9) for higher derivatives of θ can be found in Proposition
5.9 in [13] (see also Proposition 4.3 there):

Proposition 1. We have:

||Π∇rq||L2(∂Ω) ≤ C(K)

(
||∇

r−2
θ||L2(∂Ω)||∇Nq||L∞(∂Ω) +

r−1∑

k=1

||θ||kL∞(∂Ω)||∇
r−kq||L2(∂Ω)

)

+
(
||θ||L∞(∂Ω) +

∑

k≤r−2

||∇
k
θ||L2(∂Ω)

) ∑

k≤r−2

||∇kq||L2(∂Ω),

)
(3.10)

and:

||∇r−1q||L2(∂Ω) ≤ C

(
||∇

r−3
θ||L2(∂Ω)||∇Nq||L2(∂Ω) + ||∇r−2∆q||L2(Ω)

+ C(K,Vol (Ω), ||θ||L2(∂Ω), ..., ||∇
r−4

θ||L2(∂Ω))

(
||∇Nq||L∞(∂Ω) +

∑

s≤r−3

||∇s∆q||L2(∂Ω)

)
. (3.11)
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In addition, if |∇Nq| ≥ ε > 0 and |∇Nq| ≥ 2ε||∇Nq||L∞(∂Ω) on ∂Ω for some ε > 0 then:

||∇
r−2

θ||2L2(∂Ω) ≤ C(ε−1,K)

(
||Π∇rq||L2(∂Ω) +

(
||θ||L∞(∂Ω) +

∑

k≤r−3

||∇
k
θ||L2(∂Ω)

) ∑

k≤r−1

||∇kq||L2(∂Ω)

)
.(3.12)

The next set of estimates are more well-known. For example the first estimate is Theorem 9.14 in [7]
combined with Lemma 1, and the second estimate follows from a modification of the proof of Theorem
6.4.8 [14] (see Lemma 2 in [3] for a concise proof). The third estimate is not mentioned explicitly in these
references but it is clear that the arguments used to prove (3.14) can be used to prove (3.15) as well.

Proposition 2. If (2.3) holds, then for any q ∈W 2,p(Ω) ∩W 1,p
0 (Ω), 1 < p <∞:

||q||Lp(Ω) + ||∇q||Lp(Ω) + ||∇2q||Lp(Ω) ≤ C(K)||∆q||Lp(Ω). (3.13)

If ∆q = divF + g for a vector field F and a function g, and q ∈W 1,p
0 (Ω), then:

||∇q||Lp(Ω) ≤ C(K)
(
||F ||Lp(Ω) + ||g||L1(Ω)

)
. (3.14)

Similarly, if β is a vector field and ∆β = curl γ + ρ for vector fields γ, ρ and β ∈ W 1,p
0 (Ω), then:

||∇β||Lp(Ω) ≤ C(K)
(
||γ||Lp(Ω) + ||ρ||L1(Ω

)
. (3.15)

We will also need the following “Bernstein” maximum principle, which is just the maximum principle for
subharmonic functions combined with the fact that if ∆f = 0, then ∆|∇f |2 = 2|∇2f |2 ≥ 0:

Proposition 3. Suppose f ∈ C3(Ω) is harmonic. Then

||∇f ||L∞(Ω) ≤ ||∇f ||L∞(∂Ω). (3.16)

We now note the following simple consequence of (3.15) and (3.16). Writing u = u0+u1 as in (1.16)-(1.17)
and using Hölder’s inequality implies that:

||∇u||Lp(Ω) ≤ C(K,Vol (Ω))
(
||ω||L∞(Ω) + ||∇U ||L∞(∂Ω) + ||NU ||L∞(Ω)

)

≤ C(K,Vol (Ω))A, (3.17)

with A defined by (5.4).

4. A nonlinear estimate

If v ∈ L2(R3) is a vector field with div v = 0 and curl v = ω, then ∆v = curlω and using the fact that the
Riesz transform is bounded on Lp(R3) for 1 < p <∞ leads to:

||∇v||Lp(R3) ≤ C||ω||Lp(R3).

Unfortunately, such an estimate fails when p = ∞. The key idea in [1] is that there is a replacement for the
p = ∞ case if we are willing to control more derivatives of v:

||v||L∞(R3) ≤ C
(
(1 + log+ ||v||Hr(R3))||ω||L∞(R2) + ||ω||L2(R3)

)
,

for any r > 3/2, with log+(s) = max(0, log(s)).
There is a version of this inequality that holds on our domain Dt as well, provided that we have control

over the boundary:

Theorem 3. Suppose that (2.3) holds. If ∆v = curlα in Dt and v = 0 on ∂Dt, then for any s > 3:

||∇v||L∞(Dt) ≤ C(K)

((
1 + log+ ||α||Hs−1(Dt)

)
||α||L∞(Dt) + 1

)
,

where log+(q) = max(0, log(q)).

As in [1] and [5], the proof relies on estimates for the Green’s functions for the Laplacian. We will use
the following result, which follows from Theorems 1.1, 1.3, and 3.3 in [8]. The result in [8] assumes that the
domain satisfies the uniform exterior sphere condition, which holds if (2.3) holds, by Lemma 1.

Theorem 4. If Dt satisfies (2.3), there is a unique function G : Dt × Dt → R ∪ {∞} so that G ≥ 0,
G(x, y) = G(y, x) and so that the following properties hold:
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• If y ∈ Dt, then for any r > 0:

G(·, y) ∈ W 2,1(Dt \B(r, y)) ∩H1
0 (Dt),

• for each ϕ ∈ C∞
c (Ω) we have:
∫

Dt

G(x, y)∆ϕ(y) = −

∫

Dt

δij∇yiG(x, y)∇yjϕ(y) dy = ϕ(x), (4.1)

and

• if the bound (2.3) holds, then for all x, y ∈ Dt with x 6= y:

|G(x, y)| ≤ C|x− y|−1,

|∇G(x, y)| ≤ C(K)|x− y|−2,

|∇x∇yG(x, y)| ≤ C(K)|x− y|−3.

Using this result, we can now provide the

Proof of Theorem 3. We argue nearly exactly as in [1]. Fix x ∈ Dt and let δ > 0 be a parameter to be
determined later. Let χδ be a smooth function so that χδ(z) = 1 when |z − x| < δ, χδ(z) = 0 when
|z − x| ≥ 2δ, and so that |∇χδ| ≤

C
δ . By (4.1) we have:

vi(x) =

∫

Dt

G(x, y) curlαi(y) dy =

∫

Dt

G(x, y)(1−χδ(y)) curlαi(y) dy+

∫

Dt

G(x, y)χδ(y) curlαi(y) dy, (4.2)

We now re-write (4.2) as:

vi(x) =

∫

Dt

Kj
i (x, y)(1 − χδ(y))αj(y) dy +

∫

Dt

G(x, y)δiℓǫ
ℓjk(∇kχδ(y))αj(y) dy +

∫

Dt

G(x, y)χδ(y) curlαi(y) dy

≡ vA(x) + vB(x) + vC(x),

where ǫ is the fully anti-symmetric symbol normalized by ǫ123 = 1 and Kj
i (x, y) = δiℓǫ

jℓk∇ykG(x, y).

Using |∇xK(x, y)| ≤ |∇x∇yG(x, y)| ≤ C(K)|x− y|−3, we have:

|∇vA(x)| ≤ C(K)||α||L∞(Dt)

(∫

{δ≤|x−y|≤1}∩Dt

|x− y|−1dy +

∫

{1≤|x−y|}∩Dt

|x− y|−1dy

)

≤ C(K)

(
C1||α||L∞(Dt) − log δ||α||L∞(Dt)

)
,

where C1 = C1(Vol Dt).
Since |∇χδ| ≤ Cδ−1 and ∇χδ is supported on the annulus δ ≤ |x − y| ≤ 2δ, and since |∇G(x, y)| ≤

C(K)|x− y|−2 we have:

|∇vB(x)| ≤ C(K)δ−1||α||L∞(Dt)

∫

δ≤|x−y|≤2δ

|x− y|−2 dy ≤ C(K)||α||L∞(Dt).

Finally, to control ∇vC(x), we use Hölder’s inequality and then Sobolev’s inequality:

|∇vC(x)| ≤

∣∣∣∣
∫

Dt

∇xG(x, y)χδ(y)∇yα(y)dy

∣∣∣∣ ≤ C(K)

(∫

{0≤|x−y|≤δ}

|x− y|−12/5 dy

)5/6

||∇α||L6(Dt)

≤ C(K)δ1/2||α||H2(Dt).

Therefore we have shown:

|∇v(x)| ≤ C(K,Vol Dt)
(
(1− log δ)||α||L∞(Dt) + δ1/2||α||H2(Dt)

)
.

We now take δ−1/2 = min(1, ||α||H2(Dt)), so that the above becomes:

|∇v(x)| ≤ C(K,Vol Dt)
(
(1 + log ||α||H2(Dt))||α||L∞(Dt) + 1

)

and noting that by (1.2), Vol Dt = Vol D0, this completes the proof. �
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5. Energy estimates

The results in this section are nearly identical to those in [13]. The only difference is that we are slightly
more explicit about the lower-order terms that occur in the computations.

We define:

Er(t) =

∫

Ω

δijΠIJ (∇r
Iui)(∇

r
Juj) dx +

∫

∂Ω

ΠIJ (∇r
Ip)(∇

r
Jp)|∇p|

−1dS, (5.1)

as well as:

Kr(t) =

∫

Dt

|∇r−1ω|2 dx,

and:

Er(t) = Er(t) +Kr(t).

We also write:

E0(t) =

∫

Dt

|u|2 dx,

and a simple calculation shows that E0 is conserved. We will estimate these quantites assuming that the
following bounds hold on ∂Dt:

|θ|+
1

ι0
≤ K, (5.2)

|∇p| ≥ δ > 0 (5.3)

Our estimates will involve the following quantity:

A = ||ω||L∞(Dt) + ||∇u||L∞(∂Dt) + ||NU ||L∞(∂Dt), (5.4)

where U = u|∂Dt . We then have the following energy estimates:

Proposition 4. If the assumptions (5.2)-(5.3) hold, then for r = 1, 2, 3:

d

dt
Er ≤ C(K, δ−1)

(
||∇u||L∞(Dt) + ||∇NDtp||L∞(∂Dt) +A+A2

) 3∑

r=0

Er (5.5)

and for r ≥ 4, there is a polynomial P so that:

d

dt
Er ≤ C(K, δ−1)

(
||∇u||L∞(Dt) + ||∇NDtp||L∞(∂Dt) +A+A2

)
Er P (Er−1, ..., E0). (5.6)

The proof of this estimate is nearly identical to the proof of Theorem 7.1 in in [13], except that we need
to ensure that the dependence on ||∇u||L∞ is linear (compare with (7.16) in [13]). The only part of the
argument that needs to be changed is the proof of the estimates for derivatives of Dtp on ∂Dt. This is
because we will ultimately bound derivatives of Dtp by derivatives of ∆Dtp and this is cubic in ∇u.

Before proving the above estimates, it is helpful to see what quantities the energies bound. The following
lemma is Lemma 7.3 in [13], and relies on the elliptic estimates described in section 3. We need slightly
different estimates to deal with the pressure and second fundamental form depending on howmany derivatives
are present, because in the estimates for E3, we need all of our estimates to be linear in ||∇u||L∞(Ω).

Lemma 6. We have:

||∇ru||2L2(Ω) ≤ CEr, ||Π∇rp||2L2(∂Ω) ≤ ||∇p||L∞(∂Ω)Er,

||∇p||2L2(∂Ω) + ||∇2p||2L2(∂Ω) ≤ C(K,Vol Ω)
(
||∇p||L∞(∂Ω) + ||∇u||2L∞(Ω)

) 2∑

s=0

Es (5.7)

and:

||∇rp||2L2(∂Ω) + ||∇rp||2L2(Ω) ≤ C(K,Vol Ω)
(
||∇p||L∞(∂Ω) + ||∇u||2L∞(Ω)

) r∑

s=0

Es (5.8)
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If the bound (5.3) holds then:

||θ||2L2(∂Ω) ≤ C(δ−1)E2, ||∇θ||2L2(∂Ω) ≤ C(K, δ−1,Vol Ω)

(
E3 + ||∇u||L∞(Dt)

2∑

s=0

Es

)
, (5.9)

and for r ≥ 4, there is a polynomial P so that:

||∇
r−2

θ||2L2(∂Ω) ≤ C(K, δ−1)(1 + ||∇p||L∞(∂Ω) + ||∇u||2L∞(Ω))P (Er−1, ...E0)Er. (5.10)

Proof. The first estimate follows from (3.1) and the second estimate follows from the definition of Er. The
estimates in (5.7) follow from the inequality (3.4) along with (3.6) and (5.11), while the estimate (5.8) follows
from (3.3) (3.10).

The first estimate in (5.9) is just (3.6) and the second estimate is (3.9) combined with the estimates (5.7).
To prove the estimate (5.10), we combine (3.12), (5.8) and use the assumption (5.3):

||∇
r−2

θ||2L2(∂Ω) ≤ C(K, δ−1)
(
1 + ||∇p||L∞(∂Ω) + ||∇u||2L∞(Ω)

)(
||θ||L∞(∂Ω) +

∑

k≤r−3

||∇
k
θ||L2(∂Ω)

) r∑

s=0

Es

�

Taking the divergence of (1.1) and using the fact that [Dt,∇i] = −(∇iu
j)∇j , we have:

∆p = −(∇iu
j)(∇ju

i). (5.11)

Applying Dt to both sides of this equation, a calculation using (5.11) and (2.2) (see just below (6.14) in [13])
yields:

∆Dtp = p1 + p2 + p3, (5.12)

with:

p1 = 4gabgcd(∇auc)∇b∇dp, p2 = 2(∇au
d)(∇du

c)(∇cu
a), p3 = −(∆ue)∇ep.

Differentiating (1.1), (5.11) and (5.12) gives Lemma 6.1 of [13]:

Lemma 7.

|Dt∇
ru+∇r+1p|+ |Dt∇

r−1 curlu|+ |∇r−1∆p| ≤ C

r−1∑

s=0

|(∇1+su)(∇r−su)|, (5.13)

|Π(Dt∇
rp+ (∇ru) · ∇p−∇rDtp)| ≤ C

r−2∑

s=0

|Π
(
(∇1+su) · ∇r−sp

)
|, (5.14)

and

|∇r−2∆Dtp− (∇r−2∆u) · ∇p|

≤ C

r−2∑

s=0

|(∇1+su)(∇r−sp)|+ C
∑

r1+r2+r3=r−2

|(∇1+r1u)(∇1+r2u)(∇1+r3u)| (5.15)

The next ingredient we will need are the following L2 estimates for ∆Dtp. These are similar to the
estimates in [13] except that we need to ensure that ||∇u||L∞(Ω) appears with the same homogeneity as

∇r−2∆Dtp:

Lemma 8. For r = 2, 3:

||∇r−2∆Dtp||
2
L2(Ω)+ ≤ C(K,Vol Ω)||∇u||2L∞(Ω)A

2
r∑

k=0

Ek, (5.16)

and for r ≥ 4:

||∇r−2∆Dtp||
2
L2(Ω) ≤ C(K,V ol(Ω))||∇u||2L∞(Ω)Er

r−1∑

k=0

Ek (5.17)
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Proof. Using (5.15), we need to control:

||(∇r−2∆u)(∇p)||L2(Ω), (5.18)

||(∇1+su)(∇r−sp)||L2(Ω), s = 0, ..., r − 2 (5.19)

||(∇1+r1u)(∇1+r2u)(∇1+r3u)||L2(Ω), r1 + r2 + r3 = r − 2. (5.20)

We first control (5.18) by ||∇ru||L2(Ω)||∇p||L∞(Ω). When r ≤ 3, we use Sobolev embedding (A.4) and the
elliptic estimate (3.13) with Lebsegue exponent p = 3:

||∇p||L∞(Ω) ≤ C(K)
(
||∇p||L3(Ω) + ||∇2p||L3(Ω)

)

≤ C(K)||∇u||L∞(Ω)||∇u||L3(Ω).

By (3.17), we have ||∇u||L3(Ω) ≤ C(K,V ol(Ω))A. When r ≥ 4, we can instead use the Sobolev inequality
(A.4) with k = p = 2 and the estimate (5.8):

||∇p||2L∞(Ω) ≤ C(K,V ol(Ω))
3∑

k=1

||∇kp||2L2(Ω)

≤ C(K,V ol(Ω))
(
||∇p||L∞(∂Ω) + ||∇u||2L∞(Ω)

)
E3 (5.21)

Next, to control (5.19), when r = 2 it is bounded by:

||∇u||L∞(Ω)||∇
2p||L2(Ω) ≤ C(K)||∇u||L∞(Ω)||∇u||

2
L4(Ω) ≤ ||∇u||L∞(Ω)A

2, (5.22)

and when r = 3 we instead bound it by:

||∇u||L∞(Ω)||∇
2p||L2(Ω) + ||∇2u||L2(Ω)||∇p||L∞(Ω),

and then control the first term as in (5.22) and use (5.21) to bound ||∇p||L∞(Ω).
For r ≥ 4, we use the interpolation inequality (A.2):

||(∇1+su)(∇r−sp)||L2(Ω) ≤ ||∇u||L∞(Ω)

r∑

k=1

||∇kp||L2(Ω) + ||∇p||L∞(Ω)

r∑

k=1

||∇ku||L2(Ω).

These terms can be bounded by the right-hand side of (5.17) by arguing as above and using (5.8).
Finally we bound (5.20). For r = 2 we use (3.17) and Sobolev embedding (A.4):

||∇u||L∞(Ω)||∇u||
2
L4(Ω) ≤ C(K,Vol Ω)||∇u||L∞(Ω)A

(
||∇u||L2(Ω) + ||∇2u||L2(Ω)

)

≤ C(K,Vol Ω)||∇u||L∞(Ω)A
(
E2 + E1

)
,

and for r = 3 the same strategy gives that (5.20) is bounded by:

||∇u||L∞(Ω)||∇u||L4(Ω)||∇
2u||L4(Ω) ≤ C(K,Vol Ω)||∇u||L∞(Ω)A

(
E3 + E2

)
.

When r ≥ 4, we use the interpolation inequality (A.2) and Sobolev embedding (A.4) to bound it by:

||∇u||2L∞(Ω)

r−1∑

k=0

||∇ku||L2(Ω) ≤ C(K)||∇u||L∞(Ω)

( 3∑

k=0

||∇ku||L2(Ω)

)( r−1∑

k=0

||∇ku||L2(Ω)

)

≤ C(K)||∇u||L∞(Ω)

( r−1∑

s=0

Es

)2

�

Combining the previous two results, we have:

Corollary 2. With A defined by (5.4), for r = 2, 3:

||Π∇rDtp||
2
L2(∂Ω) + ||∇r−1Dtp||

2
L2(∂Ω) ≤ C(K,Vol (Ω))(||∇u||2L∞(Ω) + 1)AE3 (5.23)

and for r ≥ 4, there is a polynomial P so that:

||Π∇rDtp||
2
L2(∂Ω) + ||∇r−1Dtp||

2
L2(∂Ω) ≤ C(K,Vol (Ω))(||∇u||2L∞(Ω) + 1)A

(
Er + P (Er−1)

)
(5.24)
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Proof. The r = 2 case follows by first applying (3.11) and (5.16):

||∇Dtp||
2
L2(∂Ω) ≤ C(K,Vol (Ω))||∆Dtp||

2
L2(Ω) ≤ C(K,Vol (Ω))||∇u||2L∞(Ω)

(
||ω||2L∞(Ω) + ||∇u||2L∞(∂Ω)

)
E3

≤ C(K,Vol (Ω))||∇u||L∞(Ω)A
2 E3, (5.25)

and then applying (3.6):

||Π∇2Dtp||L2(∂Ω) ≤ ||θ||L2(∂Ω)||∇NDtp||L∞(∂Ω). (5.26)

When r = 3, we have:

||∇2Dtp||
2
L2(∂Ω) ≤ C(K,Vol (Ω))

(
||Π∇2Dtp||

2
L2(∂Ω) + ||∆Dtp||

2
L2(Ω) + ||∇∆Dtp||

2
L2(Ω)

)
,

and using (5.26), (5.25) and (5.16), the right-hand side is bounded by (5.23).
Using (3.10), we also have:

||Π∇3Dtp||L2(∂Ω) ≤ C(K)

(
||∇θ||L2(∂Ω)||∇NDtp||L∞(∂Ω) + ||∇Dtp||L2(∂Ω) + ||∇2Dtp||L2(∂Ω)

+
(
||∇θ||L2(∂Ω) + ||θ||L2(∂Ω) + ||θ||L∞(∂Ω)

)
||∇Dtp||L∞(∂Ω)

)
,

Using (3.6) and (3.9) with q = p and then (5.8), this is bounded by the right-hand side of (5.24).
For r ≥ 4, the argument is the same, except we use the bound (5.17) in place of the bound (5.16). �

Proof of Proposition 4. By the Reynolds transport theorem,

1

2

d

dt

∫

Dt

|∇r−1ω(t)|2 dx =

∫

Dt

Dt∇
r−1ω · ∇r−1ω dx.

By (5.13) and the interpolation inequality (A.2), this gives:

d

dt
Kr(t) ≤ C(K)||∇u||L∞(Dt)Er.

To control the time derivative of Er (defined in (5.1)), we use Proposition 5.12 of [13] with α = ∇rp and
β = ∇r−1u and ν = (−∇p)−1. This gives:

d

dt
Er(t) ≤ C

√
Er

(
||Π(Dt∇

rp− (∇p)Nk∇ruk)||L2(∂Ω) + ||Dt∇
ru+∇∇rp||L2(Ω)

)

+ CKEr + C
√
Er|| curl∇

r−1u||L2(Ω) +
(
K||∇rp||L2(Ω) + || curl∇r−1u||L2(Ω)

)2
. (5.27)

By Lemma 6, the terms on the second line are all bounded by C(K,Vol (Ω))AEr . Also, using (5.13), the
interpolation inequality (A.2) and Lemma 6, the second term in (5.27) is bounded by the right-hand side of
(5.5) (resp. (5.6)). It remains to control the first term in (5.27). Using (5.14):

||Π(Dt∇
rp+ (∇ru) · ∇p)||L2(∂Ω) ≤ C

(
||Π∇rDtp||L2(∂Ω) +

r−2∑

s=0

||Π
(
(∇1+su) · ∇r−sp

)
||L2(∂Ω)

)
.

By (5.23) (resp. (5.24)), the first term here is bounded by the right-hand side of (5.5) (resp. (5.6)).
To control ||Π(∇1+su) · (∇r−sp)||L2(∂Ω) for s = 0, ..., r− 2, we note that when r = 2 the result is bounded

by:

||∇u||L∞(∂Ω)||∇
2p||L∞(∂Ω), (5.28)

and for r = 3, the result is bounded by:

||∇u||L∞(∂Ω)||∇
3p||L2(∂Ω) + ||∇2u||L2(∂Ω)||∇

2p||L∞(∂Ω). (5.29)

By the pointwise estimate (3.1), the equation (5.11) and (3.6), we have:

||∇2p||L∞(∂Ω) ≤ C
(
||∇u||2L∞(∂Ω) + ||θ||L∞(∂Ω)||∇Np||L∞(∂Ω)

)
,

and combining this with the trace inequality (3.2) and Lemma 6 shows that (5.28) and (5.29) are controlled
by the right-hand side of (5.5).

To control ||Π(∇1+su) ·∇r−sp)||L2(∂Ω) for r ≥ 4, we note that we could use Sobolev embedding, the trace
inequality (3.2) and Lemma 6 to show that this is bounded by interior terms, but this would lead to estimates
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that are not linear in the highest order norm Er. The idea from [13] is to use the fact that because of the
prescence of the projection Π, the derivatives ∇1+s,∇r−s are nearly tangential derivatives and for tangential
derivatives we can use the interpolation inequality (A.1) to control the intermediate terms. Arguing as in
(7.25) in [13] this gives:

||Π
(
(∇1+su) · (∇r−sp)

)
||L2(∂Ω)

≤ C(K)

(
||∇u||L∞(∂Ω) +

r−2∑

k=0

||∇ku||L2(∂Ω)

)
||∇rp||L2(∂Ω)

+ C(K)

(
||∇2p||L∞(∂Ω) +

r−1∑

k=0

||∇kp||L2(∂Ω)

)
||∇r−1u||L2(∂Ω)

+ C(K)

(
||θ||L∞(∂Ω) +

r−2∑

k=0

||∇
k
θ||L2(∂Ω)

)(
||∇u||L∞(∂Ω) +

r−2∑

k=0

||∇ku||L2(∂Ω)

)

×

(
||∇2p||L∞(∂Ω) +

r−1∑

k=0

||∇kp||L2(∂Ω)

)

Using the Sobolev estimates (A.3), (A.4) along with Lemma 6 and arguing as above proves (5.6). �

Appendix A. Sobolev Estimates

Here we collect the various Sobolev embeddings that we will rely on. These are all well-known, but
what is important is that the constants in the various inequalities depend only on bounds for the second
fundamental form and the volume of Dt (which is constant if (1.2) holds). The proofs of these theorems with
these constants appear in the appendix to [13].

A.1. Interpolation inequalities. We will require interpolation inequalities both on ∂Dt and Dt.

Lemma 9. Suppose that:
m

s
=
k

p
+
m− k

q
, 2 ≤ p ≤ s ≤ q ≤ ∞,

and let a = k/m. Then there is a constant C depending only on m so that for any (0, r) tensor α:

||∇
k
α||Ls(∂Dt) ≤ C||α||1−a

Lq(∂Dt)
||∇

m
α||aLp(∂Dt)

. (A.1)

In addition, if ι0 ≥ 1
K , then:

k∑

j=0

||∇jα||Ls(Dt) ≤ C||α||1−a
Lq(Dt)

( m∑

i=0

||∇
i
α||Lp(Dt)K

m−i

)a

.

In particular, if ℓ+m = k then:

||∇
ℓ
α∇

m
β||L2(∂Dt) ≤ C

(
||α||L∞(∂Dt)

k∑

ℓ=0

||∇
ℓ
β||L2(∂Dt) + ||β||L∞(∂Dt)

k∑

ℓ=0

||∇
ℓ
α||L2(∂Dt)

)

and

||∇ℓα∇mβ||L2(Dt) ≤ C(K)

(
||α||L∞(Dt)

k∑

ℓ=0

||∇ℓβ||L2(Dt) + ||β||L∞(Dt)

k∑

ℓ=0

||∇ℓα||L2(Dt)

)
(A.2)

A.2. Sobolev and Poincaré inequalities.

Lemma 10. Suppose that 1/ι0 ≤ K. Then for any (0, r)-tensor:

||α||L2p/2−kp(∂Dt) ≤ C(K)

k∑

ℓ=0

||∇
ℓ
α||Lp(∂Dt), 1 ≤ p ≤

2

k
,

||α||L∞(∂Dt) ≤ C(K)
∑

0≤ℓ≤k−1

||∇
ℓ
α||Lp(∂Dt), k >

2

p
, (A.3)
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and

||α||L3p/3−kp(Dt) ≤ C(K)

k∑

ℓ=0

||∇ℓα||Lp(Dt), 1 ≤ p ≤
3

k
,

||α||L∞(Dt) ≤ C(K)
∑

0≤ℓ≤k−1

||∇ℓα||Lp(Dt), k >
3

p
. (A.4)

We will also need the following version of the Poincaré inequality, whose proof is also in [13].

Lemma 11. If q = 0 on ∂Dt then:

||q||L2(Dt) ≤ C(V olDt)
1/3||∇q||L2(Dt),

||∇q||L2(Dt) ≤ C(V olDt)
1/6||∆q||L2(Dt).
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