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RECOVERING THE INITIAL DATA OF THE WAVE EQUATION
FROM NEUMANN TRACES*

Florian Dreier! and Markus Haltmeier!

Abstract

We study the problem of recovering the initial data (f,0) of the standard wave
equation from the Neumann trace (the normal derivative) of the solution on the
boundary of convex domains in arbitrary spatial dimension. Among others, this
problem is relevant for tomographic image reconstruction including photoacoustic
tomography. We establish explicit inversion formulas of the back-projection type
that recover the initial data up to an additive term defined by a smoothing integral
operator. In the case that the boundary of the domain is an ellipsoid, the integral
operator vanishes, and hence we obtain an analytic formula for recovering the initial
data from Neumann traces of the wave equation on ellipsoids.
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trace, photoacoustic computed tomography.
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1 Introduction

The problem of determining the initial data of the wave equation from indirect observa-
tions arises in various practical applications. Well-known examples include photoacous-
tic tomography, ultrasound tomography, SONAR or seismic imaging (see, for example,

I8, 241, 29, 32] [38, 39, [40], 42 [44]). These applications are often well modeled by the
standard wave equation
(0} — A)u(z,t) =0 for (x,t) € R" x (0,00),
u(z,0) = f(z) for z € R", (1.1)
(Opu)(z,0) = g(x) for v € R",
where (f,g) with f,g: R® — R are the initial data, A denotes the Laplacian in the

spatial component x € R", 9, is the partial derivative with respect to the time ¢ > 0,
and n € N with n > 2 denotes the spatial dimension.
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For example, in photoacoustic tomography (PAT), g is the zero function and f €
C°(92) a smooth function with compact support in a bounded domain 2 C R™ mod-
eling the initial pressure distribution. The corresponding inverse problem of PAT is to
determine the initial data (f,0) in (1) from data measured on the boundary of €.
Throughout this paper we will consider the inverse problem of PAT, where we assume
given data in the form of Neumann traces described below. Note that the assumption
of f being infinitely smooth is made for the sake of simplicity only. Extensions to the
case of initial data in L? based on regularity results for the wave equation [28] seem
possible, but are beyond the scope of this paper.

1.1 Inversion from Dirichlet and Neumann traces

Most image reconstruction methods in PAT assume that the measured data consists of
the Dirichlet trace u| 9% (0,00) O 0. However, as pointed out in [12] 16}, [43], PAT mea-
surements are often more accurately modeled by a linear combination of the Dirichlet
trace and the normal derivative

ugp(x,t) = au(z,t) + boyu(x,t) for (x,t) € 02 x (0,00), (1.2)

which we refer to as the mixed trace on 02; here a,b > 0 are constants. See also
[1, 2, 10} 37, [45] for modeling and analysis of detectors characteristics in PAT. Note that
in practice neither the Dirichlet trace nor the Neumann trace are actually measured.
Instead, an indirect auxiliary quantity for the pressure is measured, which depends on
actual transducer mechanics. However, typical detectors exhibit a directivity effect as
well as an increasing frequency response [10] [37] below the resonant frequency. Both
effects are included in the model (I2]), which therefore represents a first step for de-
riving inversion formulas for realistic detector designs. Modeling the actual transducer
mechanism is beyond the scope of this work. Measurements of the form (L2)) with a =0
correspond to the Neumann trace and with b = 0 to the Dirichlet trace on 0f2. Beside
the type of data measured in PAT, we observe from (2] that the inversion of the wave
equation depends on the domain Q as well.

In the last twenty years, plenty of results for the inversion of wave equation from
Dirichlet measurements have been derived. In particular, exact inversion formulas for
Dirichlet data on planar surfaces [5, [7), 9] [15] [30} 35} [46], cylinders and spheres [17} [18,
25, [33], 35 [46], ellipses [6l, 20, 21], 311 [36], 41], quadric hypersurfaces [22] 23] 34], certain
polygons and polyhedra [26] together with boundaries of corner-like domains [27] have
been developed. Theoretical results for Dirichlet traces on bounded open acquisition
surfaces and on a variety of other geometries which yield exact inversion can be found
in [11, 36]. However, few theoretical results for Neumann as well as for mixed traces
are known. To the best of our knowledge, the only results for this inverse problem are
presented in [I6], where an inversion formula for a sphere in R? is given, [47], where
a series inversion formula for spheres in arbitrary dimension has been established, and
[12], where an exact reconstruction formula of a so-called back-projection type has been
provided for an ellipse in the case of two spatial variables.
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In this paper, we study the inverse problem in PAT of recovering the initial data
(f,0) from the Neumann trace on €2 which extend the results of [12] to arbitrary spa-
tial dimension. We separately treat the case of even and odd dimensions which are
notably different from each other. Note that the presented results are closely related
to the results of [2I], where corresponding formulas have been derived for data given
for Dirichlet traces. While several derivations in [2I] are based on the distributional
calculus, all results in the present paper are derived using classical analysis as in [12].

1.2 Outline

In the present paper we study the problem of recovering the initial data f € C2°(9)
in (LI)) with ¢ = 0 from Neumann measurements in arbitrary dimension. We provide
inversion formulas for convex domains 2 C R™ with smooth boundary that are exact
up to a smoothing integral operator. Moreover we derive an exact inversion formula
for Neumann traces on ellipsoids. The inversion formulas imply that the problem of
recovering the initial data from Neumann traces on ellipsoids is uniquely solvable. Note,
however, that for more general domains uniqueness is still an open and interesting
problem. The starting point of our results is an integral identity presented in subsection
2.4l Based on this identity, we derive our explicit inversion formulas for even dimensions
in section Bl and for odd dimensions in section . The paper ends with some conclusions
in section [l

2 Notation and preliminary results

2.1 Notation

In the whole article, we suppose that 2 C R" is a convex domain with smooth boundary
0. For a function f € C2°(2) we denote by

n . 1
MR x (0,00) = R: (z,7) W/W(m Fly)do(y)

the spherical mean operator of f, where B"(x,r) denotes the open ball with center
xz € R™ and radius » > 0, and o the standard volume measure on manifolds. For
brevity, we set S"~! := 9B"(0, 1) as the unit sphere in R".
We also use the notation
Rf: S I xR —=R: (6,5) — fly)do(y)
E(0,s)

for the Radon transform of f, where the smooth manifold

E0,s) = {z € R" | (z,0) = s} is defined as the n — 1-dimensional hyperplane with
normal vector § € S”~! and oriented distance s € R.

The Hilbert transform of a function ¢: S*~! x R — R in the second variable is
defined as

1 0.t
Hop: "1 xR — R: (0,5) — — lim Mdt,
T eNOJR\(s—¢,5+e) S —1
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provided the integral for every £ > 0 and the limit exist. If the function ¢(6,-): R — R
is differentiable for some § € S"~1, then we denote its derivative by d20(8, ).
Similarly, we denote by

(g %2 h)(0,5) = (9(0,-) * h(0,-))(s) = /]Rg(@a s — x)h(0, x)dx

the convolution of g with A in the second argument, where g,h: S*~! x R — R and
(0,5) € S x R.
2.2 Approximation to the identity

In the first auxiliary technical result, we present an approximation to the identity in
R™ whose Radon transform is again an approximation to the identity in R for a fixed
angle 6 € S 1.

Lemma 2.1. For a positive integer p > 0 let

2
1 {(1— zlI)r, 2l <1

R*"—=R:z— —
Vn a |0, otherwise,

where a = % and I': C\ (=N) — C is the gamma function. Then the family
(¢u,5)5>0 with

Yue(x) =", <§> forzx e R" and e >0
is an approximation to the identity in R™ as well as (Ruc(8,-))es0 in R for every
0 € S"~1. Furthermore, the Radon transform of Yue s given by

n—3
eVl (" 4+ 1) e? '

for (0,s) € S x (—¢,e) and Rp,c(0,s) =0 for |s| > e.

Rippe(0,s) =

2.3 Solution of the wave equation

Next, we recall a well-known solution formula for the wave equation (LI]) and deduce
other representations which are used for derivation of our general inversion formula in
section Bl and @ From [I4] we know that the solution u: R™ x (0,00) — R of the wave
equation with initial data f,g € C2°(Q2) is given by the representation formula

n—2
2

1

1\ 52 n f(y)
=l () (m b o7 dy)

n—2

1.\"7T tn 9(y)
+<¥8t) (vol(IB%"(:c,t)) /Bn(;,;,t) hg_uy_x”zdy)l

u(z,t) =

(2.2)
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for even n > 2 and (z,t) € R" x (0,00), where vy, :==2-4---(n—2)-n and vol(B"(x, t))
denotes the volume of the n-dimensional ball with center x and radius ¢. If n > 3 is
odd, then the solution is given by

O (%@) = <<7(31€Bn"7(2x,t)) /aw(x,t) f(y)da(y))

+ (%515)”7 <70(81§;(;t)) /aBn(Lt)g(y)dU(y)) ]

where 7, :=1-3---(n —2). In terms of the spherical mean operator, we see that (23]
can also be represented by

u(z,t) = L

Tn

(2.3)

n—3

[at (%at)T ("2 Mf (1)) + (%at)%g (t"z/\/(g(x,t))l . (24)

u(z,t) = L

n

The next lemma shows another representation of solution formula (Z2) in case of
even dimensions.

Lemma 2.2. Let n > 2 be an even natural number and f,g € C*(Q). Then the
representation formulas

ulet) = % o (%at) B </ot \/%Mf(x’r)dr> (2.5)
+ (%Bt) = (/Ot %Mg(m,r)dr) ]
and B
u(z, t) = 7“—” lat (/Ot ﬁ (%ar) = (2 Mf () dr)
(2.6)

([ () (o)

for the solution of the wave equation (22)) with initial data (f,g) hold.

For the rest of this paper we denote by u and v the solutions of the wave equation
(CI) with initial data (f,0) and (0, g), respectively, whenever f,g € C°(Q2) are given
functions.

2.4 Key integral identity

Beside the representation formulas (Z4]) and (2Z6]) for the solution of the wave equation,
a main ingredient for the derivation of our inversion formulas is the following integral
identity for solutions of the wave equation.
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Proposition 2.3 (Integral identity for the wave equation). Let f,g € C(2). Then
the following identity holds:

/Qf(x)g(x) dr = 2/89 /OOO v(x, t)Oyu(z,t)dt do(x)

- /Q /OOO A(uv)(z, t)dt dz. (2.7)

Proof. Let x € Q) be a fixed point in the domain. Since v and v are solutions of the wave
equation with initial data (f,0) and (0, g), respectively, and decay to zero as t goes to
infinity (see solution formulas (2.2)), (23] and Lemma [3.4]) we see that application of
integration by parts leads to

/OO v(z, t)Au(x, t)dt = — /OO Opu(x, t)Opv(x, t)dt .
0 0

Then, one further application of integration by parts yields

—/ Oyu(x, t)opv(z, t)dt = li{‘%u(x,a)atv(x,a) +/ u(z, t)Av(x, t)dt
0 a 0

— f(x)g(x) + /OOO u(x,t)Av(x,t)dt .

As can also be seen from (22), (Z3) and Lemma B4, vAu — uAwv is integrable on
Q x (0,00), and therefore changing the order of integration gives

/Qf(x)g(x)dm :/OOO/Q(v(x,t)Au(x,t) —u(z,t)Av(z,t)) dx dt.

Next, from Green’s second formula we conclude

/Q F(2)g(x)de = /0 - /8 (@l 09,u(z,t) =~ u(@, )0,0(a, 1)) do(z) dt.
Since
ov(z,t) = (Vu(z,t),v(z)) and u(x,t)Vou(z,t) = V(w)(z,t) — v(z, t)Vu(z,t),

where (-, ) denotes the standard dot product of two vectors in R™, we see that

/Qf(x)g(x)dm =2 /OOO /(mv(x,t)&,u(x,t)da(x) dt
+ /OOO /6Q (V () (x, 1), v(x)) do(z) dt .

In the last step, we use the divergence theorem in the second inner integral and change
the order of integration afterwards to obtain the desired integral identity. O

Using the above auxiliary results, we are now ready to prove the main results of this
paper. In the next section, we present our new results for the even-dimensional case.
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3 Inversion in even dimension

3.1 Statement of the inversion formula

The following theorem is our new result for even dimensions.

Theorem 3.1 (Inversion formula in even dimension). Let n > 2 be an even number,
Q C R"™ be a bounded convex domain with smooth boundary and f € C°(2). Then, for
every x € §2, we have

n—2

2 > t_l 2 v U\y,
1) = s 0® [ [T LB Do) 1 Ko, ()

w=ull L [12 — |z — y?

Kaf() = g [ 50

and fi(z,y) = (y — )/ lly — 2, 8(x,y) = (ylI* = |zI*)/@2]ly — z]|) for y € Q with
y # .

(ag/HQRXQ) (ﬁ(xa yl)a §($, y))
lz —y|I"”

dy

Proof. The proof will be given in subsection [3.41 O

As a consequence of Theorem B.1] we have the following exact inversion formula for
the wave equation from Neumann traces for the case that €2 is an elliptical domain.

Corollary 3.2 (Exact inversion formula for ellipsoids in even dimension). Let n > 2
be an even number,  C R™ be an open domain, such that 02 is an ellipsoid and
f€CP(Q). Then, for every x € Q, we have

I S N )
f@) =m0 [ dtdoly).  (32)

2% £~ o~y

Proof. Taking into account Theorem 3.7, it remains to show that Kq f(x) = 0 for z € €.
This is because of 0§ HaRxq = 0 for the special case where €2 is an elliptical domain as
shown in [21]. O

The proof of Theorem [B1] requires some preparation. The reconstruction formula
(B10) consists of two terms, where the first term contains the Neumann trace of u: R™ x
(0,00) = R on 99 x (0,00) and the second term is an integral operator depending on
the initial data f € C2°(€2). Both terms are transformations of the two terms appearing
on the right-hand side of the integral identity (Z7). We will derive the inversion formula
by manipulating both terms in (2.7]) separately.
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3.2 Manipulation of the boundary term

The first term on the right hand side in (Z7)) can be computed as follows:

Proposition 3.3. Let n > 2 be an even natural number and f,g € C(2). Then the
identity

/ v(x, t)0yu(z, t)dt
0
n—2

1 n—2 [ 1\ 2
_ (_1)72/ ((Bt—) 2 ayu(%t))/ 9(y) dy di
WnYn 0 3 B (zt) | /42 — H2

ly —

holds for every v € 09).
For the proof of this proposition, we need the following lemma.

Lemma 3.4. Let n > 2 be a natural number and g € C°(Y). Then, for every k € N
and (z,t) € R™ x (0,00) the identity

1 k
(59) fo =t
B @) 2 — ||z — y|?

k
_ Z C](;ll)tn—(Qk—l—l—l)
1=0

ey 09z +ty)y’

o 1= Jlyl?

_ ic( ) —(3k—1) / et ..n}* &gz + y)yid
= k.l
o 2 — |yl

Y,

holds, where 8" == 0;, ... 0y, y* = yi, ... yi, and the coefficients are recursively defined

by céng =1, ang =n-—1, anl) =1, c]ing = cé )10( —(2(k — 1) + 1)), c]g]% =1 and

=™ el (- 2k -1)~(1-1)) for allk €{2,... .k} andl € {1,... . k—1}.

Proof. (i) We start the proof by showing

1 k

(—&e) / 9(y) dy

t B (1) /12 — ||z — |2
ic yn—(2k+1— lal/ gz +ty)
= "0 1y

The case k = 0 follows from integration by substitution. Similarly, for £ = 1 we derive

1
;@/ 9(y) iy
B (@) (/12 — |lz — y]|
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1atn—1/ .%'—i—ty
= 70t
! O 1 - y|?
_ g(x + ty) 2 gle+ty)
1)t"3/ =y +1"" at/
"OD /1 - ly|? "OD 1yl

Now, suppose that ([B:3]) holds for any value & > 1. Hence, our assumption and appli-
cation of the product rule yield the relation

(lat)k“ / 9(y) dy
t Bn(x,t) /t2_ 1._ ‘2

(Zc(n =2kt 1 l)al/ yatty) )
"D /1 [ly)?

k

0

ZC M) (1 — (2 +1 — l))tn*(2(k+1)+1fl)8£/ gz +ty)
I= "0 1 - ly|f?

n ()t" (2(k+1)+1—(I+1) al—i—l/ gl@+ty)

O /1~ [yl

where the last sum can be written as

éan—@k+nﬁw<«ﬂwl/ @ty ,
" (0,1)

V1= lyll?

k

=1 \/ Hy

(n)tn (2(k+1)+1—(k+1) 8k+1/ ($+ty)
"0 /1 - |ly)?

Comparing the above coefficients with the coefficients defined in the lemma shows (3.3)).

(ii) Differentiating under the integral sign and using the chain rule lead to

t = Y
BrOD /1 IIy "0 1= |yll?
Then, substituting y with ¥ yields the relation
= — Y,
"01\/ P T e 1= [yl

which shows together with (83]) the desired identity. O
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From Lemma [B.4] we immediately obtain the following corollary.

Corollary 3.5. Under the assumptions of Proposition[3.3 we have for all even n > 4
and 0 < k < %1

1 1\ "7~k 1.\* 9(y)
lim —( (Bt—) 8Vu(x,t)) (—@) / dy = (3.4)
et Y
and
1
lim (3.5)

n—4
1\z * 1.\*
—( (@—) ’ 8Vu(x,t)) (—@) / 9) dy =
t\O t t t B (x,t) /t2 _ H-’E _ y||2

Proof. (i) Since g has compact support in €2, we can find R > 0 such that supp(g(x+
-)) € B™(0, R). Then, from the previous lemma we have for ¢ > R

1 k
() / E—]
R R
c(")tf(?;kfl)/ i1,k 5Z9($+y)yld ‘
k.l Y
| B"(0.8) £2 — [y

M=

l

IN

C

o)~ (3k— l)/
W 08 [R2 [y
I(cl) —(3k— l)nwn/o 7}22 _r2dr

Re1D(2
C/(gz)t (3k— l)nwnﬁ n+1(2)
ZF(T)

Il
Q
I 2

C

)

T
o

where we used polar coordinates in the last integral and set

02()\.

C = RFn* max max
ie{1,...,n}* yER™

This implies Equality (34]).

(ii) From Lemma [3.4] we conclude that

n—4
1 1\ "z % 1 _\*
_((at_) i 8Vu(x,t)) (—at) / 9w g
t t t B"(Z‘,t) /t2 - x_yHQ

k
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where

D:=nF max max
ie{l,...,n}* yER®

a@()\.

After applying the product rule on the first factor, we see that the above term consists
of variables ¢ with exponents greater than or equal to 2. This observation shows (3.1).

O

Proof of Proposition [3.3. The case n = 2 is clear. For n > 4 we prove the statement by
showing

/ v(x, t)0yu(z, t)dt
0
1

00 k n=2_g
— (-1 / ((a7) autwn) (30) 7 [ 19 gy
WnTn 0 t t Br(@.t) (/12 — ||y — z||?

forall 1 <k < 5=, For k = 1, inserting representation formula (2.2)) for v and applying
integration by parts yield the relation

/ v(x, t)0yu(z,t)dt
0
’ 2

n—4
_ hm/ 8uxt8t(18t)2/
wn% a\0 t Bn(x,t) — |y — =|

hm/ 8uwt8t( 8t) / dydt)
B (z,t) | /42 Hy

wnl%/ooo(at au(xt)( ) /]wa\/lly—

for some ¢ € (0, 00), where the boundary term is zero because of ([B.4]) and (B.5]). Now,
suppose that the above identity holds for any value 1 < k < "772 Then, by using the
same arguments as before we obtain

/OO v(x, t)0yu(z, t)dt
0

_1\k oo k n=2_g
G / ((aﬁ) &,u(:c,t)) <lat> ’ / W g
WnYn Jo t t Br(z.0) /12 — ||y — 33H2
_1\k+1 roco k+1
= ¢/ ( (8,51) 8Vu(x,t))
WnYn 0 t
n—=2 (

. (1@)7_ kH)/ 9(y)
t B0 12—y —

which finally proves our desired transformation. O

dydt ,
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3.3 Manipulation of the interior term

In this section we derive a relation that allows to reformulate (2.7]) such that the interior
term, which is the integral over the domain € on the right hand side, can be seen to
vanish for special domains 2. This transformation requires a lot of calculations. We
therefore separate the proof in several parts in order to structure the proof better for
the reader.

The first lemma reads as follows:

Lemma 3.6. Let n > 2 be an even natural number and f,g € C°(2). Then, for every
x € Q we have

/Oou(x,t)v(x,t)dt
0

n

= —— ; f(@)reD,, (7“2 /\/lg(:v,rg)) log rodr

. / | 0nDr (1M ) e
-D2_2 ( 2/\/[9(3: ) ) log ‘7’2 — 7“1’ drodry ,

(3.6)

where D, = %&.

Proof. (i) Let T be a fixed positive number greater than the diameter of ). Using
representation formula (2.6) and applying integration by parts lead to

T
/ u(z, t)v(z, t)dt
0

T —
/ 7_1)77 (rz"*QMg(x,rz)) drs dt
L 0 /12— 2 .
=1 [T (s [ VE= R0, (M) dn )
/ \/7 2 (r2” 2/\/[9(3:,7“2)) dro dt

which, according to Leibniz’s integral rule, can be further be written as

T nZ T rt rt try
xvm,tdt—i——/ //
|| st i+ 55 [ ] N

n—2 n—2
< Op, D2 (T?fzj\/lf(x, 7“1)) D2 (r2"72/\/lg(x, 7“2)) drodry dt .

( 2/\/lf(:rz 7“1)) drl)
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From

O log (\/tQ —7“%+\/t2 —7"%) =

we see that the right triple integral is equal to

t
\/t2 —r%\/ﬂ -3

’I’L2

3z 3r117r1 (T?QMf(SE,ﬁ))/OTMD:QTQ (7“2"72/\49(%7“2))

t

/max({ﬁ,m}) \/t2 — 7”% \/t2 - 7“%
n2 T T n772 2 RTQ n—2
log <\/T2 134+ 17 - T%> dra dry

n? (T (T B2 9 n2 n—2
_ﬁ/o /0 Or, Dr, (7°1 Mf(xﬂ"l))?“ﬂ)rz (7”2 MQ(HU,TQ))

: log ‘7"% — 7“%‘ dro dry
after changing the order of the integrals.

(ii) We further observe that the first double integral on the right hand side in (37
can be written as

_’YE OTf(.YJ)T‘QD:Q%Q (Tgn_QMg(I',T’Q) ( +4/T )d?”g

L N Y D7 ("M
+7—%/0/0 - (7°1 f(xﬂ“l)?“z rs (7“2 9967“2))

. dry drsy
(\/TQ—T%—l—\/TQ—r%) \/TQ—T% e

by a further application of integration by parts, whereby the first term can be expressed
as

dt d’l“g

n—2
n Oof(x)/T roDy? (7“2"_2/\/19(:6,7"2))
72

Wn t2 — 7*%

n T n—2 2
_ 'y_ ; f(x)reDyy? (7‘2"_ Mg(a:,rg)) log(rg)drs .

From Fubini’s theorem and solution formula (2.6) we can conclude that this term cor-
responds to

—/OOO f(x)v(z, t)dt — —/ TQDT'Q (7"2"_2./\/19(36,7’2)) log(r2)drs .

Finally, Items (i)} [(ii)| and letting 7" — oo lead to identity (3.6]). O



14 F. Dreier, M. Haltmeier

Based on Lemma [3.6] we can now prove the following statement:

Lemma 3.7. Under the assumptions of Lemma [0 we have that

/Q /Ooou(:v, tv(x, t)dt dz

( 1)22n 2 2

_ Jim / ) / / o (@) T M S (2, 71) Mg (,72)

’yn m,k— 00

k 1)(7“% — T%)d?”g dry dz

where {Qm} ey 5 a family of bounded and integrable functions converging pointwise to
xa and {®r}.cn a family of smooth functions converging pointwise to log| - | almost
everywhere. Here, we set for short limy, oo a8 iMoo limy oo

Proof. (i) We first show

LI [T ondl (g ar) ™ (v 2t )

-log ‘r% — r%‘ dro dry dz

(—1)52"%
n

+ (—1)7LT_22”_1 /n /Ooo /OOO me(x)r?_lrg_l./\/lf(x,rl)Mg(ac,rg)

= lim
m,k— 00

L[ en@is@ns My ra)al =) (13) dra o

. (I>§cn 1)(7"2 — Tl)d'l“g drq dx}

for all z € Q). For that purpose, we apply Lebesgue’s dominated convergence theorem
to deduce

/ﬂ /OOO /ooo a”D’?Q (T?_sz (@, 7“1)) 7"21727%2 (7“5 “My(e, 7“2))

-log ’r% — r%’ drg dry dx

:m}éi‘ool/ / / (@) D1 (M () (3.8)

‘7“21);%2 (7“21%2/\/19(55,7“2)) ‘I)k( —7”1) d7“2d7’1d$]

Furthermore, application of integration "T_Q—times with respect to ro gives us

/OOO /OooamD:?Q (T?—QMf(m,m)) 7“27);%2 (rg—Z,/\/lg(x,rg)) b, (r% - 7“%) drs dry

_ oo 00 n—2
_2/ / 8T1D7“12 (T{L72Mf($,7“1)) TgilMg(x’TQ)
0 0
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n—2

-<I>/,(C >) (r% — r%) dro dry

where changing the order of integration and partial integration with respect 1 lead then
to

e
3 w

/ flx lMg(x,rg)q),gnT_Q) (r%) dro
ot [ / nDr (M () T My, r)
. @lg?) (r2 - rl) drodry .

Finally, the application of integration by parts formula "T_z—times with respect to vari-
able 1 shows together with (B.8)) the above identity.

(ii) In the last step we apply partial integration “2-times on the first term to obtain
the relation

[ en@ s Mye o)l T () dry

1

-(-3) = | on @) f@raDiF (52 M(a,r) @ (1) dra.

Thus, by applying Lebesgue’s dominated convergence theorem we have

n—

lim [( 1)%2 T /R"/ Om (@ 1./\/(9(36 7"2)@/(;%2) (7“%) d7°21

m,k—o00

2
L / / f(z TQDTQQ (7'372./\/19(1', 7’2)) log rodrs du
which shows the claimed identity by using Lemma and . U

Now, we are ready to reshape the above double integral into our final transformation.

Proposition 3.8. The double integral on the left hand side in Lemmal37d can be finally
transformed to

/Q/OOO u(x, t)v(z,t)dt dx

152 05~ 215R z x
(1) /ng/ﬂf(y)( xa) (il y) 5(z,y))

T ontlgn—1 ”1‘ . yH

Proof. In the following, we use the approximation of identity {% 1 }tmen from Lemma

dydzx.

I with = 5§ + 1 and set ¢, = xq * Y.L for m € N. Hence, from the properties of

the convolution operator and Lemma 2T we see that the family {¢pm},,cy satisfies the
assumption in Lemma B7 and ¢, € C*(R™) as well as R, (0,-) € CI(R) for every
g st
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(i) In the first step of the proof we show

/Q/OOO u(x, t)v(z,t)dt do

(_inﬁmw/ @ [ 1) B HaReom (@), 52,1 g, g,

e l = ylI*”

We observe that the right triple integral in Lemma [3.7] inside the limit equals
T (n—1)
/ /0 /0 om(z) r"‘lr"_lf\/lf(x,7“1)Mg(x,r2)<1>k" (r2 — 12)dry dry d
1)
o w2 /n/ / Pm (@ )<I>(" (lz = yH |z — ZHz)dz dy dx

by using polar coordinates and the substitution rule. Furthermore, Fubini’s theorem
and the relation

lz —yll* = llz = 2l = 2 (= =y, 2 — (= +y)/2)

give us
- w2 / / f(z / )<1>(n7 )(2 (z —y,x— (2 +y)/2))dxdzdy. (3.9)

Next, we apply the substitution rule with the diffeomorphism
hy.:R" = R": (s,21,...,2n-1) — s0(y,2) + Zx 0;,

where (n(y, 2),01,...,60,-1) is an orthonormal basis of R", and Fubini’s theorem on the
inner integral in (3.9) to obtain

/Rn om (@)@ V(2 (2 — g,z — (2 +y)/2))de
— [ [ bl o@D 2 = g hysl,) = (= 4+ 9)/2)dods.

Since z — y is orthogonal to 6y,...,0,,_1 we have

| en@ef! V@ (e =2~z +y)/2)do

=y /R ool 2D (2 = yosily. 2) = 2+ )/2)) do ds
= [ el (a0 @11z =yl (s = 5(5. ) drds

= [ Rew ity 2 ><I>§J“” (212 =yl (s = 3(y. ) ds
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(_1)n71 n—1 ~ ~
= /Raz Repm (1(y, 2), 8) Pk (22 — yll (s — 5(y, 2))) ds

2z -y

where we applied partial integration n — 1-times in the last step. Moreover, by choosing
{®},cn such that @] < [log|-|| for all n € N we deduce from the estimate

L[] W@R% (79, 2),5) i (212 = yll (s = 5(y, 2))

//QHZ N /]a’; "Repm (7Y, 2), 5 + 5y, 2))|

- ([log [2 ]|z = yI))|| + [log |s]) ds dz dy < oo,

dsdz dy

Lebesgue’s theorem and Lemma [3.7]

// u(z, t)v(z, t)dt dx

=G [ [
DR e oz yu“
[ 5 R (. 2).5) og 212yl (s — 5(5.2))| d dz dy

Furthermore, application of integration by parts to the inner integral yields

57 R (il 2). ) og 2112 = yll (5 = 5y, )| ds
05 Riom (nly:2).5)

= lim — ds
SN0 JR\(5-6,5+6) 5(y,z) —
= WHQ(?;LiQRSDm (”:L(ya Z)? g(ya Z)) )
where we set for short § = 3(y,z). Hence, the equalities v, = 2%/2(2)! and w, =

w"/z/F(% +1)= 77"/2/(%)! show the above identity.

(ii) Because € is smooth and convex, the Radon transform Ryg is smooth on the set
A={(0,s) e S" xR | E(,s)N # (}. As the Hilbert transform is the distributional
convolution with the principal value distribution P. V. 1/s, its Hilbert transform HoRx
is smooth on the set A, too (see, for example, [13]).

(iii) Next, we define the set Qy = {x € Q| dist(x,0Q) > p} and Ay = {(0,s) €
S xR | E(0,s) N Qg # 0}, where p = dist(supp(f) U supp(g),d)/2. Since € is
convex, we have that )y is convex.

From the properties of the Radon transform we have Ry, = Rxaq *2 R¢m, where
we set for short ¢, =4, 1. Since Rxa(0,-) € L*(R), we deduce from the bounded-
ness of the Hilbert transform #: L?(R) — L?(R) and Young’s inequality the relation
HoRpm = (HaRxq) *2 R Moreover, there exists M € N such that for all m > M



18 F. Dreier, M. Haltmeier

supp(Rin, (0, ) < dist(Qg, 99Q) for a fixed angle § € S*~!. Thus, Item implies that
for all m > M the function hy(-,y) with

ho: {seR|(0,s) € Ag} x R = R: (s,y) = (HaRxa)(0,s — y)Rm(6,v)
is smooth for all y € R, where

B P HaRxa (0,5 — Y)RYm(0,y), vy € supp(Rm(0,-))
0, else

Oy 2he(s,y) = {

and

105 2ho(s,9)| < max {|52HaRx0(0,5)| | (0,5) € Ao} [Rabn(0,)]
It then follows from the theorem on parametrized integrals that for all (0, s) € Ag
052 (HaRoxa) v2 R (0:5) = 952 [ hals, )iy
= [ o8 HaRxal0,5 = )R (0,1)dy
= (05 *HaRx0) *2 Ribm)(0, 5).

Hence, Lemma [21] implies that 05 “2HyRepy, converges uniformly to 83_2H2RXQ on
the closed set Ag. Since (f(z,y),3(z,y)) € Ag for all z,y € Q, we finally obtain the
desired transformation from . O

3.4 Proof of Theorem [3.1]

Because of Proposition [3.3] we have

/89/0 v(y, t)o,u(y, t)dt do(y)

“ a0 [ L ((03) o)

9(@)x 0,0 |z —y\\)dxdtda(y) (3.10)
— [lz — y|®
Ly e [ [T @ T e
N wn%@( D /Qg( )/BQ/Hx—yII tQ—HﬂU—yHQ dtdo(y) dx.

Next, we show that

/Q/OOO A(uv)(z, t)dt dz

ey / ) [ 5y BB Cg) el g, (g1

2n+1ﬂ-n 1 ”1‘ _ yH
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for every test function g € C2°(92).

Since Au and Aw are solutions of the wave equation with initial data (Af,0) and
(0, Ag), respectively, as well as Vu and Vv with respect to (V f,0) and (0, Vg), from
Proposition B8 and the relation A(uv) = vAu + 2 (Vu, Vv) + uAv it follows that

/Q/OOO A(uv)(z, t)dt dz

:%/Q/Q(Af(y )23 T 0)ete) + ) <>>
(2 %Rm)(( 9), 8(z,9))
o —ylI"!

dydzx .

The application of the substitution rule on the double integral with the diffeomorphism
O: X 5 QxQ: (p,q) — (p,p—q), where X = {(z,z —y) | z,y € Q}, leads to

/X (Af(p —q)g(p) +2 i dif(p — q)0ig(p) + f(p — Q)Ag(p)>

=1
(35 *HoRx0) (A(p,p — 0),3(p, P — 9))
Jall™?

_/ 232 o(m —m)-gom)(p,q)

(57*HaRxa) (7lp,p — 0), 5(p, 0 — 1))
| gl

/7r2(X/ Zﬂ; o (m —m)-gom)(p,q)

(05~*HsRoxa) (lp, p — 0), 5(p, 0 — 1))
| o™ dpda.

d(p, q)

d(p, q)

where 71 : (x,y) — x, T (z,y) — y and X9 = {p e R" | (p,q) € X} for q € my(X).
From partial integration and the chain rule it then follows that the double integral
equals

n (9572 HoRxa) (~a/ lall 5. p — 1))
/7r2(X Xxlal Fp—a)glp )Z_Zzlaz Hq”n—l dp dq
L (O3 HaRx0) ((p,p — q), 5(p,p — q)) ¢}
B /7r2(X /)([ll] B q ) Z Han-H dpdq

=1
— / f(p_q)g( )( S/HQRXQ) (n(p’z__l Q),S(p’p_q»dpdq
m2(X) Jx1d lqll
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One further application of the substitution rule with ®~! shows (B1T)).
Finally, from Proposition 23] and Equations (3I0) and BI1]) we have

| r@g(a)da

_ CUF o 0D iy N
— [ o) (2%% Lol dt do(y) + Kol )) d

V2=l =yl

for every test function g € CZ°(2), which shows the claimed inversion formula in even
dimension.

4 Inversion in odd dimension
4.1 The inversion formulas
The following theorem is our main result for odd dimensions.

Theorem 4.1 (Inversion formula in odd dimension). Let n > 3 be an odd number,
Q C R"™ be a bounded convex domain with smooth boundary and f € C°(2). Then, for
every x € §2, we have

1 n—3 1 nT_S 1
f@) = 05 [ (G0) 7 (F0) (e - uldot) + Kaf(e), (@)
(27‘(‘) 2 a0 \t t
where »
(- (93 Rxa) ((z,y), 5(z,y))
K = d
0f (@) = s [ )y
Proof. The proof will be given in subsection .41 O

Similar to the even dimensional case, as a consequence of Theorem [£1] we derive
the following exact inversion for the case that 2 is an elliptical domain of the form
{z € R" | ||Qz|| < 1} for some invertible matrix @) € R™*",

Corollary 4.2 (Exact inversion formula for ellipsoids in odd dimension). Let n > 3
be an odd number, Q C R™ be an elliptical domain and f € C°(2). Then, for every
x € Q, we have

n—3

F) = om0 [ (G0) T (G e —ubaot). @2

Proof. Because of Theorem [.1] we are left to show that qf(x) = 0 for z € Q as in
even dimension. We refer again to [21], where the identity 05 Rxq = 0 in odd dimension
has been verified. O
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For the derivation of the above explicit inversion formula we follow the same strategy
as in even dimension. We prove similar lemmas by using now solution formula (2.3)
and make use of some parts of the proofs in even dimension. We will also see that the
proof of Theorem [4.1]is shorter than the proof in even dimension. One reason for this
is that solution of the wave equation in odd dimension has a simpler form than in the
even case. On the other hand, the solution of the wave equation has compact support
in the time domain for each fixed point when the initial data has compact support.

4.2 Manipulation of the boundary term

As in even dimension, we start again by reshaping the first term on the right-hand side
in (Z7).
Proposition 4.3. Let n > 3 be an odd natural number and f,g € C°(2). Then the
identity

| vt vute a - o= [ow (2) B (G000 @ lle — vy

nwn’)/n

holds for every x € 0N2.

Proof. Inserting solution formula (2.3]) for the function v and applying integration by
parts (n — 3)/2-times lead to

/Ooov(x,t)ayu(x,t)dt = (nwﬁ/ Mg(z,t) ( 8,5)”7_3 <%8yu) (z,t)dt.

Then, by using polar coordinates and the substitution y with z — y we obtain

/OOO v(z,t)0u(x, t)dt = ﬁ /Rn g(z +v) (%(%) T (%8,,11) (z, |lyl)dy

nwn 'Yn

- % [ o (%a)_ (721 @.llx = yiDdy

4.3 Manipulation of the interior term

In view of Lemma and [B.7] we analogously transform the second term in the odd
case as follows:

Lemma 4.4. Let n > 3 be an odd natural number and f,g € C°(Q). Then, we have

/gz/om“(m)v(x,t)dt da

_nmet /. / / (M (2, ) Mg (2, 7)

’7 m,k— 00

-@,(gn 1)( —r3)dr dt dzx
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where {@m} ey 95 a family of bounded and integrable functions converging pointwise
to xq and {®r}cy a family of smooth functions converging pointwise to the Heaviside
function H: R — R almost everywhere.

Proof. From solution formula (Z4]) we deduce
t 1 00 n—1
v(x,t) = / Opv(x,r)dr = — H# —r*)rDy 2 (1" Mg(z,r))dr .
0 Tn

Therefore, we obtain from Lebesgue’s dominated convergence theorem

// u(z, t)v(z, t)dt dx

-1 i / / / (@)D, (" 2MF (2, D) DT (12 Mg(x, 7))

’yn m,k— 00

-y (2 — r?)dr dt dx

:7; lim // / Om ()" M S (, t)TD T (r"2Mg(z, 1))

Y m,k— 00

n—1

<I>(T)( r2)dr dt dz

:<3UW2"1$QM//“/’%n LM (2, )" Mg, )

-<I>§§" 1)( —r?)drdt dz

where we used solution formula (24]) for v and applied integration by parts (n —1)/2-
times with respect to ¢t and r. O

Proposition 4.5. The left double integral in Lemma [{.4) can be transformed to

/Q/OOO u(z, tyv(z, t)dt dz

1y %~
) .A“”lﬁ@‘ *Rxa) (ix w< )

- 2nHiand Iz —yl"”

ydr .
Proof. For the proof, we use again the approximation of identity {1/)“ 1 }men from

Lemma ZT] with ¢ = § + 1 and set again ¢, = xq * Y.L for m € N.
From Lemma 4] we obtain

/gz/ooou(m)v(x,t)dt da
SEBEE [ [ [ ssent

oy (|lz = yl)” = |2 — 2[*)dz dy do
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by using polar coordinates. Then the same arguments as in the proof of Proposition [3.8
give

/Q/OOO u(z, tyv(z, t)dt dz

n—1
-1z f(z
= % lim g(y)/ %
n=wyvn m=o0 JQ Q HZ _yH

[ O R (ly,2),5) H2 = =yl (5 = 35, 2)))ds = dy.

where the inner integral can be evaluated to
[ 057 Reom (3(y,2),) ds = ~35*Reem (aly. ). 5(4.2)
3(y,z

Finally, we can use the proof of Proposition BEI to deduce the desired transforma-
tion. ]

4.4 Proof of Theorem [4.1]
As a first step, we see that the first term in ([27)) equals

/BQ /Ooov(xat)ayu(x,t)dt

:ézgigzvﬂf%{ég@yéﬂ(ia)%g(%am)@ﬁm—ymmﬂwdx

by changing the order of integration. Next, we apply the substitution rule with the
diffeomorphism @ as in the proof of Theorem Bl (3.I1]) and partial integration on the
right integral in Proposition to obtain

/Q/OOO A(uv)(z, t)dt dz

ey / ) [ ) BRDCCD 50 g,

2"“”" ' Iz = ylI*™

Hence we have

| f@s@)

- / ( % 50 (%8’5)%3 (%&,u) (v, |z —yl)do(y) + /Cﬂf(x)> dx

for every test function g € C2°(€2), which shows the claimed inversion formula in odd
dimension.
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5 Conclusion

In this article we studied the problem of determining the initial data of the wave equation
from Neumann traces in arbitrary dimension. This problem is particularly interesting
in PAT, where the aim is to recover the initial pressure distribution f: R™ — R from
measurements on some boundary enclosing the unknown object. We derived explicit
inversion formulas for Neumann measurements on smooth boundaries of convex domains
up to an additional integral operator depending on the unknown function f. As we
have seen, this integral operator vanishes for elliptical domains which results in exact
reconstruction.

By taking a closer look to the inversion formulas (3]) and (&1]), we observe that the
formula for odd dimension requires only knowledge of Neumann traces on a finite time
interval. This follows simply from the fact that the distance between two points inside
a bounded domains is always smaller than its diameter. However, in even dimensions,
the inversion formula requires knowledge of the Neumann trace for all positive times. In
practice, only measurements on a finite time interval are known. Therefore, we intend
to investigate inversion formulas that only require data on a finite time interval in even
dimensions as well. A possible approach to this issue is similar to that mentioned in
[17] for Dirichlet traces, where relations between the solution of the wave equation and
spherical means have been employed.

In the case of two spatial dimension, in [I12] we derive exact inversion formulas for
any linear combination of the solution of wave equation and its normal derivative on
circular domains. To study an analogous problem in higher dimensions is an interesting
open issue. For that purpose, the derivation of so-called range conditions for the wave
equation [3], 4, 19] could be helpful. Another subject worth studying more profoundly
is the development of exact inversion formulas for other special domains.

Finally, note that the presented inversion formulas clearly imply uniqueness of re-
covering the initial data of the wave equation from Neuman traces on ellipsoids. For
more general domains, such a conclusion would follow by proving the invertibility of
the operator I — Kq. From [211 34], where the same operator appears, it follows that
I — Kq is a Fredholm operator. However, we could not prove that I — Ko has a zero
kernel. Investigating invertibility for general domains in both the complete and partial
data situations is an interesting line for future research.

A Remaining proofs

A.1 Proof of Lemma [2.1]

As a first step, we have to show

1
Lo fal?yds = -
B (0,1) a
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By using polar coordinates and letting r = \/u we see that

NnWn,

1 1 -
[ llPydr = [ (12 tar = (0w,
B"(0,1) 0 2

0
where w,, = vol(B"(0,1)) denotes the volume of the n-dimensional unit ball. Then,
applying integration by parts p-times yields
|
[ falPyde ="
n n— n—

B"(0,1) (T+1)"'(T+N+1)

nw, P+ DI(F) 1

2 TZ+pu+1) o

where we used the identities w, = W"/Q/F(% +1)and I'(§ + 1) = §I'(5).
To prove the second statement, we first show (21). By using polar coordinates and
letting r = /u again we have

1 n—1_ 09 12\V
Ry (60,5) = T~ a
’ e"a Bn—1(0,v/2—s2) g2
1 2 2\ V
1 (- Ay,
e"a B7—1(0,v/22—s2) 3

_ (n—1wp—1 /V52_52 (1 B 52 + T2>Vr"2dr

ena 0 g2
2 2
(n—1Dwp—1 [575 s+ ul\Y n-s
= 1-— 5 u 2 du,
2ea 0 €

where (01,...,0,-1) is a orthonormal basis of E(f,s). As in the first step, applying
integration by parts u-times and using the same identities as before lead to

e = ICE e

2¢na e2D(%L 4+ p+1

n—3
_ T(+ut) (1 8_2>T+“+1
eyl (%5 + p+1) e’ '

Now, it remains to show [p R, (0, s)ds = 1. By letting u = s/e, x = cos(u) and using
the well-known relation

" oty — YT
/7T/2 COS(.YJ) dr = m,

we finally have

T (2 1 e 2\ 7ty
[ Ric(6,5)ds = G+utl) / (1_ i) Lis
R NZ3) (%+u+1) —e
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(2 1 1 n—3
_ (2+M+ ) / (1—u2) 2+u+1du
1

VAl (25 + p+1) -
r 1 /2
_ (2 + p+ ) / cos(x)"+2“dm —1
VAl (251 + 4 1) S

A.2 Proof of Lemma [2.2

First, we show formula (Z35]). Let f,: R™ — R™: (r,¢,01,02,...,0,_2) — (x1,...,2n)
be the n-dimensional polar coordinate map, where

r1 =171cospsinf;sinfs---sinf, o,
To = rsinpsinfysinfs---sin b, _o,

xr3 =rcosfisinfy---sinf, o,

Typ_1 =1 cosBy,_3sinf,_ o,

Ty = 1rCOsBy_o,

and gn: (0,27) x (0,m)" 2 — R™: (¢,01,02,...,0,2) — fn(1,0,01,09,...,0, 2) a
parametrization of S*"!. Then, for a function h € C>(Q) and (x,t) € R" x (0,00)
we obtain

/ h(y) dy
B0 (12 — |y — 2|)?

_ Xen(0,t) (¥) (T + y) dy

n 2
e =1yl

- h(z + falr,¢,0
:/ / Xe1 (0,0) (T)R(Z + fu(r, ,0)) et (. 0, 8)| o, 0)
0 (0,27) x (0,7)n—2 12 _ 2

by substituting y with y + x and using polar coordinates. Since the Gram determi-
nant of the parametrization = + rg, of dB"(z,t) at (p,0) € (0,27) x (0,7)" 2 equals
|det O fy(r, @, 0)| for every r > 0, we have

° XBL(0,t) (r)

h(y)
dy = [T [ oty e
/B"(x,t) [e2 — |y — z||? 0 Vt2—12 JoBn(ay)

N n Mh(z,r)
_/O o (08" (1)) s

Inserting this identity into (Z2]) by replacing h with f and g, and using the relations
vol(B™(z,t)) = t"w, and o(OB"(x,7)) = r" nw, lead to Equality ([23).
Now, we show formula (Z6]). According to ([Z.5]), we are left to show that

dr .
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n—2

1 5 t ,rn—l
(;8t> </0 Tr—3 T2Mh(m,r)dr>
1

</Ot ﬁ (;@) = (r”’QMh(x, r)) dr) (A1)

for h € C°(Q2). First, we observe that application of integration by parts yields

(%at) ( / t LMh(x,r)dr) - [ B =20, (F 2 Mb(a, ) dr

2 _ 2
Then the Leibniz rule for integrals gives us

1

() (£ gsotnrior) - s () o

Now, suppose that

1

(%@)k </Ot 7%/\/”1,(1],7')6[7') = /Ot 7t2r—ﬁ (;&)k (T"*QMh(x,r)) dr

holds for any value k < "772 Since

: 1 F n—2
71"1\2% (;&) (7" ./\/lh(x,r)) =0,

we obtain from our assumption and partial integration

(%at)kﬂ < / t %Mh(m, r)dr)
_ (%at) (/Otﬁ (%ar)k (r"2Mh(z, 7)) dr)
- (%at) (/Ot V=120, (%ar)k (r“Mh(x,r))>

Hence, another application of the Leibniz rule for integrals implies (A.T]).
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