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A LIPSCHITZ MATRIX FOR PARAMETER REDUCTION IN
COMPUTATIONAL SCIENCE*

JEFFREY M. HOKANSONT AND PAUL G. CONSTANTINE!

Abstract. We introduce the Lipschitz matrix: a generalization of the scalar Lipschitz constant
for functions with many inputs. Among the Lipschitz matrices compatible a particular function,
we choose the smallest such matrix in the Frobenius norm to encode the structure of this function.
The Lipschitz matrix then provides a function-dependent metric on the input space. Altering this
metric to reflect a particular function improves the performance of many tasks in computational
science. Compared to the Lipschitz constant, the Lipschitz matrix reduces the worst-case cost of
approximation, integration, and optimization; if the Lipschitz matrix is low-rank, this cost no longer
depends on the dimension of the input, but instead on the rank of the Lipschitz matrix defeating the
curse of dimensionality. Both the Lipschitz constant and matrix define uncertainty away from point
queries of the function and by using the Lipschitz matrix we can reduce uncertainty. If we build a
minimax space-filling design of experiments in the Lipschitz matrix metric, we can further reduce
this uncertainty. When the Lipschitz matrix is approximately low-rank, we can perform parameter
reduction by constructing a ridge approximation whose active subspace is the span of the dominant
eigenvectors of the Lipschitz matrix. In summary, the Lipschitz matrix provides a new tool for
analyzing and performing parameter reduction in complex models arising in computational science.
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1. Introduction. With the increasing sophistication of computer models, prac-
titioners in science and engineering often confront the curse of dimensionality—the
phenomena that for many relevant computational tasks, obtaining the desired solu-
tion requires a computational cost that grows exponentially with the number of input
parameters [8, 34]. To mitigate this curse, practitioners may introduce a lower dimen-
sional reparameterization of the model inputs yielding a similar output to the original.
When applicable, this parameter reduction enables otherwise high-dimensional com-
putations to exploit low-dimensional constructed parameters. Standard engineering
practice uses a global sensitivity analysis [27] to identify a subset of input parameters
that have relatively little affect on the output. Fixing these insignificant parameters
at a nominal value provides a lower-dimensional parameterization using the remain-
ing parameters [29]. Another approach reparameterizes the model using a few linear
combinations of the input variables defining an active subspace along which the model
varies [4]. Active subspaces include subset-based approaches since any subset can be
encoded as the span of columns of the identity matrix. More generally, a nonlinear
reparameterization of the input-output map can be used [15]. Here we introduce the
Lipschitz matriz—a generalization of the scalar Lipschitz constant. The Lipschitz
matrix can identify an active subspace, motivates a design of experiments, defines
uncertainty away from function evaluations, and yields improved error bounds that
can mitigate the curse of dimensionality.
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1.1. Definition. We define the Lipschitz matrix analogously to the Lipschitz
constant. Given a domain D C R™, the scalar Lipschitz constant L € R, defines a
set of scalar Lipschitz functions denoted L£(D, L) that satisfy

(L1)  LOD,L)={f: DR : |f(x1)— f(x2)| < Llx1 — Xalls, x1,%2 € D}.

The Lipschitz matriz changes this definition, moving the constant L inside the norm
and promoting it to a matrix L € R™>*". This defines matriz Lipschitz functions

(12) LMDL)={f:D >R : |f(x1) — f(x2)| < |L(x1 — %2)l2, X1,%2 € D}.

In our notation, the type of the second argument of L(-,-) indicates whether this
set refers to the scalar (1.1) or matrix (1.2) case. Additionally, we define e-Lipschitz
functions that are near by Lipschitz functions:

(1.3) L(D,L)={f:D—=>R:|f(x1)— f(x2)] < ||L(x1 — x2)||2 + ¢, x1,%2 € D}.

This function class is useful when analyzing functions with computational noise [20]
or irrelevant oscillations; see examples in section 8.

1.2. Equivalence. We refer to both scalar (1.1) and matrix (1.2) Lipschitz func-
tions as simply Lipschitz functions as these two sets are nested. All scalar Lipschitz
functions f € L£(D, L) are also matrix Lipschitz functions with f € £(D, LI):

(1.4) |f(x1) = f(x2)] < L[x1 — x2]l2 = [[(LI)(x1 — Xx2)||2.

Hence L(D, L) = L(D, LI). Similarly, all matrix Lipschitz functions f € £L(D,L) are
also scalar Lipschitz functions with f € L(D, ||L]|2) as

(1.5) |f(x1) = f(x2)] < [L(x1 — x2)ll2 < [|Ll2[lx1 — x2][2.

Hence £(D,L) C L(D, ||L||2). This nesting also holds for e-Lipschitz functions.

1.3. Smallest Lipschitz Matrix. Given a particular function, we seek the
smallest possible Lipschitz matrix to tighten our results. The challenge using the
Lipschitz matrix is there is no natural ordering unlike the scalar Lipschitz constant.
Hence we must impose an ordering.

For the scalar Lipschitz constant, the ordering of the real line provides a natural
ordering for Lipschitz constants. The smallest Lipschitz constant for a function f is

(1.6) erelkn L subject to |f(x1) — f(x2)| < L||x1 — X2|l2 x1,%2 € D.
+

Unlike scalars, matrices have no natural ordering. However by invoking the polar
decomposition [16, Thm. 7.3.1] we can define a partial order for Lipschitz matrices.
Any matrix L € R™*™ has a polar decomposition into the product L = QP where
Q € R™*™ has orthonormal columns and P € R™*™ ig a symmetric positive semi-
definite matrix, denoted P € ST*™. As the 2-norm is unitarily invariant,

(1.7) [L(x1 —x2)[2 = |QP(x1 — x2) |2 = |P(x1 — x2)||2.

Thus without loss of generality, we can assume a Lipschitz matrix L is symmetric
positive semidefinite. Positive semidefinite matrices have a natural partial ordering:
the Loewner partial order [16, Def. 7.7.1] where for A,B € ST"*™, we write A < B if
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B — A is positive semidefinite. This is only a partial order as when B — A is indefinite,
we cannot order A and B.

To define the smallest Lipschitz matrix, we choose a total order compatible with
the partial order. Two convenient choices are the trace and determinant of L [16,
Cor. 7.7.4d,e]. In the majority of our results, we use the squared Frobenius norm of
L, i.e., the squared sum of the eigenvalues of L which obeys the partial order by [16,
Cor. 7.7.4¢], as this yields an amenable optimization problem as discussed in section 3.

1.4. Derivatives. The Lipschitz matrix bounds the derivatives of f. Suppose f
is differentiable at x in the interior of D. Then for any p € R™ there is some § > 0
such that x + dp € D. From the Lipschitz matrix constraint (1.2),

(1.8) |f(x+6p) — f(x)|* < |L(x + 6p — x)||3 = 6°p "L Lp.

Dividing by 62 and taking the limit as § — 0, we bound the gradient of f, Vf, by
(1.9) (P'Vi(x)?=p'Vf(x)Vf(x)'p<p'L'Lp

As this holds for all p, we write this compactly using the Loewner partial order:
(1.10) Vix)Vf(x)" <L'L.

If f is not differentiable, a similar result holds for any Gateaux derivative. Note, due
to the presence of € > 0 in the definition of e-Lipschitz functions (1.3), the derivatives
of f do not provide a lower bound on the e-Lipschitz matrix.

1.5. Connection to ridge functions. A ridge function [23] depends only on
a few linear combinations of its input variables; i.e., a function f : R™ — R is a ridge
function if there is a function g such that

(1.11) f(x) =¢g(U'x) where ¢g:R" =R, UcR™" m>n.

We call g the ridge profile, n the ridge dimension, and the range of U the active
subspace. The Lipschitz matrix is intimately connected to ridge functions: informally,
f is a ridge function if and only if it has a low-rank Lipschitz matrix. The following
theorem makes this precise.

THEOREM 1.1. Suppose f : D — R is a Lipschitz function with a Lipschitz con-

stant L. Then f is a ridge function with ridge dimension n if and only if there exists
a L € R™*™ with rank n such that f € L(D,L).

Proof. Suppose f € L(D,L) where L is rank n. Let U € R™*" be an orthonormal
basis for the range of L. If x;,Xs € D with U (x; — x2) = 0, then

(1.12) |f(x1) = f(x2)] < [[L(x1 —x2)[l2 =0

as X1 —Xo is in the nullspace of L. Hence f is constant in all directions in the nullspace
of U and thus there is a g : R” — R such that f(x) = ¢(U"x).

Suppose f(x) = g(UTx) where U € R™*" has orthonormal columns. As f is
Lipschitz, so too is g. Let Ly € S7*" be a full-rank Lipschitz matrix for g, then

|f(x1) = f(x2)] = |9(U " x1) — g(UTx2)]

1.13
— < Lg[(UTx1) = (U xa)][l2 = [ULGUT (31 = x2)]2-

Hence f € £(D,UL,U") and UL,U" is rank n. d
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Thus if we identify a low-rank Lipschitz matrix for a function, the range of the
Lipschitz matrix defines an active subspace. However in our experience exact ridge
functions are rare. More frequently, a function will be approximately a ridge func-
tion; we informally call these functions ridge-like. In the context of Lipschitz ma-
trices, we say f is ridge-like if it has an approximately low-rank Lipschitz matrix;
then the dominant eigenspace defines an active subspace (see Theorem 4.1). Other
approaches for identifying and approximating ridge-like functions include: polynomial
ridge approximation [5, 14|, sufficient dimension reduction techniques from statistical
regression [11], and the mean gradient outer-product (MeGO) [4].

1.6. Comparison to MeGO. Given a probability measure p, the mean gradi-
ent outer-product (MeGO) [4, eq. (3.2)] is

(1.14) C=E[VfVf'] = _ Vix)Vf(x)" du(x) € R™*™,

The dominant eigenspaces of C provide one way to identify the active subspace of f.

When f is differentiable almost everywhere on its domain, we can bound the
MeGO matrix by the Lipschitz matrix. From (1.10), the Lipschitz matrix bounds the
gradient: Vf(x)Vf(x)" < LTL. Then as yu is a probability measure

(1.15) C :/ DVf(x)Vf(x)T dp(x) < LTL.

T T

This bound is tight when f is a linear function f(x) = a'x in which case C = aa ',
L = ||lall;'aa”, and LTL = aa'. Like the Lipschitz matrix, dominant eigenspace of
C identifies an active subspace [4, Thm. 1]. As a corollary, if f is a ridge function,
then the nullspaces of C and L are the same.

1.7. Applications of the Lipschitz Matrix. The Lipschitz matrix provides
both analytical tools and practical results. As we show in section 2, replacing the
Lipschitz constant with the Lipschitz matrix allows us to approximate, integrate, and
optimize functions using fewer evaluations. If we can identify a low-rank Lipschitz
matrix, then the cost of these tasks no longer scales with the number of parameters,
but instead the rank of the Lipschitz matrix. In practice, there are few functions for
which we can compute the Lipschitz matrix exactly. We show in section 3 that we
can estimate the Lipschitz matrix from arbitrary combinations of function evaluations
f(x;) and gradients Vf(x}) by solving a semidefinite program. We can use the
estimated Lipschitz matrix to then identify an active subspace (section 4), guide
the design of experiments (section 5), construct ridge approximations for dimension
reduction (section 6), and quantify uncertainty (section 7).

1.8. Reproducibility. Following the principles of reproducible research, we pro-
vide code implementing the algorithms described in this paper and scripts generat-
ing the data appearing in the figures and tables available at http://github.com/
jeffrey-hokanson/PSDR/.

2. Algorithm Complexity. In this section we use results from information-
based complexity [34, 35] to bound the worst-case optimal cost of approximation,
integration, and optimization for Lipschitz matrix functions. These results parallel
similar results for scalar Lipschitz functions [31] with one important distinction. For
scalar Lipschitz functions on D C R™, each of these three tasks requires O(e~") func-
tion evaluations to obtain € > 0 accuracy—this exponential growth in dimension is the
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L=1,D=[112 L:[ijj?],pz[—m]? L:[jjj?]m:L[—l,u?

-
/

Fic. 2.1. Using the Lipschitz matriz instead of the Lipschitz constant reduces the number of
e-balls required to cover a domain. For an € = 0.5 cover, 9 points (dots) are required to cover a box
(shaded quadrilateral) with e-balls (shaded ellipses) using the Lipschitz constant (left). In contrast,
whereas only 3 points are required with the Lipschitz matriz (center, right). The center plot shows
the perspective of the Lipschitz matriz altering the metric for the space; the right plot shows warping
the domain to use the standard {5 metric.

curse of dimensionality [8]. For functions with a rank-r Lipschitz matrix these tasks
require only O(e™") function evaluations. If r < m, then complexity is independent
of dimension and we have mitigated the curse of dimensionality. The key ingredient
is using the Lipschitz matrix to provide a (pseudo-)metric on the domain

(2.1) du(x,y) = [Lx—y)ll2  xyeD.

Using this metric, we show the complexity of approximation, integration, and opti-
mization is proportional to e-internal covering number of D:

M

(2.2) N.(D;L):= argmin M such that D C U Be(x;;L),
M {x;}}L,CD j=1

where B (x;j;L) = {x : [|[L(x — x;)||2 < €} is the e-ball in dy,. These points {x;}}L,
have a special interpretation: they are an M-point minimazx optimal design on D:

(2.3) X(D,M,L) = argmin max minM IL(x — x;)||2;

{x; 1M, cD X€EP I=1

see proof in [6, Thm. 4.7]. By replacing the Lipschitz constant by the Lipschitz matrix
fewer points are required cover the domain as illustrated in Figure 2.1. The same can
be seen in bounds for the covering number. YW

THEOREM 2.1 ([36, Thm. 14.2]). If D C R™ is convex and L is full rank

1\  vol(D) _ 3\  vol(D)
24 (> vol(&(-;L))gNs(D’L)S(e) vol(By (<L)’

where vol denotes the Lebesgue measure in R™ and By(-; L) the unit ball in dy,.

This theorem implies N.(D;L) = O(e~™) when L is full rank. If L is low-rank we
can apply this theorem by interpreting the Lipschitz matrix as warping the domain

(2.5) LD ={Lx:x €D}
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and equipping this domain with the standard Euclidean metric d(x,y) = ||x — y||o.
Then covering number is

(2.6) N.(D;L) = N.(LD;1).

When L is rank-r, then LD is an r-dimensional subset of R™. Applying Theorem 2.1
on this r-dimensional problem, note N.(LD;I) = O(e™").

In the remainder of this section we first establish a definition of uncertainty for
Lipschitz functions and then use this definition to derive complexity results for ap-
proximation, integration, and optimization. Then we discuss how the Lipschitz matrix
yields both asymptotic and non-asymptotic reductions to the complexity of these tasks
when compared to the Lipschitz constant.

2.1. Uncertainty. One use of the Lipschitz matrix is to provide constraints
on what values a function can take away from points where know its values. We
denote these point queries consisting of a point x; € D and a response y; € R by
Pu = {x;,9; }gA/i1 This allows us to define the space of all Lipschitz functions with
the Lipschitz matrix L that interpolate these point queries:

(2.7) L(D,L,Py) = {f € L(D,L): f(x;) = y; {X;,y;} € Pu}.
Using this notation we can then define the uncertainty set at a point x € D
(28) U(X;vaM) = {f(X) : f € C(DaLvlpM)}

This set is actually an interval for each x. From the definition of Lipschitz matrix
continuity (1.2), for any f € £(D, L, Pas) we have bounds

(2.9) Y — ILx = x)ll2 < f(x) <5 + [[Lx = x5)ll2-

As these bounds apply for each {x; }JM:1 these provide lower and upper bounds for
each point x:

(2.10) fmin(x; L, Par) = max y; — [|L(x — x;)|l2,
j=1,....M

(2.11) Fras(i L Par) =iy + [Lx = ;)

Since these are the only constraints on f(x), the uncertainty set is an interval
(212) Z/[(X, La PM) = [fmin(x§ L, 7)]\/1)7 fmax(x; L7 7DM)] -

An important tool in our results is the central approzimation

(213) fmid(x; L, 7DM) = % (fmin(x) + fmax(x)) .

This function minimizes the worst-case pointwise error of all Lipschitz approximations
that interpolate the point set.

LEMMA 2.2. Given a domain D C R™, Lipschitz matriz L € R™>*™, and point
queries Py = {Xj,yj}jle then for any fized f: D — R

(2.14) sup  [f(x) = fmia(x; L, Pu)[ < sup  [f(x) = f(x)]-
fE[:('D7L,'P]u) fEl:(D,L7'P1u)
Proof. This follows immediately from the uncertainty interval (2.12). Any other

choice for f(x) would have an error greater than 3| fimax(X) — fmin(x)] for some choice
of f; cf., [34, pp. 12-13]. d
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2.2. Complexity Results. The following results show the number of function
queries are necessary to perform approximation, integration, and optimization to
within a tolerance € > 0 in the worst case depends on the e-covering of the domain.

2.2.1. Approximation. The following theorem shows that by querying a func-
tion at a minimax optimal design, the resulting central approximation yields the best
approximation in the worst case.

THEOREM 2.3. Given a domain D C R™ and a Lipschitz matriz L € R™*™  the
minimum number of point queries M such that

(2.15) sup _inf max|f(x) — f(x)| <€ where Pa = {x;, f(x;)}}L,
feL(D,L) f:D—R xeD

is the € internal covering number, M = N.(D;L). The optimal point queries corre-
spond to the M-point minimax optimal design, X (D, M,L) and the optimal approxi-

mation f is the central approximation fiq.

Proof. Using Lemma 2.2 we can remove the middle optimization in (2.15) by
replacing f with the central approximation fiiq:

(2.16) sup _inf max|f(x)— f(x)| = sup max|f(x) — fmida(x;L, Par)l-
feL(D,L) f:D—R x€D feL£(p,L) x€D

The greatest uncertainty comes when f(x;) =0 for j =1,..., M and hence

217 S — Jmi ) :[J7 P = 1 L — . .

(217) swp max|f(0) — fia(6 L Pa)| = max | min LG =)

Then the minimum M to make the right hand side above less than € is N.(D, L) and
the optimal queries correspond N (D, L)-point minimax optimal design. d

2.2.2. Optimization. The argument for the complexity of optimization is es-
sentially that of approximation: unless we can approximate f within e, we cannot
globally optimize f within e.

THEOREM 2.4. Suppose D C R™ is compact and L € R™>*™. [In the worst case,
the minimum number of samples to find the mazimum f € L(D,L) to within € is the
e-internal covering number N.(LD).

Proof. As D is compact and f is Lipschitz, f must have a finite maximizer f*
where f* = f(x*) for at least one x* € D. We first establish an upper bound on
the number of point queries required. Using M = N.(D,L) point queries Py in a
minimax optimal design there is a x; in Py such that |L(x* —x;)[|2 < e. By (2.9)

FOT) < ) + [L(x = x5)[l2 < f(x5) +€

and hence f(x;) > f* —e. To show this upper bound is obtained, consider the
function f € L(D,L) where f(x) > 0 for all x € D, f has optimizer f(x*) = 2¢ = f*,
and f has minimum integrand. If we choose M < N.(D,L) point queries we can
adversarially choose x* such that ||L(x — x*)||2 > € and consequently f(x;) < e for
all j=1,..., M. 0

2.2.3. Integration. This result parallels the one-dimensional Lipschitz case pre-
sented by Traub and Werschulz [34, chap. 2].
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THEOREM 2.5. Suppose D C R™ be compact and L € R™*™. Let ¢* denote the
quadrature rule from integrating the central approximation on an M -point minimaz
optimal design

6 (f: M,L) = /  fusa (6L P dx

where Py = {x;, f(x;) j”il and x; € X(D,M,L).

(2.18)

Let ¢ denote any other M point quadrature rule integrating an approximation f, then

(2.19) sup
feL(p,L)

< sup
feL(D,L)

- | T dx on- | _fx)dx

Proof. From Lemma 2.2, the central approximation has the smallest pointwise
worst case error of any approximation interpolating the point queries Py;. Thus
(2.20)

sup ‘/ fmid (X; La PM) - f(X) dx
feEL(D,L,Pnm) |/ x€D

< sup
fEL(D,L,Pnr)

/ T~ ) x|

Then as the points X'(D, M, L) minimize the worse case error in the central approxi-
mation, ¢* is the worst-case optimal quadrature rule. ]

COROLLARY 2.6. In the setting of Theorem 2.5,

(2.21) < e-vol(D).

¢*(f: N(D, L), L) / 1) dx

Proof. Let M = N.(D,L). From the definition of ¢* (2.18),

(2.22)

*(f: M.L) - / f(x) dx

xeD

< / e L Pag) = F0)] e

By Theorem 2.3, |fmida(x) — f(x)] < €; integrating this bound yields the result. d

2.3. Asymptotic Improvements. The Lipschitz matrix provides two asymp-
totic improvements over the Lipschitz constant. If the Lipschitz matrix is rank-r, then
complexity of approximation, integration, and optimization grows like O(e~")—mnot
O(e~™). This also applies to ridge functions with ridge dimension r by Theorem 1.1.
Even if the Lipschitz matrix is full rank, the Lipschitz matrix can still substantially
reduce the covering number compared to the Lipschitz constant. Interpreting the
Lipschitz matrix as transforming the domain, from Theorem 2.1 we have the bound

3m
(2.23) N(DsL) = N(LD:1) < Zm gy

vol(LD).
For the Lipschitz matrix and Lipschitz constant
(2.24) vol(LD) = |detL| - vol(D) and vol(LD) = L™ - vol(D).

Hence if |det L| < L™, we have substantially reduced the covering number. This is
not uncommon: for the test problems shown in Table 2.1, | det L| is multiple orders
of magnitude smaller than L™.
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TABLE 2.1
Comparison of Lipschitz matrix, Lipschitz constant, and corresponding volumes for a variety of
test functions [32] posed on the normalized domain D = [—1,1]™ with normalized outputs in [0, 1].

Here we estimate L by minimizing the Frobenius morm using 1024 gradient samples including the
2™ corners and otherwise sampled randomly.

test problem dim. L Omax(L)  omin(L)  vol(LD)  vol(LD)
Golinski volume [12] 6 3.0-107! 3.0-107! 7.3-107% 4.3-1072 8.4-107°
OTL circult [3] 6 5.4-107! 58-107! 1.4-1072 1.6-10° 1.4.107°
piston [17] 7 1.0-10° 1.0-10° 2.6-1073 1.3-10> 2.0-1076
|
]

borehole [13] 8 9.0-10"! 9.2-10~ 4.6-10~% 1.1-102 5.0.-10"'2
wing weight [10] 10 3.8-10~! 4.1-10"! 4.3-1073 5.9.10"2 2.1.1010

Estimated Covering Number for the OTL Circuit Model [3]

10%
1022 | S
1020 | Ne(LD) o027 |
1008 | =711 10 o]
102 | *2-"" N(LD) oL 1
1012 5 s =T 6 1
10%2 | o e 1
1010 tds - 1
108 T - -5 1
106 |- 22" 6 |
10% vooe® - |
10% | _-p® T et 1
100 ¢ - e - e - —_— :

e-covering number upper bound

rate
o
o
o
o
8
o
o
°
q
q

FiG. 2.2. An upper bound on the covering number of the transformed domain. Here we estimate
the covering number by counting the number of e-balls whose centers are on a grid with spacing
2¢/+/m that intersect the transformed domain; when the number of grid points exceeds 104, random
samples are used to estimate the number of e-balls intersecting the domain. The bottom plot shows
the estimated growth rate of N.(LD) estimated using a finite difference (dots) and a 7-point median
smoothed rate (line). The asymptotic separation of 1.1 -10% matches the ratio vol(L'D)/vol(LD).

2.4. Non-asymptotic Improvement. Before the asymptotic limit, the Lip-
schitz matrix can slow the growth of covering number. Denoting the singular values
of L in non-increasing order as o;(L), when € > o¢;(L) then LD is effectively j-
dimensional as a single e-ball can cover the dimensions j + 1,...,m. This temporally
slows the growth of the covering number as illustrated in Figure 2.2.

3. Computing a Lipschitz Matrix. For a particular function f, our goal is
to identify the smallest Lipschitz matrix L such that f € £(D,L). As discussed in
subsection 1.3, we must choose an ordering of positive semidefinite matrices. Here we
minimize the Frobenius norm of the Lipschitz matrix yielding the program

min [|IL]#
(3.1) Lesi
such that |f(x;) — f(x;)| < ||L(x; —x;)|l2  Vxi,%x; € D.



10 JEFFREY M. HOKANSON AND PAUL G. CONSTANTINE

Ideally given f, we would identify this Frobenius-norm minimizing Lipschitz matrix
in closed form. For most functions, this is infeasible. Instead, we approximate this
program by discretizing the constraints using a finite number of point and/or gradient
queries. This yields a semidefinite program to identify the Lipschitz matrix. Although
tempting to enforce a low-rank constraint on the Lipschitz matrix in this program,
we show this can yield in non-informative results. For the special case of quadratic
functions, we provide a finite program exactly solving the full program (3.1). We
finally illustrate how this discretized program converges with increasing queries.

3.1. Semidefinite Program for a Lipschitz Matrix. Both point queries
Py = {x;, f(xj)}j]‘/i1 and gradient queries Gy = {V f(x},)}._, provide constraints on
the minimum Frobenius norm Lipschitz matrix. Recalling from (1.10) that the outer
product of gradients is bounded above by LTL, the discretized minimum Frobenius-
norm Lipschitz matrix solves

min L%
LesT
B2 such that |y — > < ILGx —x)I3  {xiwi}. 5,95} € Pars
grg, <L'L gr € On.

This formulation has difficult non-convex quadratic constraints. Instead, we reformu-
late (3.2) in terms of the squared Lipschitz matrix H := L L and instead solve

min TrH
HesT X

(3-3) such that |y; — yj|2 < (x; — xj)TH(xi —-x5) {xi, v}, {x5,9;} € Pus;
grgn <H gr € GN.

This, unlike (3.2), is convex semidefinite program. After parametrizing the space
of symmetric matrices, this program has three sets of constraints: linear inequality
constraints from the point queries, semidefinite constraints from the gradient queries,
and the semidefinite constraint 0 < H. Our numerical experiments use CVXOPT [1]
to solve (3.3) and take L to be the symmetric positive definite square root of H.

3.2. Semidefinite Program for an e-Lipschitz Matrix. We use a similar
approach working in terms of the squared Lipschitz matrix H = LTL to compute
an e-Lipschitz matrix. However, because e-Lipschitz functions are not differentiable,
gradient queries G do not constrain this matrix. This leaves only point queries which
by (1.3) must satisfy

(3.4) |f(x1) = f(x2)| < €+ [[L(x1 — x2)]|2.
Replacing the point query constraint in (3.3) with this expression yields

min TrH
(3.5) M

such that max(|y; —y;|—¢, 0)? < (x; — xj)TH(xi —x;) {xi,¥i},{x;,y;} €Pum.

3.3. Low-rank Solutions. It is tempting to impose a rank constraint on H, and
consequently L, to reduce complexity. Unfortunately, a low-rank constraint can yield
misleading results. For example, suppose we have point queries {Xj,yj}j]‘il = Pu
where {xj}évil is in general position. Then for almost every vector a € R™, the
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projections onto Spana are distinct: a'x; # a'x; for i # j. Thus, for almost every
a there is a rank-1 Lipschitz matrix whose range is Span a:

0 lyi — v
3.6 Lo = R™ ™ o = max — 2 Yl
(3.6) a LyaT] € @ I?;?gx laTx; —alx;l|

Hence regardless of the actual structure of f we have likely mistakenly identified it
as a one-dimensional ridge function. Gradient constraints for the Lipschitz matrix
do not fail in a similar way. If Range{V f(x}) évzl is n-dimensional, then H, and
consequently L, must be at least rank-n.

3.4. Using the Determinant. In subsection 2.3 we saw that the complexity of
approximation, integration, and optimization are proportional to |det L|. Why not
use the determinant as the objective function instead of the Frobenius norm in (3.1)?
There are two important reasons. We loose convexity: |L||% = Tr H is convex whereas
|det L|? = det H is concave. The other is that the determinant yields uninformative
Lipschitz matrices. As illustrated in the previous subsection, given finite point queries
we can always find a low-rank Lipschitz matrix. As the determinant of this matrix is
zero it is an optimal, but uninformative, Lipschitz matrix.

3.5. Quadratic Functions. In the case of a quadratic function we can show
that there are only finite number of active gradient constraints of the continuous
problem (3.1) yielding a finite semidefinite program for its Lipschitz matrix. Suppose
f is a quadratic function:

(3.7) D=[-1,1" f:D—R where f(x)=x Ax+b'x,

A € R™*™ and b € R™ whose gradient is Vf(x) = (A + AT)x + b. The following
theorem bounds the gradient outer-product above by points on the corners of the
domain: those points where each coordinate takes on the value —1 or 1.

THEOREM 3.1. Suppose f : [—1,1]™ — R is a quadratic function as in (3.7). For
any x € D there is a point ¢ on a corner of D such that

(3.8) VIx)Vf(x)" 2 Vf(e)Vf(e)'.

Proof. Denote As = A + AT. Consider the difference of these two gradient
outer-products for any ¢ on the corner of D and x € D:

(3.9) VF(e)Vf(e)' = V)V I(x) =

As(c—x)b" +b(c—x)"Ag+ Ag(cc” —xx")Ag.
As c is on the corner of [~1,1]™, then cc” > xx " and
(3.10) VF(e)Vf(c) = VF(x)VF(x) = As(c —x)b" +b(c—x) Ag.

As c is on a corner, there is a ¢ such that the entires of the entries of ¢ — x can have
any combination of signs {+,0} or {—,0}. Thus we can choose a corner such that
As(c—x)b' has nonnegative entries. Then the right hand side above is nonnegative
and we conclude

(3.11) Vi(@©Vf(e)' = Vf(x)Vf(x) = 0. O



12 JEFFREY M. HOKANSON AND PAUL G. CONSTANTINE

As a result of this theorem, the Frobenius-norm minimizing Lipschitz matrix for
a quadratic function is the solution to a finite-dimensional semidefinite program

argmin TrH
(3.12) Hesy™ ™

such that gkg,I <H gk € {Vf(Ck)}iZ1

where {c;}7, are the 2™ corners of D = [~1,1]™.

3.6. Convergence in Queries. With increasing point and gradient queries, the
solution the finite-constraint semidefinite program (3.2) converges to the continuous-
constraint program (3.1) if the function f is Lipschitz. Let Hps y denote the solu-
tion to (3.3) with Py and Gy. If Py C Paryr and Gy C Gyyr then TrHpy v <
TrHprq1,v and Tr Hp, v < TrHps n41. As f is Lipschitz there exists a solution H to
the continuous-constraint problem and Tr Hy; y < Tr H. Then as Tr Hp, v — TrH,
HM,N — H.

3.7. Convergence Rate. An important practical question is how fast do finite
query approximations converge to the continuous-constraint Lipschitz matrix (3.1)?
Unfortunately if we use random sampling this rate can be very slow. Figure 3.1 shows a
quadratic approximation to the OTL Circuit function. As this is a quadratic function,
we know the Lipschitz matrix is determined by the gradient at the corners. The
probability of querying within e of these points when sampling randomly is O(e~™);
hence convergence with gradient queries is O(e~™) and convergence with point queries
is O(e~2?™). This is very slow! However, this slow convergence is not surprising as
the Lipschitz matrix tracks the mazimum rate of change.

Although this result is distressing, hope is not lost. Many problems in science and
engineering are approximately monotonic over their domains. Hence we can employ
a similar argument to Theorem 3.1 to justify that querying gradients at the corners
of the domain yields an accurate approximation of the Lipschitz matrix. We employ
this strategy throughout the remainder of this manuscript to estimate the Lipschitz
matrix, potentially in combination with other random point or gradient queries.

4. Ridge Approximation Error Bound. In the introduction, Theorem 1.1
showed that functions with low-rank Lipschitz matrices ridge functions. Here we
provide a related result that bounds the error made when approximating Lipschitz
function by a ridge function. This result is analogous to the error bound associated
with the MeGO matrix [4, Thm. 4.3].

THEOREM 4.1. Suppose f € L(D,L), f € L(D,LUUT) where U € R™*" and
U'U =1, and {x;}}L, C D, then

(11) max|fG0 - FGo < max [£0x)) = o))+

2max min_[[LUU (x; — x)||2 + Omax (LI = UUT)) - diam(D)
x€D j=1,....M

where omax(A) denotes the largest singular value of A and diam(D) denotes the di-
ameter of the set D; diam(D) = maxx, x,ep ||X1 — X2||2-

Proof. Suppose x € D is fixed. Let j = argmin, [|[LUU' (x; — x)||2 and define
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Comparison of Sample and Gradient Based Lipschitz Matrix Estimates
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quantity of data: M samples or N gradients

F1G. 3.1. The convergence of a discrete estimate of the Frobenius norm minimizing squared
Lipschitz matriz H to it true value H for a least squares quadratic approxzimation to the 6-parameter
OTL circuit function on a 8% point grid. Finite difference gradients are forward differences in each
unit direction from one central point requiring seven function evaluations. For each number of
queries M and N we randomly sample the domain with uniform probability. One hundred repetitions
are performed, with the median shown by a solid line and the shaded region enclosing the 25th to
75th percentile. The top plot shows the error in the squared Lipschitz matriz while the bottom plot
shows the wall clock time on a Xeon E5-2620 clocked at 2.1 GHz using OpenBLAS with one thread
and CVXOPT 1.2.5.

€ :=max;=1_m|f(x;)— f(x])| Inserting an additive identity,

(4.2) [f)=f(x) = 1f(x) = f(x) + [f(x5) = f(x;)] = [f(x5) = f(x5)]]

(4.3) S [f(x) = FE)I+1F(x) = f(x) + e

Invoking each function’s Lipschitz matrix and again inserting the identify,

(44) 1) = FG)] < IIL(x = 3) 2 + [LUUT (x = )|z + €
<JLUUT+1-UU")(x - x))ll2 + [LUUT)(x - x;) |2 +e.

Finally, using the triangle inequality in the last term,

(4.6) /()= f(3)] < 2[LUUT (x = x;) |2 + LI - UUT)(x = x;)|2 + e.

Then defining § = maxyxep minj—1,__ [LUUT (x — x;)||2 and bounding the second
term by the diameter, we obtain a result independent of x

(4.7) |F(x) = f(%X)] < €+ 26 + Oax (LI — UUT)) - diam(D). 0

We can then use this theorem to motivate a particular choice for U and func-
tion evaluations x;. First note that each term in this theorem has an important
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interpretation:
max | f(x;) — f(x])| function approzimation error on {X; }jj\il,
J
max min |[LUUT (x; — x)||2 dispersion of {xj}j]\il in D,
xeD 3
Omax(L(I—=TUUT)) Lipschitz matriz approximation error.

To minimize the Lipschitz matrix approximation error we should choose the leading
eigenvectors of L as the columns of U (or right singular vectors of L is not symmetric
positive definite). With U selected, we can minimize dispersion by constructing a
minimax design of experiments X' (D, M,LUUT") as in (2.3). As discussed in subsec-
tion 2.1, the number of function evaluations required to obtain a particular dispersion
(the covering number) no longer grows with the dimension of the domain, but instead
the rank of the Lipschitz matrix LUUT. If f is a ridge function then we can make
the function approximation error zero; otherwise, this is not the case. If two coordi-
nates have the same projection, UTx; = U x;, and f(x;) # f(x;), then the function
approximation error is at least | f(x;) — f(x;)|/2.

Before concluding, we note two corollaries when the function approximation error
is zero.

COROLLARY 4.2. In the setting of Theorem 4.1, let U be the identity matriz and
choose f such that f(x;) = f(x;), then

(48) max | () — f)] < 2max

in || L(x; — .
max :rlr}}.r.{Mll (x5 —x)|2

J

COROLLARY 4.3. In the setting of Theorem 4.1, let f be a ridge function and U
be a basis for the range of L. Taking f such that f(x;) = f(x;), then

~ ) -
(4.9) max [f(x) — f(x)] < 2max min LUV (x; —x)]l2.

5. Design of Experiments. Given a particular function, where should we eval-
uate it to provide the most information? This is the subject of the design of computer
experiments [28], a subfield of experimental design (see, e.g., [9]) distinguished by
the assumption that observations are deterministic; e.g., f(x) returns only one value.
From the ridge approximation error bound in Theorem 4.1 and the earlier complexity
results in subsection 2.2, a good experimental design of points {x; }jj\il C D should
minimize the dispersion in the Lipschitz matrix metric:

(5.1) 5({xj}j]‘i1,D,L) =max min_||L(x—x;)2.

x€D j=1,..,M
Minimizing the dispersion yields in a minimaz optimal design; cf. (2.3):

5.2 X(D,M,L) = i in_|L(x —x;)]2-
(5:2) ( ) {f}ggélp?ea%jﬁ??M|| (x = ;)2

There is a substantial body of literature on solving this problem; see, e.g., [24] for a
recent review. Here we provide a motivating example illustrating why an minimax
design in the Lipschitz metric is important. Then we provide a brief description of how
we construct locally optimal low-dispersion designs and illustrate the performance of
this algorithm.
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Prototypical Design Dispersion of 100 Designs
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Fic. 5.1. In high dimensional spaces it is critical to incorporate structure to construct good
ezperimental designs. In this example we consider ridge function (5.3) and measure the quality of
uniform random sampling and Latin hypercube sampling (LHS) in the Lipschitz matriz metric.

5.1. A Motivating Example. Consider a ridge function
(5.3) f[=1,1]"° = R, f(x) =sin(1"x)

with a one-dimensional active subspace Span{l} and a rank-one Lipschitz matrix
L = 11". If we randomly select points {x; }?4:1 with uniform probability over the
domain, their sum tends to concentrate around the mean (zero) when projected onto
the active subspace as seen in Figure 5.1. The same is true with a Latin hypercube
design where points are randomly selected so that projection onto the coordinate
axes results in evenly spaced points. However, this is not true when we construct
a minimax design under the Lipschitz matrix metric. This design has much lower
dispersion and consequently we can construct much more accurate approximations
according to Theorem 4.1.

5.2. Constructing Minimax Designs. Finding even an approximately opti-
mal minimax design is challenging: it requires solving a deeply nested optimization
problem (5.2) in a high dimensional space with many local minimizers with large dis-
persion. Here we briefly describe a combination of three algorithms that we use to
construct the minimax designs appearing in the remainder of this paper. Each al-
gorithm primarily uses bounded Voronoi vertices under the Lipschitz matrix metric.
All such vertices can be computed using Qhull [2] or a random subset by sequen-
tial projection [19]; using sequential projection allows us to employ this combination
algorithms spaces of moderate dimension, i.e., m > 4.

To avoid finding a local minimizer with a large dispersion, the first two algorithm
construct a good initial design that is then refined to local optimality. First, we
construct a maximin coffeehouse design [21] where we greedily add new points to the
design maximizing their distance from existing points in the design

(5.4) X, ¢— argmax anir}C

L(x—x;)|s.
smax_min_[[LGx ;)

This optimizer xj, is a bounded Voronoi vertex that we can (approximately) identify
by a finite minimization over (a subset of) these vertices. Second, we perform a few
iterations of block coordinate descent [30] to maximize the minimum pairwise distance

(5.5) xi‘“ + argmax min ||L(x — xﬁ) Il2
xeD jzl.;é'l'ﬁ’M
j
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Fic. 5.2. The dispersion of several types of designs for the OTL circuit function using twenty
trials. The solid line shows the median and the shaded regions the 25th to 75th percentile.

Again, we can (approximately) solve this optimization problem by a finite minimiza-
tion over (a subset of) the bounded Voronoi vertices. Finally this design initializes
a variant of Lloyd’s algorithm to find a locally optimal minimax design [33]. At
each iteration we identify the bounded Voronoi vertices v associated with the design
{x§ j]\il and then move x? to be the circumcenters of its Voronoi cell

(5.6) xi T ¢ argmin max |L(x — v
’ xeD vfGVOronoi cell of xﬁ

If this iteration converges, the design satisfies the local optimality conditions for a
minimax design [6, Thm. 4.7]. Note that if the Lipschitz matrix is low-rank (i.e., rank
one, two, or three) it feasible to compute all the bounded Voronoi vertices even if the
ambient space is high dimensional.

It is tempting to think that a minimax design is only necessary when function
evaluations are costly. However, as Figure 5.2 illustrates increasing the number of ran-
dom and Latin hypercube samples decreases dispersion only very slowly at O(M -1/ 6)
whereas we see the minimax design temporally converges faster and has a substan-
tially reduced dispersion (see discussion in subsections 2.3 and 2.4). Hence if we seek
a low-dispersion design for accurate approximation, integration, or optimization it is
critical to construct an approximate minimax design.

6. Parameter Reduction. Using the Lipschitz matrix, we can perform dimen-
sion reduction by constructing a ridge approximation

(6.1) fx)~ f(x) =g(U'x), ¢g:R" =R, UeR™",

Since g is a ridge function, g has at most a rank-n Lipschitz matrix (Theorem 1.1) and
complexity of tasks now scales with the ridge dimension n and no longer the dimension
of the ambient space m. There are many ways to construct ridge approximations;
e.g., picking U from the dominant eigenvectors of the MeGO matrix and then fitting
a polynomial [4] or directly picking U and polynomial g via optimization [5, 14]. Here
we construct a ridge approximation using the Lipschitz matrix in light of Theorem 4.1.

6.1. Building a Ridge Approximation. Our choice of the ridge subspace is
clear from Theorem 4.1: the leading n eigenvectors of the Lipschitz matrix form U €
R™*™ same as when using the MeGO matrix. To construct a ridge approximation
satisfying Theorem 4.1 we need to choose a ridge function f € £(D,LUU"). Due to
the constraints its Lipschitz matrix, fmay not interpolate point queries; i.e., f(xj) #
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400 - B

400
200

Fic. 6.1. Three ridge approximations as described in subsection 6.2. In each plot the x-
coordinate shows the projection of the domain onto the one-dimensional active subspace. The red
curve denotes the central approxzimation, the black dots the data used to construct the approzimation,
and the shaded region the uncertainty.

f(x;). Hence to a compatible ridge approximation fwe first solve an optimization

problem for function values y; = f(x;) minimizing the ¢; error (or equivalently any
other convex norm)

M
(6.2) y=argmin |y; — f(x;)|, suchthat |y; —yx| < [LUUT (x; —x)[l2-
yeRM j:1
Then these function values define point queries Py = {x;,7; };‘4:1 and define f to be
the central approximation of this data, cf. (2.13):

(6.3) f(x) = % fin(;LUUT  Pay) + frnax (x; LUUT 75M)] .

As f approximates f with a maximum error ¢ = max; |y; — f(x;)|, the uncertainty
associated with f is, cf. (2.12),

(6.4) U(x;LUUT, Pyy) = [fin(LUUT Pyy) — €, frnax (s LUUT, Pyy) + €.

6.2. Typical Workflow. A typical workflow for using the Lipschitz matrix for
dimension reduction starts with querying the gradient on the corners of the domain
and using this data to estimate the Lipschitz matrix. Then, picking the active sub-
space to be the span of the leading eigenvector U € R™*! of L, we construct a
20-point minimax design under this metric LUUT, {x; }?gl To better estimate the
variability at each point, we take 5 maximin coffeehouse samples on each domain
D; = {x € D: U'x = U'x;} in the Lipschitz metric L. Finally, we construct
the ridge approximation as described in the previous section. Figure 6.1 shows three
examples of this workflow and the associated uncertainty.

7. Uncertainty Quantification. When working with expensive deterministic
computer simulations it is often necessary to employ an approximation of certain
quantities of interest, called a response surface or a surrogate. Supposing we have
constructed this approximation using samples of f, it is natural ask: what are the
range of possible values our approximation could take away from these samples? This
is often called uncertainty in this setting. Gaussian processes provide one approach to
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Gaussian Process Uncertainty Lipschitz Uncertainty

2 2

\@ 1

Fic. 7.1. A comparison of Gaussian Process and the Lipschitz notions of uncertainty. Here we
use ten samples of f(z) = sin(3nz) on D = [—1, 1] denoted by dots, with f shown by the black line. In
both plots, the shaded area denotes the uncertainty estimate. The left plot shows the Gaussian process
with zero-mean m(x) = 0 and squared exponential covariance k(x,x’) = exp(—% l6(x —x")||3) where
£ = 0.157 has been chosen to mazimize the marginal likelihood [25, subsec. 2.7.1]; the probability
threshold § corresponds to one-standard deviation. The right plot shows the Lipschitz uncertainty
with Lipschitz constant L = 8.39 estimated from the samples.

-2 -2

define an uncertainty [25, sec. 2.2] and the Lipschitz constant provides another [26].
These two techniques are based on different assumptions and yield different results
as illustrated in Figure 7.1. The Gaussian process approach assumes that f is a
Gaussian process conditioned on the measurements y; = f(x;), maximizes the likeli-
hood of a parameterized covariance kernel based on observations, and then computes
the probability of observing f(x); the uncertainty is visualized as all function val-
ues above some probability threshold. In contrast, the Lipschitz approach assumes
measurements y; = f(x;) comes from a Lipschitz function, chooses the smallest Lip-
schitz constant that consistent with this data, and defines uncertainty as the range
of possible function values consistent with this Lipschitz constant and data; namely,
the uncertainty set U (2.8). Replacing the Lipschitz constant by the Lipschitz matrix
allows us to reduce uncertainty.

7.1. Decreasing Uncertainty. As the Lipschitz matrix more accurately en-
codes variability in the function, it can reduces uncertainty compared to the scalar
Lipschitz constant. Figure 7.2 illustrates the improvement of the Lipschitz matrix
over the Lipschitz constant on a two dimensional example. Table 7.1 demonstrates
the same reduction in uncertainty occurs in higher dimensional examples. This ex-
ample shows that uncertainty is reduced the most when Lipschitz matrix is used both
when constructing the minimax design and evaluating the uncertainty set.

7.2. Visualizing Uncertainty on Shadow Plots. Shadow plots are an im-
portant tool for visualizing functions with a high-dimensional domain. To include the
uncertainty in shadow plots, we generalize the uncertainty set (2.8) to take set-valued
inputs

U(S; L, Pyr) = | UL, Pu)

(71) XES

— iy, — JL6x ) magmings + L6x - x,)]2
X€ J x€ES J

In our implementation, we identify these lower and upper bounds by solving a sequen-

tial linear program [22]. Then to include the uncertainty in a one-dimensional shadow

plot we evaluate the uncertainty set for S, = {x € D : u'x = a} for multiple « in
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F1a. 7.2. A plot of the gap between the upper and lower Lipschitz bounds. Here we use function
values taken the OTL circuit test problem wusing the first two parameters, holding the remainder
at their central values; additionally the domain has been nmormalized to [—1, 1]2. In each plot, the
contours show an increase of 0.1 in the gap. Here the uncertainty set, the Lipschitz constant, and

Lipschitz matriz were all estimated using the ten samples marked with dots. Here L = 2.38 and
_ [ 1.6 0 ]

TABLE 7.1
Estimated mazimum pointwise uncertainty over the domain using a 100-point minimazx design
with either isotropic or Lipschitz matriz metric. The mazimum uncertainty is computed by exten-
sively sampling the domain and measuring the diameter the Lipschitz constant or Lipschitz matriz
uncertainty set. To aid comparison, each function’s range has been normalized to [0, 1].

isotropic isotropic Lipschitz
Lip. const. Lip. matrix Lip. matrix
test problem dim. uncertainty uncertainty uncertainty ratio

Golinski volume [12] 6  0.69 0.42 0.15 4.72
OTL circult [3] 6  1.32 0.61 0.44 3.01
piston [17] 7  3.04 1.26 0.62 4.90

borehole [13] 8 312 1.20 0.49 6.35

wing weight [10] 10  1.72 0.82 0.39 4.41

the projection of the domain onto u. Figure 7.3 provides an example of this projected
uncertainty using both the Lipschitz constant and Lipschitz matrix as well as with an
isotropic minimax design or a Lipschitz matrix minimax design. Note the uncertainty
in Figure 7.3 is the projection of a high-dimensional uncertainty (7.1) rather than an
intrinsically low-dimensional uncertainty (6.4) in Figure 6.1.

8. e-Lipschitz. In this section we explore three applications of the e-Lipschitz
matrix exploiting its ability to ignore a small changes in the function.

8.1. Computational Noise. Many functions appearing in computational sci-
ence and engineering often have computational noise [20]—a phenomenon emerging
from many factors including convergence tolerances and mesh discretizations. With
the addition of computational noise, functions that are ideally Lipschitz continuous
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Fic. 7.3. Projected shadow plots for the OTL Circuit problem along the leading eigenvector of
the Lipschitz matriz. Black dots denote the design projected onto this active subspace Spanu, the
dotted, dashed, and solid lines denote the combination of an isotopic minimax design and the scalar
Lipschitz constant uncertainty, an isotropic minimaz design and the Lipschitz matriz uncertainty,
and a minimaz design in the Lipschitz matriz metric and the Lipschitz matriz uncertainty. The
shaded region on each plot represents the projected uncertainty.

TABLE 8.1
Computational noise can lead to inaccurate estimates of the Lipschitz matriz. Using the e-
Lipschitz matriz instead, we can recover an accurate Lipschitz matriz. These Lipschitz matrices
correspond to the partial trace example described in subsection 8.1.

Exact data Noisy data Noisy data with e-Lipschitz
L — 1.89 1.63 L — 31.6 0.118 L — 1.84 1.66
T ]1.63 1.84 ~10.118 315 € 11.66 1.79

A =350, Ao =0.233 A\ =317, Ay =314 A1 = 3.48, g = 0.151

can become discontinuous. The e-Lipschitz matrix enables us to perform dimension
reduction for these discontinuous functions and remove the influence of noise. As an
example, consider the partial trace function of Moré and Wild [20, Sec. 1]: the sum
of the first five smallest eigenvalues of the parameterized matrix

4
B1) f[-LIP >R, f(x) = Aroo-i(A+2.5(x1+1)ere] +2.5(zy+1)eze; )
=0

where A € R790x700 j5 the Trefethen_700 sparse matrix [7], and \; denotes the ith
eigenvalue in decreasing order. If we accurately evaluate this function it is approxi-
mately linear on the domain and yields an approximately low-rank Lipschitz matrix.
To introduce computational noise, we use a very loose relative accuracy termination
criteria of 0.1 when computing these eigenvalues using ARPACK [18]. As evidenced
in Table 8.1, the introduction of noise pollutes the estimate of the Lipschitz matrix,
yielding a large, full-rank Lipschitz matrix. If we estimate an e-Lipschitz matrix in-
stead with e = 6.47 (the largest mismatch between accurate and noisy evaluations of
this function) we are able to recover an accurate, approximately low-rank Lipschitz
matrix. In this example we use samples on a 10 x 10 grid and initialize the Lanczos
iteration using the ones vector.
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Fic. 8.1. Two shadow plots of the corrugated roof function (8.2). The solid line denotes the
mean value, the shaded area denotes the area of possible oscillation.

8.2. Distracting Oscillations. The active subspace identified using a Lipschitz
matrix can yield counterintuitive results when a function has high frequency, low
amplitude oscillations. Consider the “corrugated roof” function [5, eq. (26)]:

(8.2) f:-1,1? =R, f(x) = 5z1 + sin(107zs).

Most of the variation in this function is due to x7, but there is a high frequency
oscillation in x5. As f is additive in the two coordinates, we can identify a Lipschitz
matrix L = [J,9,] by considering the largest derivative in each coordinate. Then
applying Theorem 4.1, we would choose the active subspace Span{e,}. However, as
illustrated in Figure 8.1, this yields much higher uncertainty than using Span{e;}
because the oscillations in xo have less influence on the output than the linear term
in ;. We can remove the influence of these oscillations by using the e-Lipschitz
matrix. Taking e = 2, we can ignore the sine term and identify an e-Lipschitz matrix
Ly = [§ 9] With this choice, we choose the active subspace Span{e;}. Although this
has increased the uncertainty at each point, it yields better active subspace which
reduces overall uncertainty.

8.3. Dimension Reduction. Just as we can use an e-Lipschitz matrix to re-
move undesirable oscillations, we can also use it for dimension reduction. If there is
a subspace ¢ on which a function varies by less than e, then there is an e-Lipschitz
matrix that has a nullspace of dim(i). We have no guarantee that by minimizing
the Frobenius norm with the given function evaluations we will identify this low-rank
e-Lipschitz matrix. However Figure 8.2 illustrates that we can sometimes find a low-
rank matrix. In this example we note that by ignoring about 20% of the variation,
we can identify a rank-1 e-Lipschitz matrix.
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