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Abstract

Calculating averages with respect to probability measures on submanifolds is often necessary in var-
ious application areas such as molecular dynamics, computational statistical mechanics and Bayesian
statistics. In recent years, various numerical schemes have been proposed in the literature to study this
problem based on appropriate reversible constrained stochastic dynamics. In this paper we present and
analyse a non-reversible generalisation of the projection-based scheme developed by one of the authors
[ESAIM: M2AN, 54 (2020), pp. 391–430]. This scheme consists of two steps – starting from a state on
the submanifold, we first update the state using a non-reversible stochastic differential equation which
takes the state away from the submanifold, and in the second step we project the state back onto the
manifold using the long-time limit of an ordinary differential equation. We prove the consistency of this
numerical scheme and provide quantitative error estimates for estimators based on finite-time running
averages. Furthermore, we present theoretical analysis which shows that this scheme outperforms its
reversible counterpart in terms of asymptotic variance. We demonstrate our findings on an illustrative
test example.

Keywords submanifold, constrained sampling, non-reversible process, reaction coordinate, conditional
probability measure

1 Introduction

Sampling probability measures on submanifolds is a relevant numerical task in various research fields
such as molecular dynamics (MD), computational statistical mechanics and Bayesian statistics [LRS10,
LRS12, ZHCG18, MMG19]. In MD, usual systems under consideration are extremely high dimensional and
quantities of interest evolve at time scales which are order of magnitudes larger than those achievable by
typical numerical methods [LM15]. Therefore in practice it is common to project the system onto a lower-
dimensional set of variables which capture the relevant behaviour of the system by means of a so-called
reaction coordinate (also called collective variables or coarse-graining map in the literature)

ξ = (ξ1, ξ2, . . . , ξk)
T : Rd → R

k, where ξα : Rd → R, 1 ≤ α ≤ k < d . (1.1)

Working with these reaction coordinates often requires us to compute averages on its level-sets

Σ := ξ−1(0) =
{
x ∈ R

d
∣∣∣ ξ(x) = 0 ∈ R

k
}
, (1.2)

with respect to certain probability measures. One particularly important probability measure which is central
to this paper is the so-called conditional probability measure µ on Σ [CKVE05, LL10, ZHS16],

dµ :=
1

Z
e−βU

[
det(∇ξT∇ξ)

]− 1
2 dνΣ. (1.3)
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In (1.3), β > 0 is a positive constant related to the inverse of system’s temperature, U : Rd → R is a
C2-smooth potential, ∇ξ ∈ Rd×k is the Jacobian of ξ, νΣ is the (normalised) surface measure on Σ induced
from the Lebesgue measure on Rd and Z is the normalisation constant

Z :=

∫

Σ

e−βU
[
det(∇ξT∇ξ)

]− 1
2 dνΣ <∞,

which ensures that µ is a probability measure. Calculating averages with respect to µ on Σ is an ubiquitous
challenge in computation of thermodynamic quantities pertaining to free energy [CKVE05, LRS10, LRS12,
HSZ19]. A relatively new albeit important application, which in part motivates this paper, is the so-
called effective dynamics which arises as the approximation of ξ-projection of diffusion processes, and whose
coefficients involve the aforementioned averages [LL10, ZHS16, LLO17, DLP+18, LZ19, LLS19, HNS20].

In recent years, several numerical algorithms have been developed to sample probability measures on
submanifolds [CLVE08, LRS19, BSU12, ZHCG18, Zha20, LSZ20]. A common feature in all these algorithms
is that they are essentially reversible, i.e. either based on reversible SDEs on submanifolds or using reversible
Markov chains. Meanwhile, it is well known that non-reversible dynamics on Rd offer considerable advantages
over their reversible counterparts when sampling probability measures, for instance improved convergence
rates and reduced asymptotic variance [HHMS93, LNP13, DLP16, RBS16, DPZ17, LS18]. Inspired by these
developments, the central aim of this paper is:

Develop and analyse a non-reversible algorithm for sampling the conditional probability measure µ on the
level-set Σ (1.2) of possibly nonlinear reaction coordinate ξ.

Specifically, in this paper we will focus on a non-reversible generalisation conjectured by one of the authors
in [Zha20, Remark 3.8]. At a current state on Σ, the scheme that we propose in this paper consists of two
steps:

(1) First, the state is updated using a discrete scheme that is linked to a non-reversible diffusion process,
which pushes the state out but in close vicinity of Σ.

(2) Second, the state is projected back to Σ using the long-time limit of an appropriate ordinary differential
equation (ODE).

We need two quantities to present the numerical scheme. Let A ∈ Rd×d be a constant skew-symmetric
matrix, i.e. AT = −A. Furthermore, let σ : Rd → Rd×d1 with integer d1 ≥ d, for which a := σσT : Rd → Rd×d

is uniformly positive definite. The non-reversible numerical scheme, which is the central focus of this paper,
is

x
(ℓ+ 1

2
)

i = x
(ℓ)
i +

d∑

j=1

(
(Aij − aij)

∂U

∂xj
+

1

β

∂aij
∂xj

)
(x(ℓ))h+

√
2β−1h

d1∑

j=1

σij(x
(ℓ)) η

(ℓ)
j , 1 ≤ i ≤ d ,

x(ℓ+1) = ΘA
(
x(ℓ+

1
2
)
)
,

(1.4)

for ℓ = 0, 1, . . . , where x(0) ∈ Σ, h is the step-size, η(ℓ) = (η
(ℓ)
1 , . . . , η

(ℓ)
d1

)T ∈ Rd1 where η
(ℓ)
i are independent

and identically distributed bounded random variables, which for some constant Cη > 0 satisfy

|η
(ℓ)
i | ≤ Cη < +∞ almost surely ,

E[η
(ℓ)
i ] = E[(η

(ℓ)
i )3] = 0 , E[(η

(ℓ)
i )2] = 1 , ∀ 1 ≤ i ≤ d1, ∀ ℓ ≥ 0 .

(1.5)

See Remark 2.14, Remark 5.2 and [LV20, Remark 3.2] for the motivation behind this choice of bounded
random variables.

The map ΘA : Rd → Rd used in (1.4) is defined via the long-time limit

ΘA(x) = lim
s→+∞

ϕA(x, s), (1.6)
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where, for any x ∈ Rd, ϕA : Rd × [0,+∞) → Rd is the solution to the ODE

dϕA(x, s)

ds
=− ((a−A)∇F

)(
ϕA(x, s)

)
, s ≥ 0 ,

ϕA(x, 0) =x,

(1.7)

with the function F : Rd → R given by

F (x) :=
1

2
|ξ(x)|2 =

1

2

k∑

α=1

ξ2α(x) . (1.8)

While our analysis applies to the case of general matrices a, the choice a = σ = Id (i.e. identity matrix of
order d) is particularly interesting due to its simplicity, in which case the scheme (1.4) becomes

x(ℓ+
1
2
) = x(ℓ) + (A− Id)∇U(x(ℓ))h+

√
2β−1hη(ℓ) ,

x(ℓ+1) = ΘA
(
x(ℓ+

1
2
)
)
.

(1.9)

Note that the appearance of the skew-symmetric matrix A in both steps of the numerical scheme (1.4)
is not a coincidence. To see this, let us motivate (1.4) by considering the so-called (non-reversible) soft-
constrained dynamics [CLVE08]

dX i,ε
s =

d∑

j=1

[
(Aij − aij)

∂

∂xj

(
U +

1

ε
F
)
+

1

β

∂aij
∂xj

]
(Xε

s ) ds+
√
2β−1

d1∑

j=1

σij(X
ε
s ) dW

j
s , 1 ≤ i ≤ d , (1.10)

where ε > 0, Xε
s = (X1,ε

s , . . . , Xd,ε
s )T ∈ Rd, and Ws = (W 1

s , . . . ,W
d1
s )T ∈ Rd1 is a d1-dimensional Brownian

motion. Under fairly general conditions on the coefficients, (1.10) is ergodic with respect to the ε-dependent
probability measure

∀x ∈ R
d : dµε(x) =

1

Zε
exp

[
− β

(
U(x) +

1

ε
F (x)

)]
dx , (1.11)

with the corresponding normalisation constant Zε. A straightforward calculation shows that µε defined on
Rd converges to µ (1.3) defined on Σ (see Lemma 4.1 and ensuing discussion). While the dynamics (1.10)
has the nice property that for small ε it typically stays close to the manifold Σ, it has drawbacks when
directly used in sampling tasks. Theoretically, analysing the discrete version of (1.10) is difficult because
it involves both the finite step-size h and the small parameter ε. Numerically, difficulties arise when using
(1.10) in practice, since small ε is required to ensure reliable sampling, which in turn restricts the step-
size of the numerical discretisation (see Figure 1 for a concrete example where the estimation error using
(1.10) depends rather sensitively on the choice of both ε and step-size). The scheme (1.4) can be viewed
as a two-step numerical method which handles the non-stiff part, i.e. the ε-independent terms of (1.10), via
propagation without the constraint and the stiff part, i.e. the ε-dependent terms of (1.10), via a projection
onto Σ under ΘA.

We now outline the results of this work. The first main result is Theorem 2.13, which contains quantitative
estimates comparing the running average computed from the numerical scheme (1.4) and the average with
respect to µ, i.e. for an observable f : Σ → R we present estimates on the difference

1

n

n−1∑

ℓ=0

f(x(ℓ))−

∫

Σ

f(x)dµ(x),

in mean, L2 and almost-sure sense. A key outcome of this result is that the running average using the
scheme (1.4) indeed converges to the average with respect to µ in the limit of small step-size h → 0 and
long-times T → +∞. The second main result of this paper is Proposition 2.16, which states that in the long-
time limit the non-reversible scheme (1.4) has smaller asymptotic variance (better sampling efficiency) as

3
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Figure 1: Percentage error for the estimation of the mean value Eµ(f) with respect to the probability measure
µ (1.3) over the level-set Σ (1.2), computed using numerical discretisation of the soft-constrained dynamics
(1.10) with different ε > 0 and step-sizes h. Here f(x) = 3 + 2 cos(π

√
x21 + x22) and ξ(x) =

1
2 (x

2
1 + x22 − 1),

for x = (x1, x2) ∈ R2. The horizontal dotted lines are the mean values of f in R2 with respect to µε (1.11)
for different values of ε. For ε = 0.001, the percentage error 100% indicates that the numerical discretisation
of (1.10) is unstable for the step-sizes h = 4.0 × 10−3 and h = 8.0 × 10−3. To have percentage error less
than 5% (respectively 2%), one has to choose ε to be 0.005 (respectively 0.001) in (1.10) and an even smaller
step-size h for numerical discretisation. In contrast, since f ≡ 1 on Σ, the numerical scheme proposed in this
paper (as well as other projection-based schemes) will give the correct estimation Eµ(f) = 1 up to a small
numerical error due to the computation of ΘA.

compared to its reversible counterpart (i.e. with A = 0) proposed in [Zha20, Eq (1.11)]. The aforementioned
results concern the scheme (1.4) which uses the exact long-time limit ΘA (1.6). The third main result in
Theorem 2.19 discusses the corresponding error estimates when numerical approximations of ΘA are used
instead (see the numerical scheme (2.31)).

We now discuss relevant literature. Sampling schemes on submanifolds have been studied using con-
strained (i.e. by introducing Lagrange multipliers) overdamped SDEs [CLVE08] and constrained Langevin
dynamics [LRS12]. Higher order schemes on submanifolds have been constructed in the recent work [LV20].
Sampling schemes for the conditional probability measure µ (1.3) where constraints are imposed via gradient
ODE flows were analysed in [Zha20]. In the recent work [LPVS20], the authors applied the framework of
constrained Langevin dynamics to the training of deep neural networks and demonstrated improved training
results. There are also various Markov chain Monte Carlo (MCMC) methods on submanifolds in the litera-
ture [BSU12, ZHCG18, LRS19, LSZ20]. In particular, the authors in [ZHCG18] constructed a random walk
Monte Carlo method on submanifolds and pointed out the necessity of “reversibility check” for sampling
on submanifolds. Following [ZHCG18], MCMC methods on submanifolds with more general proposals have
been proposed in [LRS19, LSZ20]. These methods have the advantage that they are unbiased and therefore
allow the use of large sampling step-sizes. Applications of MCMC methods on submanifolds in Bayesian
inference can be found in [MMG19].

In comparison to the literature, the current work is new in the following aspects. First, existing algo-
rithms in the aforementioned work except [Zha20] aim at sampling the Boltzmann distribution confined to
submanifolds (i.e. without the determinant factor in µ (1.3)), and therefore require importance sampling
or modification of potential when sampling µ. In contrast, similar to [Zha20], the algorithm proposed in
the current work directly samples µ and is therefore expected to be more applicable in molecular dynamics
applications, e.g. free energy calculation and model reduction. Second, the algorithm in the current work
imposes constraints via ODE flows as opposed to Lagrange multipliers. Note that even though the map ΘA
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in the scheme (1.4) is defined as the long-time limit of (1.7)–(1.8), in practice one uses a modified ODE
flow that converges to ΘA in finite time (see (2.21) and Lemma 2.12 for details). Moreover, when k is
medium or large (e.g. k ≥ 10), the total computational cost of the constraint step is comparable or even
smaller than the cost of performing the constraint step via Newton’s method (see [Zha20, Remark 3.9 and
Example 2]). In contrast to the algorithms in [LSZ20] which are built on numerical methods for computing
multiple projections, the numerical scheme (1.4) only uses the gradients of ξ and is relatively simpler to
implement. Consequently, we indeed expect that our algorithm scales well for high-dimensional applications
in molecular dynamics and machine learning [LPVS20], where ξ is non-trivial and k is usually large. Third,
by applying analytical tools in [DLP16], we extend previous results for non-reversible dynamics on Rd to
numerical schemes on submanifolds. To the best of our knowledge, sampling algorithms on submanifolds
using non-reversible dynamics have not been considered before.

The remainder of this article is organised as follows. In Section 2 we introduce notations, assumptions,
and state the main results of this paper. Section 3 summarises preliminary properties of useful quantities.
Section 4 studies the properties of a non-reversible diffusion process which plays a crucial role in the analysis
of the numerical scheme. In Section 5 we analyse the ODE (1.7) and the projection (1.6). Section 6 is devoted
to the comparison between the non-reversible and reversible setting. In Section 7 we study an illustrative
example. We conclude with discussions on various issues in Section 8. Appendix A proves a technical lemma
which is used in the proofs of the main results. In Appendix B we present the proofs of Theorem 2.13,
Corollary 2.15 and Theorem 2.19.

2 Notations, assumptions and results

In what follows we first present notations and the central assumptions (Section 2.1). We then present
crucial auxiliary results in Section 2.2, which are used to obtain the main results of this paper in Section 2.3.

2.1 Notations and assumptions

We use N+ for positive integers. Given two subsets Ω,Ω′ of Euclidean spaces and r ∈ N+, Cr(Ω,Ω′) is
the space of all Cr-differentiable functions from Ω to Ω′. When Ω′ = R, we use Cr(Ω) := Cr(Ω,R). The
set Cb(Ω) is the space of bounded continuous functions from Ω to R. For all C1-differentiable functions

f : Rd → Rd′

and x ∈ Rd, ∇f(x) denotes the d × d′ matrix whose entries are (∇f)ij(x) =
∂fj(x)
∂xi

, for
1 ≤ i ≤ d and 1 ≤ j ≤ d′. The relation A � B is the Loewner ordering for square matrices A,B, i.e. A−B
is positive semi-definite. The same notation will be used for the Loewner ordering between operators. The
matrix Im ∈ Rm×m is the identity matrix of order m ∈ N+. We make the following assumptions throughout
this paper.

Assumption 2.1. The matrix-valued function σ : Rd → Rd×d1 is C∞-smooth, where the integer d1 ≥ d,
such that a := σσT : Rd → Rd×d is uniformly positive definite on Rd, i.e.

vT a(x)v ≥ c0|v|
2, ∀ x, v ∈ R

d ,

for some constant c0 > 0. The potential U : Rd → R is C2-smooth. The constant matrix A ∈ Rd×d is a
constant skew-symmetric matrix, i.e. AT = −A.

Assumption 2.2. The function ξ : Rd → Rk is C4-smooth. The zero level set Σ (1.2) is both connected and
compact. Furthermore, rank(∇ξ) = k for all x ∈ Σ, where ∇ξ : Rd → Rd×k.

Remark 2.3. Throughout this paper we assume that A is a constant skew-symmetric matrix. While the
numerical scheme and the corresponding results can be generalised to non-constant skew-symmetric matrices
A : Rd → Rd×d (see Remark 2.21 for details), we work with constant A for the ease of presentation.

Remark 2.4. Due to Assumption 2.2, there exists δ > 0 such that rank(∇ξ) = k in a neighbhourhood Σ(δ)

of Σ, defined by

Σ(δ) :=
⋃

|z|<δ

Σz , where Σz := {x ∈ R
d | ξ(x) = z} , z ∈ R

k . (2.1)
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This implies that ∇ξT∇ξ ∈ Rk×k is positive definite. Without any loss of generality, we assume that
∇ξT∇ξ � c1Ik on Σ(δ) for some c1 > 0.

In the following, we introduce several quantities which will be useful in later analysis. For notational
simplicity, we will often omit the argument (typically x) of a function if it is clear from the context or if it
does not add any ambiguity.

We denote by

L2(Σ, µ) =
{
g
∣∣∣ g : Σ → R,

∫

Σ

g2 dµ < +∞
}

the Hilbert space endowed with the µ-weighted inner product

(g1, g2)µ :=

∫

Σ

g1 g2 dµ , ∀ g1, g2 ∈ L2(Σ, µ) . (2.2)

For an operator T with domain D(T ) ⊆ L2(Σ, µ), we denote by T ∗ its adjoint with respect to (2.2).
We define the matrix-valued functions Φ : Rd → Rk×k and Γ : Rd → Rd×d as

Φ := ∇ξT (a−A)∇ξ , Γ := (a−A)∇ξ∇ξT . (2.3)

Assumption 2.2 implies that Φ is invertible in the neighbourhood Σ(δ) (see Remark 2.4 and the first item of
Lemma 3.1). Moreover, we define P,B : Σ(δ) → Rd×d as

P := Id − (a−A)∇ξΦ−1∇ξT , B := P (a− A). (2.4)

Next we introduce the symmetric and antisymmetric parts of B

Bsym :=
1

2
(B +BT ) , Basym :=

1

2
(B −BT ) , (2.5)

and the vector J = (J1, J2, . . . , Jd)
T : Σ(δ) → Rd with

Ji :=
eβU

β

d∑

j=1

∂(Basym
ij e−βU )

∂xj
=

1

β

d∑

j=1

∂Basym
ij

∂xj
−
[
Basym∇U

]
i
, 1 ≤ i ≤ d . (2.6)

We will also compare the non-reversible numerical scheme (1.4) with A 6= 0 to the corresponding reversible
counterpart with A = 0, for which we introduce the following quantities from [LRS12, Zha20]

P0 := Id − a∇ξ(∇ξT a∇ξ)−1∇ξT , B0 := P0a , ∀x ∈ Σ(δ). (2.7)

Note that (2.7) corresponds to the reversible case (i.e. (2.4) with A = 0), for which BT
0 = B0.

Remark 2.5 (P is a projection). As we will show in Lemma 3.2, P = P (x) defines a projection onto the
tangent space TxΣz of the level set Σz := {x′ ∈ Rd | ξ(x′) = z}, where x ∈ Σ(δ) and z = ξ(x) ∈ Rk. Since
P 6= PT , in general P is an oblique (non-orthogonal) projection. In the reversible setting, i.e. A = 0, P0 in
(2.7) is the orthogonal projection with respect to the inner product weighted by the matrix a [Zha20].

2.2 Auxiliary results

The main result of this paper (see Theorem 2.13 below) is concerned with the computation of averages
with respect to µ. As in [Zha20, Theorem 3.5], the proof of Theorem 2.13 is based on the Poisson-equation
approach developed in [MST10]. In the following, we discuss two ingredients that are necessary to prove
Theorem 2.13.

The first ingredient is the following stochastic differential equation (SDE) on Rd

dX i
s = −

d∑

j=1

Bij

∂U

∂xj
ds+

1

β

d∑

j=1

∂Bij

∂xj
ds+

√
2β−1

d1∑

j=1

(Pσ)ij dW
j
s , 1 ≤ i ≤ d , (2.8)

6



for s ≥ 0 and X0 ∈ Σ. Note that in (2.8) we have omitted the dependence of the coefficients on the state
Xs for notational convenience. We have the following two results concerning (2.8) as well as its infinitesimal
generator L. The proofs are presented in Section 4.

Proposition 2.6. The infinitesimal generator L of the SDE (2.8) satisfies:

(1) For any f ∈ C2(Rd),

Lf =
eβU

β

d∑

i,j=1

∂

∂xj

(
Bije

−βU ∂f

∂xi

)
=

eβU

β
∇ ·

(
e−βUBT∇f

)
. (2.9)

(2) It admits the decomposition

Lf = (A+ S)f = J · ∇f +
eβU

β
∇ ·

(
e−βU Bsym∇f

)
, (2.10)

where the vector J = (J1, J2, . . . , Jd)
T (defined in (2.6)) satisfies

PJ = J and ∇ · (J e−βU ) = 0 , on Σ(δ) , (2.11)

and

A := J · ∇ , S :=
eβU

β
∇ ·

(
e−βU Bsym∇

)
, (2.12)

are the non-reversible and reversible parts of L respectively .

(3) We have the integration by parts formula

∀ f, g ∈ C2(Rd) :

∫

Σ

(Lf) g dµ = −
1

β

∫

Σ

BT∇f · ∇g dµ. (2.13)

In particular, for any f ∈ C2(Rd),
∫

Σ

(Lf)f dµ =

∫

Σ

(Sf)f dµ = −
1

β

∫

Σ

Bsym∇f · ∇f dµ . (2.14)

(4) For g ∈ C2(Σ), the adjoints of A and L in L2(Σ, µ) satisfy

A∗ = −A, L∗g = (−A+ S)g =
eβU

β
∇ ·

(
e−βUB∇g

)
.

Proposition 2.7. The SDE (2.8) can be written as

dX i
s =

(
Ji −

d∑

j=1

Bsym
ij

∂U

∂xj
+

1

β

d∑

j=1

∂Bsym
ij

∂xj

)
ds+

√
2β−1

d1∑

j=1

(Pσ)ij dW
j
s , 1 ≤ i ≤ d . (2.15)

Assume that X0 ∈ Σ. Then, we have Xs ∈ Σ almost surely for s ≥ 0. Moreover, Xs is ergodic with respect
to the unique invariant probability distribution µ in (1.3).

Remark 2.8. We make two remarks regarding the results above.

(1) Note that the matrix B in (2.4) satisfies B∇ξ = BT∇ξ = 0 which implies ∇ξT (BT∇f) = 0. Therefore
BT∇f on Σ can be intrinsically defined using values of f on Σ. Consequently, when evaluated on Σ,
the right hand sides of (2.9) and (2.13) in fact only depend on the values of f, g on Σ. This implies that
L defines an operator on C2(Σ), which is independent of the choice of extension to C2(Rd). Similarly,
while the coefficients of (2.8) are not well-defined on Rd, but only Σ(δ) ⊆ Rd, Proposition 2.7 ensures
that (2.8) only evolves on the level set Σ.
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(2) In general, the SDE (2.8) defines a non-reversible process on Σ. Equation (2.15) together with the
decomposition (2.10) show that we can decompose SDE (2.8) as well as its generator L into reversible
and non-reversible parts, which is similar to the case of related SDEs on Rd [LNP13, DLP16, ZHS16].

Given f , when applying the approach in [MST10], we will consider the Poisson equation

Lψ = f − f̄ , on Σ with Eµ[ψ] = 0 , (2.16)

where L is defined in (2.9) and f̄ = Eµ[f ]. Since Σ is a compact connected submanifold, one can easily
verify that the Foster-Lyapunov Criterion [GM96] holds for L, which guarantees that the solution to (2.16) is
unique [DLP16, Section 2]. We define the asymptotic variance (see [DLP16] for the definition of asymptotic
variance on Rd)

χ2
f =

2

β

∫

Σ

(Bsym∇ψ) · ∇ψ dµ , (2.17)

where ψ is the solution to (2.16).
The second ingredient is the map ΘA (1.6) and we need the following properties on its first and second

derivatives (for states on Σ). The proofs, based on analysing the ODE (1.7)–(1.8), are provided in Section 5.

Proposition 2.9. For x ∈ Σ and s ≥ 0, the gradient of the ODE flow (1.7)–(1.8) satisfies

(∇ϕA(x, s))T = e−sΓ

= P + (a−A)∇ξe−sΦΦ−1∇ξT

= Id + (a−A)∇ξ(e−sΦ − Ik)Φ
−1∇ξT ,

(2.18)

where Φ,Γ are defined in (2.3). Furthermore the limiting flow ΘA satisfies

(∇ΘA)T (x) = P. (2.19)

Proposition 2.10. For x ∈ Σ and 1 ≤ i ≤ d, the Hessian of ΘA satisfies

d∑

j,r=1

ajr
∂2ΘA

i

∂xj∂xr
=

d∑

j=1

∂Bij

∂xj
−

d∑

j,ℓ=1

Piℓ

∂aℓj
∂xj

. (2.20)

In the following remark we compare Propositions 2.6–2.7 and Propositions 2.9–2.10 with their reversible
counterparts (i.e. A = 0) in [Zha20].

Remark 2.11 (Reversible case). (1) For A = 0, Propositions 2.6–2.7 recover the previous results [Zha20,
Theorem 2.3 and Remark 2.5], where the corresponding ergodic SDEs on Σ that sample µ were con-
structed. The proofs in [Zha20] were involved due to lengthy calculations for the expression of the
Laplacian operator on Σ viewed as a Riemannian manifold (see [Zha20, Appendix A]). In contrast, in
Propositions 2.6–2.7, we generalize the results in [Zha20] using a much simpler argument, thanks to
Lemma 4.1 which allows us to convert integrals on the manifold Σ to integrals on Rd where integra-
tion by parts formula can be easily applied. Note that Propositions 2.6–2.7 are accordant with [Zha20,
Corollary 2.6 and Remark 2.7], where non-reversible ergodic SDEs on Σ were discussed.

(2) Similar to ΘA, we denote by Θ the long-time limit of the ODE flow (1.7)–(1.8) with A = 0. Note that
in this case B is replaced by B0 = P0a (in (2.7)). Therefore (2.20) becomes

d∑

j,r=1

ajr
∂2Θi

∂xj∂xr
=

d∑

j=1

∂(P0a)ij
∂xj

−

d∑

j,ℓ=1

(P0)iℓ
∂aℓj
∂xj

, 1 ≤ i ≤ d ,

which recovers the result in [Zha20, Proposition 3.4]. Essentially, Propositions 2.9–2.10 generalises the
previous result [Zha20, Proposition 3.4] to the non-reversible setting, by bypassing the calculation based
on studying the eigenvalues of Γ [FKVE10, Zha20], which will be complex-valued in the current case
(A 6= 0). We refer to the proofs of Propositions 2.9–2.10 in Section 5 for details.

8



Finally we introduce a modified version of the ODE (1.7)–(1.8), given by

dϕA,κ(x, s)

ds
=−

1

2

(
(a−A)∇(|ξ|2−κ

))(
ϕA,κ(x, s)

)

=−
2− κ

2

(
|ξ|1−κ

k∑

α=1

ξα
|ξ|

(a−A)∇ξα

)(
ϕA,κ(x, s)

)
, s ≥ 0 ,

ϕA,κ(x, 0) = x, ∀ x ∈ R
d ,

(2.21)

where κ ∈ [0, 1). Note that the vector field in (2.21) is differentiable in Σ(δ) \ Σ and converges to zero
continuously as the states approach Σ. In fact, it is the same vector field as in (1.7) up to a state-dependent
scalar factor, and therefore the solution to (2.21) has the same limit ΘA. In particular (2.21) reduces to the
ODE (1.7)–(1.8) when κ = 0.

The ODE (2.21) is useful in numerically approximating the map ΘA since it converges to ΘA in finite
time, as summarised in the following result.

Lemma 2.12. Let κ ∈ (0, 1) and Σ(δ) be the neighbourhood defined in (2.1). For any x ∈ Σ(δ), the solution
ϕA,κ(x, s) to (2.21) converges to ΘA(x) within finite time

s̄ :=
21+

κ
2 δκ

κ(2− κ)c0c1
, (2.22)

where c0, c1 > 0 are the constants in Assumption 2.1 and Remark 2.4 respectively.

The proof of Lemma 2.12 is given at the end of Section 5.

2.3 Main results

We now state our first main result concerning the error estimates for the scheme (1.4) which uses the
exact projection ΘA.

Theorem 2.13. For any f ∈ C2(Σ), define f̄ = Eµ[f ] and the running average

f̂n =
1

n

n−1∑

ℓ=0

f(x(ℓ)) ,

where n ∈ N+, x(ℓ) ∈ Σ, ℓ = 0, 1, . . . , n − 1, are computed using the numerical scheme (1.4) with step-size
h > 0, and T := nh. Then there exists h0 > 0, such that for any h ∈ (0, h0) we have the following estimates.

(1) There exists a constant C > 0, independent of both n and h, such that

∣∣E[f̂n]− f̄
∣∣ ≤ C

(
h+

1

T

)
. (2.23)

(2) There exists constants C1, C2 > 0, independent of both n and h, such that

E
[
|f̂n − f̄ |2

]
≤
C1χ

2
f

T
+ C2

(
h2 +

h

T
+

1

T 2

)
, (2.24)

where C1 is any constant larger than one, C2 depends on the choice of C1, and χ
2
f is the asymptotic

variance (2.17).

(3) For any ε ∈ (0, 12 ), there exists a constant C > 0, independent of both n and h, and an almost surely
bounded positive random variable ζ = ζ(ω), such that

∣∣f̂n − f̄
∣∣ ≤ Ch+

ζ

T
1
2
−ε

, almost surely

for sufficiently large n.
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The proof of Theorem 2.13 is given in Appendix B.

Remark 2.14 (Choice of random variables η(ℓ)). Note that the map ΘA (1.6) may not be well-defined
outside Σ(δ) (also see Remark 5.2). To avoid technical issues, we assume that the random variables used
in the scheme (1.4) are almost surely bounded (see (1.5)), since this implies that starting from x(ℓ) ∈ Σ

the intermediate states x(ℓ+
1
2
) will remain close to Σ, i.e. x(ℓ+

1
2
) ∈ Σ(δ), whenever the step-size h is small

enough. We note that an alternative way to avoid this issue is by modifying the definition of ξ for states
outside Σ(δ), such that the long-time limit ΘA(x) of ODE (1.7)–(1.8) is well-defined with ΘA(x) ∈ Σ for all
x ∈ Rd. This follows for instance if ∇ξT∇ξ � c1Ik for some c1 > 0 on entire Rd (see Remark 2.4 and the
proof of Proposition 5.1). Such an assumption is often adopted when dealing with reaction coordinates [LL10,
Section 1.1] (see discussion in Section 8 for more details).

In any case, in spite of this technical issue, we indeed expect that Theorem 2.13 remains true when η(ℓ)

are standard Gaussian random variables, since on the one hand ΘA is well-defined with value on Σ for quite
general starting points and on the other hand it becomes rarer for the intermediate states x(ℓ+

1
2
) to escape

from Σ(δ) when h is small.

In applications, the conditional probability measure µ and the infinitesimal generator L are often assumed
to satisfy the Poincaré inequality [LZ19] with some constant K > 0, i.e.

Varµ(g) :=

∫

Σ

(g − g)2 dµ ≤ −
1

K

∫

Σ

(Lg)g dµ =
1

Kβ

∫

Σ

(Bsym∇g) · ∇g dµ , (2.25)

for any g : Σ → R such that the right hand side above is finite and g = Eµ[g]. Here we have used (2.14) to
arrive at the final equality. Under this additional assumption, we can further express the mean square error
estimate in Theorem 2.13 as follows.

Corollary 2.15. Under the same assumptions as in Theorem 2.13 and further assuming that the Poincaré
inequality (2.25) is satisfied, we have

E
[∣∣f̂n − f

∣∣2
]
≤

2C1Varµ(f)

KT
+ C2

(
h2 +

h

T
+

1

T 2

)
, (2.26)

where C1 is any constant larger than one, C2 depends on C1 but is independent of both h and n, and
Varµ(f) := Eµ[|f − f̄ |2] is the variance of f .

The proof of Corollary 2.15 is given in Appendix B.
The following result compares the numerical scheme (1.4) (and the SDE (2.8)) with A 6= 0 (non-reversible)

to the case when A = 0 (reversible). The asymptotic variance when A = 0 is

χ2
f,0 =

2

β

∫

Σ

(B0∇ψ0) · ∇ψ0 dµ , (2.27)

where ψ0 is the (unique) solution to the Poisson equation

L0ψ0 = f − f̄ , on Σ, such that Eµ[ψ0] = 0 , (2.28)

with

L0 =
eβU

β
∇ ·

(
e−βUB0∇

)
(2.29)

and f̄ = Eµ[f ]. Consider the following Poincaré inequality [LZ19, Zha20] with constant K0 > 0

∫

Σ

(g − g)2 dµ ≤ −
1

K0

∫

Σ

(L0 g)g dµ =
1

K0β

∫

Σ

(B0∇g) · ∇g dµ (2.30)

for any g : Σ → R such that the right hand side is finite. Then we arrive at the following estimates, whose
proof is given in Section 6.
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Proposition 2.16. Let K, K0 > 0 be the largest constants for which (2.25) and (2.30) are satisfied respec-
tively (called the spectral gap), and χ2

f , χ
2
f,0 are the asymptotic variances in (2.17) and (2.27) respectively,

where f ∈ L2(Σ, µ). We have

(1) K ≥ K0 .

(2) χ2
f ≤ χ2

f,0 .

The following remark summarises the importance of this result when comparing the reversible and non-
reversible setting.

Remark 2.17. In [DLP16] it is shown that linearly adding a non-reversible force to a reversible dynamics
leaves the spectral gap unchanged but reduces the asymptotic variance (also see [HHMS93, LNP13, RBS16]).

In our setting with A 6= 0, Proposition 2.16 implies that the spectral gap of SDE (2.8) is always larger
or equal to, and the asymptotic variance is always smaller than, the reversible case A = 0. In particular,
the second item in Proposition 2.16 (together with the second item of Theorem 2.13 and Corollary 2.15)
implies that the mean square error of the numerical scheme (1.4) is smaller than the reversible case (compare
to [Zha20, Corollary 3.7]) and consequently the non-reversible scheme outperforms the reversible scheme in
the long-time limit T → ∞. Note that this only reflects the analytical improvement and we refer to Section 7
for further discussions about their performance on a concrete example.

So far we have presented results for the numerical scheme (1.4) which uses the exact long-time limit ΘA

(1.6). However in practice, numerical approximations of the map ΘA are often used to project the states
back to Σ. Recall the ODE (2.21) with parameter κ ∈ [0, 1), whose solution converges to the same limit ΘA

in finite time when κ > 0 (see Lemma 2.12). Consider the numerical scheme

x̃
(ℓ+ 1

2
)

i = x̃
(ℓ)
i +

d∑

j=1

(
(Aij − aij)

∂U

∂xj
+

1

β

∂aij
∂xj

)
(x̃(ℓ))h+

√
2β−1h

d1∑

j=1

σij(x̃
(ℓ)) η

(ℓ)
j , 1 ≤ i ≤ d ,

x̃(ℓ+1) = ΘA,κ
∆t,εtol

(
x̃(ℓ+

1
2
)
)
,

(2.31)

for ℓ = 0, 1, . . . , where x̃(0) ∈ Σ, and ΘA,κ
∆t,εtol

denotes a numerical approximation of ΘA, obtained by
integrating the ODE (2.21) with a rescaling parameter κ ∈ (0, 1) using the (initial) time step-size ∆t > 0,
until the convergence criterion |ξ| ≤ εtol is met for a given εtol > 0. Note that the states generated by the
scheme (2.31) belong to Σ(εtol), i.e. x̃(ℓ) ∈ Σ(εtol) for ℓ ≥ 0 (the neighbourhood Σ(εtol) is defined similarly as

Σ(δ) in (2.1)). To analyse the scheme (2.31) we make the following assumption on ΘA,κ
∆t,εtol

.

Assumption 2.18. For εtol ∈ (0, δ), there exists ∆tmax > 0 and p ∈ N+ such that, for any ∆t ∈ (0,∆tmax),

the map ΘA,κ
∆t,εtol

: Σ(δ) → Σ(εtol) is well-defined and satisfies

|ΘA,κ
∆t,εtol

(x) −ΘA(x)| ≤ C(∆t)p, ∀x ∈ Σ(δ) , (2.32)

where C > 0 is a constant independent of both ∆t and x ∈ Σ(δ).

This assumption is indeed satisfied in practice (see Remark 2.20 below). The following result summarises
the error estimates for the scheme (2.31).

Theorem 2.19. Let n ∈ N+, κ ∈ (0, 1), step-sizes h,∆t > 0, εtol > 0 and set T := nh. Furthermore let the

numerical approximation ΘA,κ
∆t,εtol

satisfy Assumption 2.18. For any f ∈ C2(Σ), define f̄ = Eµ[f ] and the
running average

f̃n =
1

n

n−1∑

ℓ=0

f(x̃(ℓ)) , (2.33)

where x̃(ℓ) ∈ Σ(εtol), ℓ = 0, 1, . . . , n − 1, are computed using the numerical scheme (2.31), and the same
notation f is used for some extension of f to C2(Σ(εtol)). Then there exists h0 > 0, such that for any
h ∈ (0, h0) and ∆t ∈ (0,∆tmax) the following estimates hold.
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(1) There exists a constant C > 0, independent of n, h and ∆t, such that

∣∣E[f̃n]− f̄
∣∣ ≤ C

(
(∆t)p + h+

1

T

)
.

(2) There exists constants C1, C2 > 0, independent of n, h and ∆t, such that

E
[
|f̃n − f̄ |2

]
≤
C1χ

2
f

T
+ C2

(
(∆t)p + h2 +

h

T
+

1

T 2

)
, (2.34)

where C1 is any constant larger than one, C2 depends on the choice of C1, and χ
2
f is the asymptotic

variance (2.17).

(3) For any ε ∈ (0, 12 ), there exists a constant C > 0, independent of n, h and ∆t, and an almost surely
bounded positive random variable ζ = ζ(ω), such that

∣∣f̃n − f̄
∣∣ ≤ C

(
(∆t)p + h

)
+

ζ

T
1
2
−ε

, almost surely

for sufficiently large n.

The proof of Theorem 2.19 is adapted from the proof of Theorem 2.13, and we outline it in Appendix B.
We note that the result in Corollary 2.15 can also be extended to the case of numerical scheme (2.31).

Let us conclude with the following remark on Assumption 2.18.

Remark 2.20. In practice, ΘA,κ
∆t,εtol

(x) corresponds to the numerical solution of ΘA(x), obtained by in-
tegrating the ODE (2.21) with a rescaling parameter κ ∈ (0, 1), using numerical ODE methods until the
convergence criterion |ξ| < εtol is met. The integer p ∈ N+ in Assumption 2.18 corresponds to the order of
the numerical ODE method used (e.g. p = 4 for the classical fourth-order Runge-Kutta method). The theory
of numerical ODE methods guarantees that there exists a constant C > 0, such that the error of the numerical
solution to (2.21) up to the finite time s̄ (2.22) is bounded by C(∆t)p for all initial states in Σ(δ). Since the
true solution of (2.21) converges to ΘA within the finite time s̄ (see Lemma 2.12) and ξ(ΘA(x)) ≡ 0 for all
x ∈ Σ(δ), given εtol > 0, there exists ∆tmax > 0 such that, for any ∆t ∈ (0,∆tmax), the convergence criterion
|ξ| ≤ εtol is met before time s̄ and the bound (2.32) is satisfied.

Numerical methods with adaptive step-sizes can also be used, in which case ∆t is the initial step-size.

As stated in Remark 2.3, the results in this paper can be generalised to non-constant A and we briefly
outline the differences in the following remark.

Remark 2.21. When A is state-dependent and skew-symmetric, i.e. A : Rd → Rd×d such that AT (x) =
−A(x) for any x ∈ R

d, the following soft-constrained dynamics

dX i,ε
s =

d∑

j=1

[
(Aij − aij)

∂

∂xj

(
U +

1

ε
F
)
+

1

β

∂(aij −Aij)

∂xj

]
(Xε

s ) ds+
√
2β−1

d1∑

j=1

σij(X
ε
s ) dW

j
s , 1 ≤ i ≤ d ,

(2.35)
admits µε (1.11) as an invariant measure under fairly general conditions, with the only change being the
−∂Aij/∂xj term as compared to (1.10). Following the discussion in Section 1, this motivates the corre-
sponding numerical scheme

x
(ℓ+ 1

2
)

i = x
(ℓ)
i +

d∑

j=1

(
(Aij − aij)

∂U

∂xj
+

1

β

∂(aij −Aij)

∂xj

)
(x(ℓ))h+

√
2β−1h

d1∑

j=1

σij(x
(ℓ)) η

(ℓ)
j , 1 ≤ i ≤ d ,

x(ℓ+1) = ΘA
(
x(ℓ+

1
2
)
)
.
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following the same analysis presented in this paper. The same auxiliary results as in Propositions 2.6, 2.7, 2.9
hold here, with the only difference arising in Proposition 2.10 where (2.20) reads

d∑

j,r=1

ajr
∂2ΘA

i

∂xj∂xr
=

d∑

j=1

∂Bij

∂xj
−

d∑

j,ℓ=1

Piℓ

∂(aℓj −Aℓj)

∂xj
.

The proofs of these results are simple modifications of the constant A case. Finally, all the results stated
above in this section carry over to this setting as well.

3 Preliminaries

In this section we state some preliminary results on the quantities introduced in Section 2.
Recall that Assumption 2.2 implies that rank(∇ξ) = k holds in the neighbourhood Σ(δ) (2.1) (see Re-

mark 2.4). Let V : Σ(δ) → Rd×(d−k) be a matrix-valued function whose column vectors are linearly indepen-
dent and are orthogonal to the column vectors of ∇ξ, i.e.

∀x ∈ Σ(δ) : V T (x)∇ξ(x) = 0 ∈ R
(d−k)×k. (3.1)

Such a function V , while not unique and not assumed to be smooth on Σ(δ), always exists since ∇ξ has full
rank in Σ(δ) (see Remark 3.3 below).

Furthermore, we introduce the matrix-valued function Π : Σ(δ) → R(d−k)×(d−k) defined as

Π := V T (a−A)−1V . (3.2)

Note that a−A is invertible on Rd, since vT (a−A)v = vTav > 0, for all v ∈ Rd with v 6= 0 (Assumption 2.1).
The following lemma collects some basic properties of Π and Φ.

Lemma 3.1. Assume x ∈ Σ(δ). The matrices Φ,Π defined in (2.3) and (3.2) satisfy

(1) Π and Φ are invertible.

(2) All k eigenvalues of the matrix Φ have positive real parts.

(3) We have the identity
VΠ−1V T (a−A)−1 + (a−A)∇ξΦ−1∇ξT = Id . (3.3)

Proof. (1) We will show that Πζ = V T (a − A)−1V ζ = 0, with ζ ∈ Rd−k, implies ζ = 0. Since the columns
of V and ∇ξ span the entire Rd and the orthogonality (3.1) holds, Πζ = 0 implies that there exists a v ∈ Rk

such that (a−A)−1V ζ = ∇ξv. Therefore,

(∇ξv)T a∇ξv = vT∇ξT (a−A)∇ξv = vT∇ξTV ζ = 0 ,

which implies (a−A)−1V ζ = ∇ξv = 0. Since the column vectors of V are linearly independent, we conclude
that ζ = 0 and therefore Π is invertible.

The invertibility of Φ follows from the fact that vTΦv = (∇ξv)T (a − A)∇ξv = (∇ξv)T a∇ξv > 0 for all
v ∈ Rk with v 6= 0 (Assumption 2.1).

(2) Let λ ∈ C be a (complex) eigenvalue of Φ and assume the corresponding eigenvector is v ∈ Ck, where
v 6= 0. Multiplying both sides of∇ξT (a−A)∇ξv = λv by v̄T (the conjugate transpose of v), gives v̄T∇ξT (a−

A)∇ξv = λ|v|2. Taking conjugate transpose and using a−A
T
= a+A, we obtain v̄T∇ξT (a+A)∇ξv = λ̄|v|2.

Summing up these two identities, we deduce Re(λ)|v|2 = (∇ξv̄)Ta∇ξv, where Re(λ) denotes the real part of
λ. Note that we also have ∇ξv 6= 0, since v 6= 0 and the columns of ∇ξ are linearly independent. Therefore,
using Assumption 2.1, we conclude Re(λ) > 0.
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(3) First, let us show that the column vectors of V and (a−A)∇ξ form a linearly independent basis of Rd.
Assume that V ζ1 + (a−A)∇ξζ2 = 0, where ζ1 ∈ Rd−k and ζ2 ∈ Rk. It suffices to show that both ζ1 and ζ2
are zero vectors. Multiplying both sides by ∇ξT , we get ∇ξT (a−A)∇ξζ2 = Φζ2 = 0. The invertibility of Φ
gives ζ2 = 0, which in turn implies that ζ1 = 0, since the column vectors of V are linearly independent.

Next, define Q := VΠ−1V T (a−A)−1+(a−A)∇ξΦ−1∇ξT . Since the column vectors of V and (a−A)∇ξ
form a basis of Rd, any vector ζ ∈ Rd can be written as ζ = V ζ1 + (a − A)∇ξζ2, for some ζ1 ∈ Rd−k and
ζ2 ∈ Rk. Using V T∇ξ = 0, the definitions of Φ in (2.3) and Π in (3.2), one can verify that QV = V and
Q(a−A)∇ξ = (a−A)∇ξ. Therefore,

Qζ = QV ζ1 +Q(a−A)∇ξζ2 = V ζ1 + (a−A)∇ξζ2 = ζ ,

which shows that Q = Id.

The following result summarises some crucial properties of P and B defined in (2.4). In particular this
result states that P is a projection.

Lemma 3.2. For any x ∈ Σ(δ) we can write

P = VΠ−1V T (a−A)−1, B = VΠ−1V T . (3.4)

The matrix P satisfies P 2 = P , PV = V and ∇ξTP = 0. Furthermore, we have the relation

PaPT = Bsym =
1

2
(B +BT ) . (3.5)

Proof. The relation (3.4) follows readily from the definition of P in (2.4) and the identity (3.3). It is
straightforward to verify that P 2 = P and PV = V . Using (3.4) we compute

PaPT = VΠ−1V T (a−A)−1a(a+A)−1VΠ−TV T

=
1

2
VΠ−1V T (a−A)−1

[
(a+A) + (a−A)

]
(a+A)−1VΠ−TV T

=
1

2

[
VΠ−1V T (a−A)−1VΠ−TV T + VΠ−1V T (a+A)−1VΠ−TV T

]

=
1

2

(
VΠ−TV T + VΠ−1V T

)

=
1

2
(B +BT ) = Bsym ,

where the first equality follows since (a − A)−T = (a + A)−1, the second equality follows since 2a = (a +
A) + (a−A) and the fourth equality follows from the definition of Π in (3.2).

Remark 3.3. Note that the function V satisfying (3.1) is not unique and we do not assume the smoothness
of V on Σ(δ). In spite of the relationship (3.4), the matrices P and B are in fact independent of the choice
of V by definition (2.4) and are C3-smooth on Σ(δ) under Assumption 2.2.

4 Ergodic SDEs on the submanifold

The goal of this section is to study the diffusion process (2.8) with X0 ∈ Σ. In particular, we prove
Proposition 2.6 which identifies its infinitesimal generator L and decomposes it into symmetric and anti-
symmetric parts, and Proposition 2.7 on its ergodicity.

First, let us recall the convergence of the probability measure µε (1.11) on Rd to µ (1.3) on Σ.

Lemma 4.1. The probability measure µε converges to µ in the sense that for any f ∈ Cb(R
d) we have

lim
ε→0

∫

Rd

fdµε =

∫

Σ

fdµ.
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We omit the proof of Lemma 4.1, since it is standard and follows by applying the co-area formula, the
pointwise convergence exp(− 1

2ε

∑
ξ2α(x)) → 1Σ(x), where 1Σ is the indicator function on the set Σ, and

the dominated convergence theorem. Lemma 4.1 is useful below as it allows us to convert integrals on Σ to
integrals on Rd, where it is easier to apply integration by parts formula.

Next, we give the proof of Proposition 2.6.

Proof of Proposition 2.6. (1) We prove (2.9). Since (Pσ)(Pσ)T = PσσTPT = PaPT , the generator of SDE
(2.8) for a test function f is

Lf = −

d∑

i,j=1

Bij

∂U

∂xj

∂f

∂xi
+

1

β

d∑

i,j=1

∂Bij

∂xj

∂f

∂xi
+

1

β

d∑

i,j=1

(PaPT )ij
∂2f

∂xi∂xj
. (4.1)

To prove (2.9), it is sufficient to note that the second-order derivative terms in (4.1) satisfy that

d∑

i,j=1

(PaPT )ij
∂2f

∂xi∂xj
=

1

2

d∑

i,j=1

Bij

∂2f

∂xi∂xj
+

1

2

d∑

i,j=1

Bji

∂2f

∂xi∂xj
=

d∑

i,j=1

Bij

∂2f

∂xi∂xj
,

where we have used (3.5) to arrive at the first equality and the second equality follows by interchanging
indices and using the symmetry of ∇2f .
(2) We first prove (2.11) for the vector J and then (2.10) for the generator L. Since B∇ξ = BT∇ξ = 0
by (3.4), we have (Basym)T∇ξ = Basym∇ξ = 0. Therefore using (2.6), for all 1 ≤ α ≤ k,

J · ∇ξα =
eβU

β

d∑

i,j=1

∂(Basym
ij e−βU )

∂xj

∂ξα
∂xi

=
eβU

β
∇ ·

[
e−βU (Basym)T ∇ξα

]
−

1

β

d∑

i,j=1

Basym
ij

∂2ξα
∂xi∂xj

= 0 , (4.2)

where the last equality follows since Basym is anti-symmetric and therefore
∑d

i,j=1 B
asym
ij

∂2ξα
∂xi∂xj

= 0. Us-

ing (2.4) we find PJ = J . Concerning the second identity in (2.11), using the anti-symmetry of Basym, we
find

∇ · (J e−βU ) =
1

β

d∑

i,j=1

∂2(Basym
ij e−βU )

∂xi∂xj
= 0 .

Concerning (2.10), from (2.9) we can compute

Lf =
eβU

β

d∑

i,j=1

∂

∂xj

(
Bije

−βU ∂f

∂xi

)

=
eβU

β

d∑

i,j=1

∂

∂xj

(
Basym

ij e−βU ∂f

∂xi

)
+

eβU

β

d∑

i,j=1

∂

∂xj

(
Bsym

ij e−βU ∂f

∂xi

)

=
d∑

i=1

Ji
∂f

∂xi
+

1

β

d∑

i,j=1

Basym
ij

∂2f

∂xi∂xj
+

eβU

β

d∑

i,j=1

∂

∂xj

(
Bsym

ij e−βU ∂f

∂xi

)

= J · ∇f +
eβU

β
∇ ·

(
e−βU Bsym∇f

)
, (4.3)

where the third equality follows from the definition (2.6) of J , and the final equality follows from the anti-
symmetry of Basym. This proves (2.10).
(3) We prove the integration by parts formula (2.13). Since the integrals involved in (2.13) are defined on
Σ, without any loss of generality we can assume that f = g = 0 on Rd \ Σ(δ). Under this assumption the
integrations in the following calculations are well defined on Rd, although B is defined on Σ(δ). Using the
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expression (2.9) of L, the convergence of µε to µ stated in Lemma 4.1, as well as integration by parts formula
on Rd, we find

∫

Σ

(Lf) g dµ =
1

β

∫

Σ

eβU
[
∇ ·

(
e−βUBT∇f

) ]
g dµ

=
1

β
lim
ε→0

∫

Rd

eβU
[
∇ ·

(
e−βUBT∇f

) ]
g dµε

=
1

β
lim
ε→0

1

Zε

∫

Rd

eβU
[
∇ ·

(
e−βUBT∇f

) ]
g exp

[
− β

(
U +

|ξ|2

2ε

)]
dx

= −
1

β
lim
ε→0

1

Zε

∫

Rd

e−βU
(
BT∇f

)
· ∇

[
g exp

(
−
β|ξ|2

2ε

)]
dx

= −
1

β
lim
ε→0

1

Zε

∫

Rd

e−βU
[ (
BT∇f

)
· ∇g

]
exp

(
−
β|ξ|2

2ε

)
dx

+

k∑

α=1

lim
ε→0

1

εZε

∫

Rd

e−βU
[
(∇fTB∇ξα) ξα

]
exp

(
−
β|ξ|2

2ε

)
g dx

= −
1

β
lim
ε→0

1

Zε

∫

Rd

e−βU
[ (
BT∇f

)
· ∇g

]
exp

(
−
β|ξ|2

2ε

)
dx ,

where the third equality follows from the definition (1.11) of µε, the fourth equality follows from integration
by parts in Rd and the final equality follows since B∇ξ = 0. Applying Lemma 4.1 once more we find

∫

Σ

(Lf) g dµ = −
1

β
lim
ε→0

1

Zε

∫

Rd

e−βU
[ (
BT∇f

)
· ∇g

]
exp

(
−
β|ξ|2

2ε

)
dx

= −
1

β
lim
ε→0

∫

Rd

(
BT∇f

)
· ∇g dµε

= −
1

β

∫

Σ

(
BT∇f

)
· ∇g dµ ,

which proves (2.13). Note that we can use Lemma 4.1 since B ∈ C3(Σ(δ)) (see Remark 3.3) and BT∇f = 0
in Rd \Σ(δ) by the choice of f . Identity (2.14) follows by using (2.13) and noting that Bsym is the symmetric
part of B.
(4) Using Lemma 4.1 and integrating by parts in Rd we find

−

∫

Σ

(Af) g dµ = lim
ε→0

1

Zε

∫

Rd

f ∇ ·
{
J exp

[
−β

(
U +

|ξ|2

2ε

)]
g
}
dx

= lim
ε→0

∫

Rd

f J · ∇g dµε − lim
ε→0

β

ε

k∑

α=1

∫

Rd

ξαJ · ∇ξα g dµ
ε

= lim
ε→0

∫

Σ

f J · ∇g dµε

=

∫

Σ

f (Ag) dµ,

where the second equality follows from (2.11) and the third equality follows from (4.2). Note that to perform
this calculation we have continuously extended f, g ∈ C2(Σ) to C2(Rd) such that the extensions are supported
within Σ(δ). This shows that A∗ = −A.

Define L := eβU

β
∇ ·

(
e−βUB∇g

)
. Since BT∇ξ = B∇ξ = 0, we can repeat the calculations in the previous

item above, which yields
∫

Σ

(Lf) g dµ = −
1

β

∫

Σ

(B∇f) · ∇g dµ = −
1

β

∫

Σ

∇f ·
(
BT∇g

)
dµ =

∫

Σ

(Lg) f dµ.
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and therefore L = L∗.

We are ready to prove Proposition 2.7, which shows that the SDE (2.8) evolves on Σ and is ergodic with
respect to the target measure µ (1.3).

Proof of Proposition 2.7. Identity (2.15) follows directly as a result of (2.10) and (3.5). Since V T∇ξ = 0,
using (3.4) we have ∇ξTP = ∇ξTB = 0. Therefore (2.9) implies Lξ = 0. Applying Itô’s lemma we obtain

dξ(Xs) = (Lξ)(Xs) ds+
√
2β−1(∇ξTPσ)(Xs) dWs = 0 ,

and, since X0 ∈ Σ, ξ(Xs) = ξ(X0) = 0 almost surely, i.e. Xs ∈ Σ for any s ≥ 0.
Applying the integration by parts formula (2.13) (with g ≡ 1), we find

∫

Σ

Lf dµ = 0 ,

for all test functions f , which implies that µ is invariant under the evolution of the processXs. The ergodicity
follows from the fact that L is an elliptic operator on the compact connected submanifold Σ. We omit the
details but refer to [CLVE08, FL09, Zha20] for further discussions.

5 Study of the map ΘA

In this section we collect crucial properties of the projection ΘA, the flow ϕA of the ODE (1.7)–(1.8), and
the flow ϕA,κ of the modified ODE (2.21). In particular, we prove Propositions 2.9–2.10 which concern the
derivatives of ΘA and Lemma 2.12 which concerns the convergence of the flow ϕA,κ to ΘA in finite time.

Recall the map ΘA : Rd → R
d is defined via the long-time limit

ΘA(x) = lim
s→+∞

ϕA(x, s). (5.1)

Here ϕA : Rd × [0,+∞) → Rd is an ODE flow

dϕA(x, s)

ds
=− ((a−A)∇F

)(
ϕA(x, s)

)
, ϕA(x, 0) = x, ∀ x ∈ R

d , (5.2)

and the function F : Rd → R is

F (x) :=
1

2
|ξ(x)|2 =

1

2

k∑

α=1

ξ2α(x) . (5.3)

The following result summarises the well-posedness and regularity of the flow.

Proposition 5.1. The system (5.2) admits a unique solution ϕA ∈ C4(Rd × [0,+∞)). For any x ∈ Σ(δ),
the limit in (5.1) is well defined and ΘA : Σ(δ) → Σ is a C4-differentiable map. Furthermore, ΘA(x) = x for
any x ∈ Σ.

Proof. The well-posedness of solution to (5.1) is standard, since F is a Lyapunov function. In fact, note that
Assumption 2.2 implies ∇ξT∇ξ � c1Ik on Σ(δ) for some constant c1 > 0 (see Remark 2.4). Therefore using
(5.3) and Assumption 2.1, for any x ∈ Σ(δ) we find

(∇FTa∇F )(x) =
(
ξT (∇ξT a∇ξ)ξ

)
(x) ≥ c0(ξ

T∇ξT∇ξξ)(x) ≥ c0c1|ξ(x)|
2 = 2c0c1F (x), (5.4)

from which we can derive

dF (ϕA(x, s))

ds
= −

(
∇FT (a−A)∇F

)
(ϕA(x, s)) ≤ −2c0c1F (ϕ

A(x, s)) , (5.5)
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where the first equality follows from (5.2) and the inequality follows from the antisymmetry of A and the
estimate (5.4). Consequently, F (ϕA(x, s)) and thereby |ξ(ϕA(x, s))| converge exponentially to zero for points
on Σ(δ). Integrating both sides of (5.2) and using the exponential decay of |ξ(ϕA(x, s))|, one can obtain that
the limit on the right hand side of (5.1) exists and therefore the map ΘA is well-defined. The differentiability
of ΘA can be verified similarly, by integrating the ODEs for the derivatives of ϕA (see (5.7)–(5.8) below)
and proving that the order of integrations and limits (s→ +∞) can be switched. Furthermore, if the initial
point of the flow (5.2) x ∈ Σ, (5.6) below implies the right hand side of (5.2) is zero, and it follows that
ϕA(x, s) = x for any s ≥ 0, and therefore ΘA(x) = x.

Remark 5.2. Proposition 5.1 states that the limit ΘA(x) in (5.1) is well-defined with value in Σ for points
x ∈ Σ(δ). This is enough to analyse the scheme (1.4), since we assume the random variables (1.5) used in
the scheme (1.4) are bounded (see Remark 2.14). At the same time, thanks to the existence of the natural
Lyapunov function (5.3) of ODE (5.2), in concrete cases we actually can expect that the limit ΘA(x) exists
and ΘA(x) ∈ Σ, for quite general states x belonging to a set (or even Rd) that is larger than Σ(δ) (see
Remark 2.4 and related discussion in Section 8).

In what follows we will make use of the derivatives of F , for 1 ≤ i, j ≤ d and x ∈ R
d,

(∇F (x))i =
∂F

∂xi
(x) =

k∑

α=1

ξα(x)
∂ξα
∂xi

(x),

(∇2F (x))ij =
∂2F

∂xi∂xj
(x) =

k∑

α=1

[
∂ξα
∂xi

(x)
∂ξα
∂xj

(x) + ξα(x)
∂2ξα
∂xi∂xj

(x)

]
,

and therefore, in particular,

∀x ∈ Σ : ∇F (x) = 0, ∇2F (x) = ∇ξ∇ξT . (5.6)

We will study the derivatives of ΘA through the derivatives of the flow ϕA. Taking derivatives in (5.2),
for 1 ≤ i, j ≤ d we obtain

d

ds

∂ϕA
i

∂xj
(x, s) = −

d∑

r′,i′=1

(
(a−A)ir′

∂2F

∂xr′∂xi′
+
∂air′

∂xi′

∂F

∂xr′

)(
ϕA(x, s)

) ∂ ϕA
i′

∂xj
(x, s) ,

∂ϕA
i

∂xj
(x, 0) = δij ,

(5.7)

for any (x, s) ∈ Rd × [0,+∞). Similarly, for 1 ≤ i, j, r ≤ d, the second-order spatial derivatives satisfy

d

ds

∂2ϕA
i

∂xj∂xr
(x, s) = −

d∑

i′,r′=1

(
(a−A)ir′

∂2F

∂xr′∂xi′
+
∂air′

∂xi′

∂F

∂xr′

)(
ϕA(x, s)

) ∂2 ϕA
i′

∂xj∂xr
(x, s)

−

d∑

i′,j′,r′=1

(
(a−A)ir′

∂3F

∂xr′∂xi′∂xj′
+ 2

∂air′

∂xi′

∂2F

∂xr′∂xj′
+

∂2air′

∂xi′∂xj′

∂F

∂xr′

)(
ϕA(x, s)

)

(5.8)

×
∂ ϕA

i′

∂xj
(x, s)

∂ ϕA
j′

∂xr
(x, s) , ∀ (x, s) ∈ R

d × [0,+∞) ,

∂2ϕA
i

∂xj∂xr
(x, 0) = 0 , ∀ x ∈ R

d .
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In particular, when x ∈ Σ, using the fact that ϕA(x, s) ≡ x for all s ≥ 0 and ∇F (x) = 0 (see (5.6)), in a
compact notation the ODE (5.7) reads

d

ds
(∇ϕA(x, s))T = −(a−A)∇2F (∇ϕA(x, s))T , ∀ s ∈ [0,+∞) ,

∇ϕA(x, 0) = Id ,
(5.9)

while the ODE (5.8) simplifies to

d

ds

∂2ϕA
i

∂xj∂xr
(x, s) = −

d∑

i′,j′,r′=1

(
(a−A)ir′

∂3F

∂xr′∂xi′∂xj′
+ 2

∂air′

∂xi′

∂2F

∂xr′∂xj′

)
∂ ϕA

i′

∂xj
(x, s)

∂ ϕA
j′

∂xr
(x, s)

−

d∑

i′,r′=1

(a−A)ir′
∂2F

∂xr′∂xi′

∂2 ϕA
i′

∂xj∂xr
(x, s) , ∀ s ∈ [0,+∞) ,

∂2ϕA
i

∂xj∂xr
(x, 0) = 0 .

(5.10)

In (5.9), ∇ϕA(x, s) is the d × d matrix whose entries are (∇ϕA(x, s))ij =
∂ϕA

j

∂xi
(x, s), where 1 ≤ i, j ≤

d. Furthermore we have omitted the x-dependence of the coefficients in (5.9)–(5.10) when they are time
independent.

With these preliminaries in the following we prove Propositions 2.9–2.10, regarding the first and second-
order derivatives of ΘA respectively.

Proof of Propostion 2.9. Using (5.6) and the definition (2.3) of Γ, we find

(
(a−A)∇2F

)
(x) =

(
(a−A)∇ξ∇ξT

)
(x) = Γ(x), x ∈ Σ . (5.11)

The corresponding (matrix) ODE (5.9) becomes

d

ds
(∇ϕA(x, s))T = −Γ(x)(∇ϕA(x, s))T , s ≥ 0 ,

∇ϕA(x, 0) = Id ,

which admits the solution

(∇ϕA(x, s))T = e−sΓ =

+∞∑

i=0

(−sΓ)i

i!
, x ∈ Σ , s ≥ 0 .

Using (2.3) and a straightforward induction argument it follows that

i ≥ 1 : Γi = (a−A)∇ξΦi−1∇ξT , and i ≥ 0 : Γi(a−A)∇ξ = (a−A)∇ξΦi. (5.12)

Using (5.12) and ∇ξTV = 0 (recall (3.1)) we find

e−sΓV = V, e−sΓ(a−A)∇ξ = (a−A)∇ξ e−sΦ,

and therefore we can write in matrix form

e−sΓ =
(
V (a−A)∇ξe−sΦ

) (
V (a−A)∇ξ

)−1
, ∀ s ≥ 0 . (5.13)

Using the definition of Φ,Π in (2.3) and (3.2), along with ∇ξTV = 0, we can directly verify

(
V (a− A)∇ξ

)−1
=

(
Π−1V T (a−A)−1

Φ−1∇ξT

)
.
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Substituting this expression into (5.13) we find

(∇ϕA(x, s))T = e−sΓ = VΠ−1V T (a−A)−1 + (a−A)∇ξe−sΦΦ−1∇ξT , s ≥ 0 ,

while the last expression in (2.18) follows using the definition of P in (2.4). Since all the eigenvalues of Φ
have positive real parts (recall Lemma 3.1), we can pass the limit s→ +∞ which gives (2.19).

When A = 0 (which corresponds to reversible case) ∇ΘA is symmetric, which is not true in general when
A 6= 0, as illustrated by the following simple example.

Example 5.3. Consider ξ(x1, x2) :=
1
2 (x

2
1+x

2
2−1) : R2 → R at x = (1, 0)T . Choose a = I2 and A =

(
0 1
−1 0

)
.

We have V = (0, 1)T , ∇ξ = (1, 0)T and using (2.19) we find

∇ΘA =

(
0 −1
0 1

)
.

Now, we prove Proposition 2.10 concerning second derivatives of ΘA.

Proof of Proposition 2.10. Using identity (3.3) we write

ajr
∂2ΘA

i

∂xj∂xr
=

[
VΠ−1V T (a−A)−1

]
iℓ
ajr

∂2ΘA
ℓ

∂xj∂xr
+
[
(a−A)∇ξΦ−1∇ξT

]
iℓ
ajr

∂2ΘA
ℓ

∂xj∂xr

= Piℓajr
∂2ΘA

ℓ

∂xj∂xr
+
[
(a−A)∇ξΦ−1∇ξT

]
iℓ
ajr

∂2ΘA
ℓ

∂xj∂xr

=: I1 + I2 ,

(5.14)

where the repeated indices j, r, ℓ are summed over 1 to d. This Einstein’s summation notation will be used
throughout this proof. See Remark 5.4 for the motivation behind this particular splitting in (5.14), which
plays a crucial role in the forthcoming calculations.

First, we compute the term I1 in (5.14). Using (5.11) and applying the variation of constants formula to
the ODE (5.10), we find, for 1 ≤ ℓ, j, r ≤ d,

∂2ΘA
ℓ

∂xj∂xr
= lim

t→+∞

∂2ϕA
ℓ

∂xj∂xr
(x, t)

=− lim
t→+∞

∫ t

0

[
e−(t−s)Γ

]
ℓℓ′

[
(a−A)ℓ′r′

∂3F

∂xr′∂xi′∂xj′
+ 2

∂aℓ′r′

∂xi′

∂2F

∂xr′∂xj′

]
∂ ϕA

i′

∂xj
(x, s)

∂ ϕA
j′

∂xr
(x, s) ds

=−

[
(a−A)ℓ′r′

∂3F

∂xr′∂xi′∂xj′
+ 2

∂aℓ′r′

∂xj′

∂2F

∂xr′∂xi′

]
lim

t→+∞

∫ t

0

[
e−(t−s)Γ

]
ℓℓ′

[
e−sΓ

]
i′j

[
e−sΓ

]
j′r
ds .

Note that we have switched the indices i′, j′ in the second term in the sum above to simplify the following

calculations. This is allowed since the indices j, r can be interchanged since
∂2ΘA

ℓ

∂xj∂xr
=

∂2ΘA
ℓ

∂xr∂xj
. From the

definition of F in (5.3), using ξ(x) = 0 on x ∈ Σ, we can compute, for 1 ≤ i′, j′, r′ ≤ d,

∂3F

∂xr′∂xi′∂xj′
=

∂ξα
∂xr′

∂2ξα
∂xi′∂xj′

+
∂ξα
∂∂xi′

∂2ξα
∂xj′∂xr′

+
∂ξα
∂xj′

∂2ξα
∂xi′∂xr′

, x ∈ Σ . (5.15)

Computing e−(t−s)Γ via (2.18) and using P (a−A)∇ξ = B∇ξ = 0, we find

P e−(t−s)Γ = P ,

and therefore using (5.15) we find

I1 = Piℓajr
∂2ΘA

ℓ

∂xj∂xr
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= −Piℓ

[
(a−A)ℓr′

∂3F

∂xr′∂xi′∂xj′
+ 2

∂aℓr′

∂xj′

∂2F

∂xr′∂xi′

]
ajr lim

t→+∞

∫ t

0

[
e−sΓ

]
i′j

[
e−sΓ

]
j′r
ds

= −Piℓ

[
(a−A)ℓr′

∂ξα
∂xr′

∂2ξα
∂xi′∂xj′

+ (a−A)ℓr′
∂ξα
∂xi′

∂2ξα
∂xj′∂xr′

+ (a−A)ℓr′
∂ξα
∂xj′

∂2ξα
∂xi′∂xr′

+ 2
∂aℓr′

∂xj′

∂ξα
∂xi′

∂ξα
∂xr′

]
ajr lim

t→+∞

∫ t

0

[
e−sΓ

]
i′j

[
e−sΓ

]
j′r
ds

= −2Piℓ

∂ξα
∂xi′

[
(a−A)ℓr′

∂2ξα
∂xj′∂xr′

+
∂aℓr′

∂xj′

∂ξα
∂xr′

]
ajr lim

t→+∞

∫ t

0

[
e−sΓ

]
i′j

[
e−sΓ

]
j′r
ds

= −2Piℓ

[
(a−A)ℓr′

∂2ξα
∂xj′∂xr′

+
∂aℓr′

∂xj′

∂ξα
∂xr′

] [
∇ξT lim

t→+∞

∫ t

0

e−sΓa(e−sΓ)T ds

]

αj′

= −2Piℓ

∂

∂xj′

(
(a−A)ℓr′

∂ξα
∂xr′

) [
∇ξT lim

t→+∞

∫ t

0

e−sΓa(e−sΓ)T ds

]

αj′
,

where index α is summed over 1 to k, and in the fourth equality we have used Piℓ(a − A)ℓr′
∂ξα
∂xr′

=
[
P (a−

A)∇ξ
]
iα

= 0. Using Lemma A.1 in Appendix A we find

I1 = −Piℓ

∂

∂xj′

(
(a−A)ℓr′

∂ξα
∂xr′

)[
Φ−1∇ξT (a−A)

]
αj′

= −Piℓ

∂

∂xj′

[
(a−A)ℓr′

∂ξα
∂xr′

(
Φ−1∇ξT (a−A)

)
αj′

]

+

[
Piℓ(a−A)ℓr′

∂ξα
∂xr′

]
∂

∂xj′

[
Φ−1∇ξT (a−A)

]
αj′

(5.16)

= −Piℓ

∂

∂xj′

[
(a−A)∇ξΦ−1∇ξT (a− A)

]
ℓj′

= −Piℓ

∂

∂xj′
[(Id − P )(a−A)]ℓj′

= Piℓ

∂Bℓj′

∂xj′
− Piℓ

∂aℓj′

∂xj′
,

where we have used P (a−A)∇ξ = 0 and (2.4) to arrive at the third and the fourth equality respectively.
Next, we compute I2 in (5.14). Differentiating the identity ξ(ΘA(·)) ≡ 0 on Σ(δ) twice and using ΘA(x) =

x for x ∈ Σ, we obtain
∂ξα
∂xℓ

∂2ΘA
ℓ

∂xj∂xj′
= −

∂2ξα
∂xℓ∂xℓ′

∂ΘA
ℓ

∂xj

∂ΘA
ℓ′

∂xj′
, on Σ , (5.17)

for 1 ≤ α ≤ k and 1 ≤ j, j′ ≤ d. Using (5.17) and the explicit expression of ∇ΘA (2.19) for x ∈ Σ, we find

I2 =
[
(a−A)∇ξΦ−1∇ξT

]
iℓ
ajj′

∂2ΘA
ℓ

∂xj∂xj′

=
[
(a−A)∇ξΦ−1

]
iα
ajj′

∂ξα
∂xℓ

∂2ΘA
ℓ

∂xj∂xj′

= −
[
(a−A)∇ξΦ−1

]
iα

∂2ξα
∂xℓ∂xℓ′

∂ΘA
ℓ

∂xj

∂ΘA
ℓ′

∂xj′
ajj′

= −
[
(a−A)∇ξΦ−1

]
iα

∂2ξα
∂xℓ∂xℓ′

(PaPT )ℓℓ′ (5.18)

= −
1

2

[
(a−A)∇ξΦ−1

]
iα

∂2ξα
∂xℓ∂xℓ′

(B +BT )ℓℓ′
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= −
[
(a−A)∇ξΦ−1

]
iα

∂2ξα
∂xℓ∂xℓ′

Bℓℓ′

= −
[
(a−A)∇ξΦ−1

]
iα

∂
(
∇ξTB

)
αℓ′

∂xℓ′
+
[
(a−A)∇ξΦ−1

]
iα

∂ξα
∂xℓ

∂Bℓℓ′

∂xℓ′

=
[
(a−A)∇ξΦ−1∇ξT

]
iℓ

∂Bℓℓ′

∂xℓ′
,

where we have used (2.19) to arrive at the fourth equality, the relation (3.5) to arrive at the fifth equality,
and ∇ξTB = 0 to arrive at the final equality.

Finally, summing up (5.16), (5.18) and using the definition of P in (2.4), we find

ajr
∂2ΘA

i

∂xj∂xr
= I1 + I2

= Piℓ

∂Bℓj′

∂xj′
− Piℓ

∂aℓj′

∂xj′
+
[
(a−A)∇ξΦ−1∇ξT

]
iℓ

∂Bℓℓ′

∂xℓ′

=
∂Bij

∂xj
− Piℓ

∂aℓj′

∂xj′
.

In the following remark we discuss the proof techniques used to prove Proposition 2.10.

Remark 5.4. The starting point of the proof above is the splitting (5.14), which we recall

d∑

j,r=1

ajr
∂2ΘA

i

∂xj∂xr
=

d∑

ℓ,j,r=1

Piℓajr
∂2ΘA

ℓ

∂xj∂xr
+

d∑

ℓ,j,r=1

[
(a−A)∇ξΦ−1∇ξT

]
iℓ
ajr

∂2ΘA
ℓ

∂xj∂xr
=: I1 + I2 . (5.19)

This splitting is motivated by the identity, for 1 ≤ α ≤ k and 1 ≤ j, j′ ≤ d,

d∑

ℓ=1

∂ξα
∂xℓ

∂2ΘA
ℓ

∂xj∂xj′
= −

d∑

ℓ,ℓ′=1

∂2ξα
∂xℓ∂xℓ′

∂ΘA
ℓ

∂xj

∂ΘA
ℓ′

∂xj′
, on Σ ,

which follows by differentiating ξ(ΘA(·)) ≡ 0 on Σ(δ) twice and using ΘA(x) = x for x ∈ Σ. Using this
identity we can rewrite the second term I2 (with second-order derivatives of ΘA) in (5.19) as a product
of first-order derivatives of ΘA for which we have derived explicit expressions in Proposition 2.9. This
considerably simplifies the analysis, since we need to study the ODE (5.10) only for the first term I1.

We conclude this section with the proof of Lemma 2.12.

Proof of Lemma 2.12. Similar to (5.5), using (5.4) and the ODE (2.21), we find

dF (ϕA,κ(x, s))

ds
= −

1

2

(
∇FT (a−A)∇|ξ|2−κ

)
(ϕA,κ(x, s))

= −
1

2

(
∇FT (a−A)∇

[
(2F )

2−κ
2

])
(ϕA,κ(x, s))

= −(2− κ)2−1−κ
2

(
F−κ

2 ∇FT a∇F
)
(ϕA,κ(x, s))

≤ −(2− κ)2−
κ
2 c0c1F

1−κ
2 (ϕA,κ(x, s)) ,

(5.20)

where the first equality follows from (2.21), the second equality follows from the definition (1.8) of F and
the third equality follows from the chain rule and the antisymmetry of A. For κ > 0 and x ∈ Σ(δ), after
integrating the inequality above, we arrive at |ξ(ϕA,κ(x, s))|κ ≤ |ξ(x)|κ − 2−(1+κ

2
)κ(2 − κ)c0c1s, for any

s ∈ [0, sf ], where sf = 21+
κ
2 |ξ(x)|κ

κ(2−κ)c0c1
. This implies that ϕA,κ(x, ·) reaches the limiting state ΘA(x) ∈ Σ within

finite time sf . To conclude, it is sufficient to observe that, by the definition of the neighbhourhood Σ(δ)

(2.1), we have |ξ(x)| ≤ δ for any starting state x ∈ Σ(δ), and therefore sf ≤ s̄ := 21+
κ
2 δκ

κ(2−κ)c0c1
.
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6 Comparison between non-reversible and reversible schemes

In this section, we prove Proposition 2.16, which compares the non-reversible case (A 6= 0) to the reversible
case (A = 0). We make use of the following subspace of L2(Σ, µ)

H :=
{
g ∈ L2(Σ, µ) : ‖g‖L2(Σ,µ) = 1, Eµ[g] = 0

}
. (6.1)

First we prove the following useful result on the Dirichlet forms associated to the generators L (2.9), S (2.12)
and L0 (2.29).

Lemma 6.1. For any g ∈ H ∩ C2(Σ) we have

∫

Σ

g(−L)g dµ =

∫

Σ

g(−S)g dµ ≥

∫

Σ

g(−L0)g dµ .

Proof. Using (2.14), for any g ∈ H ∩ C2(Σ) we find

∫

Σ

g(−L)g dµ =

∫

Σ

g(−S)g dµ =
1

β

∫

Σ

(Bsym∇g) · ∇g dµ =
1

2β

∫

Σ

(V T∇g)T (Π−1 +Π−T )V T∇g dµ , (6.2)

where the final equality follows from (3.4) and the definition of Bsym (2.5). In particular, for A = 0, (6.2)
implies ∫

Σ

g(−L0)g dµ =
1

β

∫

Σ

(V T∇g)TΠ−1
0 V T∇g dµ , (6.3)

where Π0 = V Ta−1V = ΠT
0 (recall (3.2)).

Comparing (6.2) and (6.3), it suffices to prove that

1

2
(Π−1 +Π−T ) � Π−1

0 , (6.4)

i.e. A−B is positive semi-definite.
Let us define Q1 := Πsym = 1

2 (Π + ΠT ) and Q2 := Πasym = 1
2 (Π − ΠT ). Since Π = V T (a − A)−1V (see

(3.2)), we find
Q1 = V T (a−A)−1a(a+A)−1V , Q2 = V T (a−A)−1A(a+A)−1V . (6.5)

It is easy to see that Q1 ∈ R
(d−k)×(d−k) is positive definite (invertible) since (a−A) is invertible and V has

linearly independent columns. For the term on the left hand side of (6.4), using QT
1 = Q1 and QT

2 = −Q2,
we compute

1

2
(Π−1 + Π−T ) =

1

2

[
(Q1 +Q2)

−1 + (Q1 −Q2)
−1

]

=
1

2
Q

− 1
2

1

[(
Id−k +Q

− 1
2

1 Q2Q
− 1

2

1

)−1

+
(
Id−k −Q

− 1
2

1 Q2Q
− 1

2

1

)−1]
Q

− 1
2

1

=
1

2
Q

− 1
2

1

[(
Id−k +Q

− 1
2

1 Q2Q
− 1

2

1

)−1(
Id−k −Q

− 1
2

1 Q2Q
− 1

2

1

)−1(
Id−k −Q

− 1
2

1 Q2Q
− 1

2

1

)

+
(
Id−k +Q

− 1
2

1 Q2Q
− 1

2

1

)(
Id−k +Q

− 1
2

1 Q2Q
− 1

2

1

)−1(
Id−k −Q

− 1
2

1 Q2Q
− 1

2

1

)−1]
Q

− 1
2

1

= Q
− 1

2

1

(
Id−k +Q

− 1
2

1 Q2Q
− 1

2

1

)−1(
Id−k −Q

− 1
2

1 Q2Q
− 1

2

1

)−1

Q
− 1

2

1

=
[
Q

1
2

1

(
Id−k −Q

− 1
2

1 Q2Q
− 1

2

1

)(
Id−k +Q

− 1
2

1 Q2Q
− 1

2

1

)
Q

1
2

1

]−1

= (Q1 −Q2Q
−1
1 Q2)

−1

= (Q1 +QT
2Q

−1
1 Q2)

−1 . (6.6)
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The above calculations are fairly standard, see for instance the proof of [DLP16, Lemma 3]. Therefore to
arrive at (6.4), it is sufficient to compare Q1 +QT

2Q
−1
1 Q2 with Π0.

To continue, we define R1 = a
1
2 (a + A)−1V ∈ Rd×(d−k) and R2 = a−

1
2A(a + A)−1V ∈ Rd×(d−k). Using

(6.5) and the identity
a = (a−A)a−1(a+A) +Aa−1A

along with A = −AT we find

Q1 = RT
1 R1

= V T (a−A)−1a(a+A)−1V

= V T (a−A)−1
[
(a−A)a−1(a+A) +Aa−1A

]
(a+A)−1V

= V Ta−1V + V T (a−A)−1Aa−1A(a+A)−1V

= Π0 − V T (a−A)−1AT a−1A(a+A)−1V

= Π0 −RT
2 R2 ,

and Q2 = RT
1 R2. For the right hand side of (6.6) we find

Q1 +QT
2Q

−1
1 Q2 = Π0 −RT

2 R2 +RT
2 R1(R

T
1 R1)

−1RT
1 R2 = Π0 +RT

2

[
R1(R

T
1 R1)

−1RT
1 − Id

]
R2 . (6.7)

In what follows we will show that
R1(R

T
1 R1)

−1RT
1 � Id , (6.8)

Using (6.6)-(6.8), we find
(
1
2 (Π

−1 +Π−T )
)−1

� Π0. Since Q1 is positive definite, (6.6) implies that 1
2 (Π

−1+

Π−T ) is positive definite as well. Therefore
(
1
2 (Π

−1 +Π−T )
)−1

� Π0 implies that 1
2 (Π

−1 + Π−T ) � Π−1
0 ,

which is the required result (see (6.4)).

Now we prove (6.8). Define R⊥
1 := a−

1
2 (a − A)∇ξ ∈ Rd×k. Since RT

1 R
⊥
1 = V T∇ξ = 0, the columns of

R1, R
⊥
1 are linearly independent vectors that span R

d (recall the definition of V ). Therefore, any u ∈ R
d

can be written as u = R1v1 + R⊥
1 v2, for some v1 ∈ Rd−k and v2 ∈ Rk. We have RT

1 u = (RT
1 R1)v1 and

|u|2 = |R1v1|
2 + |R⊥

1 v2|
2. Using these facts, for any u ∈ Rd we compute

uT
[
R1(R

T
1 R1)

−1RT
1 − Id

]
u = (RT

1 u)
T (RT

1 R1)
−1RT

1 u− |u|2

= vT1 R
T
1 R1(R

T
1 R1)

−1RT
1 R1v1 − |u|2

= |R1v1|
2 −

(
|R1v1|

2 + |R⊥
1 v2|

2
)

= −|R⊥
1 v2|

2

≤ 0 ,

which implies (6.8).

We are ready to prove Proposition 2.16.

Proof of Proposition 2.16. (1) Note that the Poincaré constants in (2.25) and (2.30) can be characterised as

K = inf
g∈H∩C2(Σ)

∫

Σ

g(−L)g dµ , K0 = inf
g∈H∩C2(Σ)

∫

Σ

g(−L0)g dµ , (6.9)

respectively, where H is defined in (6.1). Lemma 6.1 and (6.9) immediately imply that K ≥ K0.
(2) Assume without loss of generality that f ∈ H. Using the definition (2.17) and applying the integration
by parts formula (2.14) we have

χ2
f = 2

∫

Σ

(−Lψ)ψ dµ = 2

∫

Σ

f (−L)−1f dµ = 2

∫

Σ

f [(−L)−1]symf dµ , (6.10)

24



where (−L)−1 denotes the operator inverse of −L, [(−L)−1]sym is the symmetric part of (−L)−1, and we
have used that ψ is the solution to the Poisson equation (2.16) along with f̄ = Eµ[f ] = 0 since f ∈ H. The
invertibility of L follows by standard arguments as in [DLP16]. Similarly, for the asymptotic variance (2.27)
corresponding to A = 0, we have

χ2
f,0 = 2

∫

Σ

(−L0ψ0)ψ0 dµ = 2

∫

Σ

f (−L0)
−1 f dµ , (6.11)

where ψ0 is the solution to the Poisson equation (2.28), L0 is defined in (2.29), and (−L0)
−1 is self-adjoint.

Using the decomposition (2.10), and −L∗ = −S∗ −A∗ = −S +A we find

[(−L)−1]sym =
1

2
[(−L)−1 + (−L∗)−1] =

1

2

[
(−S −A)−1 + (−S +A)−1

]
=

[
− S +A∗(−S)−1A

]−1
, (6.12)

where A∗ is the adjoint operator in L2(Σ, µ) (recall Proposition 2.6). Here the final equality above can be
computed using a similar calculation as (6.6). Applying Lemma 6.1, we obtain

−S +A∗(−S)−1A � −S � −L0 ,

where � denotes the Loewner ordering between self-adjoint operators. Therefore we find

[(−L)−1]sym � (−L0)
−1 . (6.13)

The conclusion is obtained after combining (6.13) with (6.10)–(6.11).

7 Numerical example

As an illustrative example, we consider the sampling on a two-dimensional torus Σ as a submanifold of
R3 [LRS19, LSZ20]. Specifically, we define Σ as the zero level set of the polynomial

ξ(x) =
(
R2 − r2 + x21 + x22 + x23

)2
− 4R2

(
x21 + x22

)
, x = (x1, x2, x3)

T ∈ R
3 , (7.1)

for some 0 < r < R, i.e. Σ =
{
x ∈ R

3 | ξ(x) = 0
}
. Below we will use the following parametrisation of Σ,

x1 = (R + r cosφ) cos θ, x2 = (R + r cosφ) sin θ, x3 = r sinφ, (7.2)

where (φ, θ) ∈ [0, 2π)2. In particular, it can be verified that the normalised surface measure of Σ and the
norm of gradient |∇ξ| in variables θ, φ are given by

νΣ(dφ dθ) =
1

(2π)2

(
1 +

r

R
cosφ

)
dφ dθ , (7.3)
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Figure 2: Left: potential profile U1 in the first test. Right: potential profile U2 in the second test. There are
two regions where the value of U2 is small. In both plots, blue and red colors correspond to small and large
values of the potentials respectively.
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and |∇ξ| = 8R2r(1 + r
R
cosφ). As a result, the probability measure µ (1.3) with potential U is

µ(dφ dθ) =
1

Z
e−βUdφ dθ , (7.4)

where Z is the normalisation constant. In the numerical experiment below, we fix R = 1.0, r = 0.5 in (7.3)
and study the scheme (2.31) (i.e. the numerical version of the scheme (1.4)) on two different tests. Also, as
discussed in Remark 2.14, we will ignore the boundedness assumption on the random variables η(ℓ) in (1.5)
and will simply use independent and identically distributed standard Gaussian random variables.

In the first test, we choose

β = 20, U(x) = U1(x3) = 10x23, f(x) = f1(x3) = 30
(x3
r

)2

, (7.5)

i.e. both U and f depend only on x3. See the left panels in Figure 2 and Figure 3 for the profiles of U and
f respectively. In this test the asymptotic variance χ2

f (2.17) is small thanks to the choice of the Gaussian
potential U1 (the Poincaré constant of µ is large). This allows us to focus on the estimation error in terms
of step-size h and to compare it with the error bound (2.34).

The true value of Eµ[f ] is 0.303 by direct numerical calculations. To test the estimation error in terms
of step-size h we use

h = 2.0× 10−2, 1.0× 10−2, 5.0× 10−3, 1.0× 10−3, 5.0× 10−4 . (7.6)

We fix a = I3 and choose the matrix A to be

A =




0 γ 0
−γ 0 0
0 0 0


 , (7.7)

where γ ∈ {0, 2, 4}. When γ 6= 0, a rotational effect is introduced in the plane spanned by x1 and x2. For
each step-size h in (7.6) and each γ ∈ {0, 2, 4}, we estimate the mean value Eµ[f ] for 10 runs using the
scheme (2.31), where in each run n states are sampled up to the fixed total time T = nh = 104. In the
projection step, the ODE (2.21) is solved with κ = 0.5 using the fourth-order Runge-Kutta method. In order
to focus on the effect of the step-size h, a step-size ∆t = 0.005 is used initially and is halved each time |ξ|
increases during the ODE integration. The convergence criterion is set to |ξ| < εtol = 10−7. Each run of the
scheme (2.31) gives an estimation of Eµ[f ] and the standard deviation of 10 runs (i.e. the standard deviation
of 10 estimations with respect to the mean value Eµ[f ] = 0.303 from direct calculation) for each h in (7.6)
is shown in the left panel in Figure 6. We can observe that the standard deviations decrease linearly as h
decreases for each γ ∈ {0, 2, 4} (the fluctuation when h = 5 × 10−4 is visible in the left panel in Figure 6
due to the use of finite time T and the logarithmic scale of the y-axis). Note that this is accordant with the

error estimate (2.34) in Theorem 2.19 (see also (2.24) and (2.26)) . In fact, the term involving
χ2
f

T
in (2.34)
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Figure 3: Profiles of functions f1 and f2 used in the first and second tests respectively.
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Figure 4: Distributions of numbers of Runge-Kutta steps required in the first test (7.5) (left panel) and in the
second test (7.8) (right panel) for different h and γ (see (7.7)). The step-sizes in the Runge-Kutta method
are ∆t = 0.005, 0.01 in the first and second test respectively. In each case, the distribution is calculated
based on the sampling of states in one of 10 Monte Carlo runs.
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Figure 5: Typical trajectories of angle θ in the second test (7.8) are plotted for γ = 0, 2, 4 respectively. In
comparison to γ = 0 (left panel), the transitions between the two low-potential regions of U2 (see the right
panel in Figure 2) occur more frequently when γ = 2, 4 are used (middle, right panels).

is negligible for T = 104, since in this test the asymptotic variance χ2
f (2.17) is small thanks to the choice

of the Gaussian potential U1 (the Poincaré constant of µ is large). The term involving (∆t)p in (2.34) is
also small since we use the small step-size ∆t = 0.005 and we have p = 4 for the fourth-order Runge-Kutta
method. Therefore, after taking square root one observes that the dominant term in the error bound (2.34)
is linear in h. In each case, about 12 Runge-Kutta steps are required on average in order to achieve the
convergence criterion when solving ODE (2.21). As h increases, the number of Runge-Kutta steps increases

slightly, due to the fact that the intermediate states x̃(ℓ+
1
2
) in the scheme (2.31) move further away from

the torus (see left panel in Figure 4). It is interesting to note that for fixed step-size h in (7.6) the numbers
of Runge-Kutta steps used to meet the convergence criterion are very similar for different γ ∈ {0, 2, 4} (i.e.
different A), and this is in fact consistent with Lemma 2.12 (also see (5.20) in its proof), where the estimate
of the time to reach the submanifold is independent of A. In this test, because the matrix A in (7.7) does
not affect the system along the direction x3 significantly, the sampling errors with γ = 2, 4 are close to the
results with γ = 0 (left panel in Figure 6).

To demonstrate the gain by introducing non-reversibility in the scheme (2.31) and also to investigate
the errors due to the use of finite time T and the numerical evaluation of the projection (see the error
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Figure 6: Left: Standard deviations of the mean Eµ[f ] based on 10 runs of Monte Carlo estimations for
the first test (7.5) are plotted for γ ∈ {0, 2, 4} with fixed total time T = 104 in each run. The dotted line
indicates linear scaling of standard deviation with respect to step-size h. Right: Standard deviations of the
mean Eµ[f ] based on 10 runs of Monte Carlo estimations for the second test (7.8) are plotted for γ ∈ {0, 2, 4}
with two choices for total time T = 104, 105. The standard deviation decreases when T increases and also
when γ = 2 or γ = 4 are used. In both tests, for each step-size h in (7.6), each of the 10 runs of the
scheme (2.31) gives a random estimations of Eµ[f ] and the standard deviation of these 10 estimations with
respect to the mean value calculated from direct calculation is plotted.

bound (2.34)), in the second test we choose a bimodal potential with

U(x) = U2(x) = cos2 θ, f(x) = f2(θ) =
1

6
θ
(
θ −

3π

2

)
(θ − 2π), (7.8)

where θ ∈ [0, 2π) is the angle in (7.2). See the right panels in Figure 2 and Figure 3 for the plots of U and
f respectively. As the figure depicts, there are two distinct regions on the torus, corresponding to θ close to
π
2 or 3π

2 , where the value of U is small. We set β = 10, in which case µ (7.4) satisfies Poincaré inequality
with a much smaller constant compared to the previous test due to the bimodality of U and the asymptotic
variance χ2

f (2.17) is considerably larger. Consequently the sampling of µ is more difficult.
The true value of Eµ[f ] is 1.923, which is calculated by direct integration. As in the first test, we test the

scheme (2.31) by estimating the mean Eµ[f ] using different step-sizes h in (7.6), where a = I3 and A is chosen
in (7.7) with γ ∈ {0, 2, 4}. To investigate the effect of the finite sampling time T , we set the total simulation
time to be either T = 104 or T = 105 (the sample size n is determined by the choices of h and T since
T = nh). For each choice of h, γ and T , we estimate the mean Eµ[f ] for 10 runs using the scheme (2.31).
Barring a slightly larger step-size ∆t = 0.01 which is adopted in order to reduce the total runtime when
T = 105, we use the same parameters as in the first test. As one can see from the right panel in Figure 6, for
this bimodal example, the standard deviation of estimations is largely due to the finite sample time T (or
equivalently the finite sample size n), while the dependence on the step-size h is less apparent. This is indeed
expected from the error bound (2.34) since in this case χ2

f is large and therefore the term in (2.34) involving
χ2
f

T
becomes dominant. It is clearly observed that both the use of a larger sampling time T = 105 and the

use of a non-zero matrix A (i.e. γ 6= 0) in the scheme (2.31) help decrease the estimation error significantly.
As shown in Figure 5, in comparison to the trajectory corresponding to γ = 0 (left panel in Figure 5), the
switching of the sampled states between the two low-potential regions indeed becomes more frequent when
γ 6= 0 (middle and right panels in Figure 5), due to the (non-reversible) rotational effect introduced by
γ 6= 0. As γ increases from 2 to 4, this rotational effect becomes stronger (see the middle and right panels
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γ h n mean f std. f |ξ(x̃(ℓ+
1
2
))| RK-S RK-Err frequency θ-trans.

0

2.0× 10−2 5× 106 1.89 0.08 2.1× 10−1 16.7 2.5× 10−7 3.0× 10−3

1.0× 10−2 1× 107 1.96 0.08 1.4× 10−1 15.2 1.9× 10−7 2.9× 10−3

5.0× 10−3 2× 107 1.91 0.11 1.0× 10−1 14.1 1.3× 10−7 3.0× 10−3

1.0× 10−3 1× 108 1.87 0.12 4.5× 10−2 11.9 1.5× 10−7 3.0× 10−3

5.0× 10−4 1× 108 1.87 0.11 3.2× 10−2 11.2 1.2× 10−7 2.9× 10−3

2

2.0× 10−2 5× 106 1.90 0.06 2.1× 10−1 16.8 4.3× 10−6 1.1× 10−2

1.0× 10−2 1× 107 1.91 0.05 1.4× 10−1 15.3 2.2× 10−6 1.1× 10−2

5.0× 10−3 2× 107 1.88 0.06 1.0× 10−1 14.1 1.0× 10−6 1.0× 10−2

1.0× 10−3 1× 108 1.87 0.06 4.5× 10−2 11.9 1.1× 10−6 1.1× 10−2

5.0× 10−4 1× 108 1.89 0.05 3.2× 10−2 11.3 1.7× 10−6 1.1× 10−2

4

2.0× 10−2 5× 106 1.89 0.04 2.2× 10−1 17.0 1.5× 10−5 7.2× 10−2

1.0× 10−2 1× 107 1.90 0.04 1.5× 10−1 15.4 9.6× 10−6 3.8× 10−2

5.0× 10−3 2× 107 1.89 0.04 1.0× 10−1 14.1 1.3× 10−5 3.3× 10−2

1.0× 10−3 1× 108 1.90 0.05 4.5× 10−2 11.9 1.4× 10−5 3.3× 10−2

5.0× 10−4 1× 108 1.92 0.03 3.2× 10−2 11.2 1.1× 10−5 3.3× 10−2

Table 1: Monte Carlo estimations of Eµ[f ] in the second test. The true value of Eµ[f ] found by direct
calculation is 1.923. Different step-sizes h are used in the scheme (2.31) to estimate Eµ[f ], for different
choices of A in (7.7) with γ ∈ {0, 2, 4}. For each choice of γ and h, 10 runs of Monte Carlo estimations are
performed, by sampling states using the scheme (2.31) up to total time T = nh = 105. Column “mean f”
displays the average of 10 Monte Carlo runs and column “std. f” displays the standard deviations of the 10
Monte Carlo runs with respect to the true mean 1.923. Column “|ξ(x̃(ℓ+

1
2
))|” contains the average value of

|ξ(x̃(ℓ+
1
2
))|, where x̃(ℓ+

1
2
) are the intermediate states in the scheme (2.31) before the projection step. Column

“RK-S” displays the average number of Runge-Kutta steps required to reach the convergence criterion when
solving the ODE (2.21) in the projection step. Column “RK-Err” displays the average numerical error in
solving the ODE (2.21), estimated by comparing the numerical solution of the ODE with ∆t = 0.01 to the

solution with ∆t = 5 × 10−5, starting from 5000 different intermediate states x̃(ℓ+
1
2
). Column “frequency

θ-trans.” displays the frequency of transitions (i.e. total number of transitions divided by total time T ) for
the sampled states between the two low-potential regions {x ∈ Σ , |θ − π

2 | ≤
π
4 } and {x ∈ Σ , |θ − 3π

2 | ≤ π
4 }.

in Figure 5) and the estimation error decreases further (see right panel in Figure 6). We refer to the column
“frequency θ-trans.” of Table 1, where the frequency of transitions (computed based on one of the 10 runs
with the choice T = 105) between the two regions {x ∈ Σ , |θ − π

2 | ≤
π
4 } and {x ∈ Σ , |θ − 3π

2 | ≤ π
4 } are

recorded for different γ ∈ {0, 2, 4}. Similar to first test, the right panel in Figure 4 and the column “RK-S”
of Table 1 show that the number of Runge-Kutta steps required in order to achieve the convergence criterion
when solving the ODE (2.21) slightly increases as step-size h increases, due to the increase of the distance

from the intermediate states to Σ (see the column “|ξ(x̃(ℓ+
1
2
))|” in Table 1), and it does not change evidently

for different γ ∈ {0, 2, 4}. However, the column “RK-Err” of Table 1 indicates that the error of the numerical
solutions to the ODE (2.21) computed by Runge-Kutta method with fixed step-size ∆t = 0.01 (compared
to the reference solution computed using the small step-size ∆t = 5× 10−5) increases as γ increases. This is
probably due to the fact that the constant C in (2.32) in Assumption 2.18 increases as γ increases, due to
the increasing magnitude of the vector field in the ODE (2.21). This suggests that in practice one needs to
tune the magnitude of A in order to balance the computational gains and error due to the non-reversibility
of the numerical scheme. Overall, as shown in the right panel in Figure 6 and in the column “std. f” of
Table 1, in this test the standard deviation of 10 Monte Carlo runs is significantly reduced when A 6= 0,
while at the same time the number of Runge-Kutta steps is maintained within 11 − 17 steps on average.
These observations comply with the theoretical results in Section 2.3 and clearly display the efficacy of the
non-reversible scheme (with A 6= 0) over its reversible counterpart (with A = 0).
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8 Conclusion and discussion

In this paper we have analysed a non-reversible projection-based numerical scheme, which samples the
conditional invariant measure on the level set of a reaction coordinate function. We have presented quanti-
tative error estimates which show that the scheme is consistent, i.e. long-time averages converge to averages
with respect to the conditional invariant measure on the submanifold. Additionally we have shown that
this scheme analytically outperforms its reversible counterpart [Zha20], in terms of smaller or equal asymp-
totic variance. Moreover, these features are supported by numerical examples. The proofs of the error
estimates require a delicate treatment of the ODE-based projection and an analysis of an appropriate SDE
with the correct generator, while the analysis of the asymptotic variance extends the corresponding analysis
in Euclidean spaces [DLP16] to submanifolds.

We now comment on some related issues and open questions.
Assumptions on reaction coordinate and noise. While in practice Gaussian random variables are preferred,

in our analysis we use bounded random variables as noise (recall (1.5) and Remark 2.14), which ensures that
the states stay within Σ(δ) (recall Remark 5.2). If the gradient of the reaction coordinate ξ satisfies that
∇ξT∇ξ � c1Ik for some c1 > 0 on entire Rd (see Remark 2.4 and the proof of Proposition 5.1), the analysis
of this paper can be extended to the case of Gaussian random variables as well. Although we circumvent
this global assumption, it is typically employed in the coarse-graining literature [LL10, DLP+18].

Unbounded submanifolds. Although in this paper we have focused on reaction coordinate with compact
level set Σ, in applications one can encounter sampling problems on unbounded submanifolds. We expect that
our results will apply to this setting, but care needs to be taken when handling the corresponding Poisson
equations on unbounded domains (see [PV03]). To the best of our knowledge, the analysis of sampling
schemes for nonlinear reaction coordinates with unbounded level sets is open.

Connections between the numerical scheme and SDE. The SDE (2.8) plays a crucial role in the proof of
Theorem 2.13, wherein the zero-order terms of the Taylor expansion are identified with the generator of (2.8).
This suggests that there is a strong connection between the numerical scheme (1.4) and the SDE (2.8).
While we do not pursue this line of enquiry, following the results in [MST10, Section 6.1] it is possible to
quantitatively estimate the distance between the invariant measure of the numerical scheme (1.4) and the
invariant measure of the SDE (2.8). Moreover we expect that (1.4) is a consistent numerical discretisation
of the SDE (2.8) on finite time horizons.

Sampling schemes using Langevin dynamics. The numerical scheme (1.4) is inspired by the overdamped
Langevin dynamics, and a natural extension would be to use the (underdamped) Langevin dynamics. In this
case, one approach would be to propagate the position and momentum via standard numerical schemes for
the Langevin dynamics, and then to project the position onto the manifold Σ using the approach proposed
in this paper. However the right choice for the projected momentum such that the numerical scheme samples
the correct target measure requires further investigation.

Metropolisation. Constrained numerical schemes on submanifolds using Lagrange multipliers can be
metropolised by adding a Metropolis-Hasting acceptance-rejection step [LRS19, ZHCG18, LSZ20]. An in-
teresting open problem is to explore the metropolisation of the reversible version of our numerical scheme
(i.e. with A = 0). This will be addressed in future work.

Acknowledgments. The authors would like to thank the anonymous referees for valuable suggestions and
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Appendices

A Auxiliary identity

We prove the following lemma which has been used in the proof of Proposition 2.10 (see Section 5).

Lemma A.1. For x ∈ Σ we have

∇ξT lim
t→+∞

∫ t

0

[
e−sΓa (e−sΓ)T

]
ds =

1

2
Φ−1∇ξT (a−A) .

Proof. Using (2.18) we find

∇ξT
∫ t

0

[
e−sΓa(e−sΓ)T

]
ds

=

∫ t

0

∇ξT
(
P + (a−A)∇ξe−sΦΦ−1∇ξT

)
a
(
Id + (a−A)∇ξ(e−sΦ − Ik)Φ

−1∇ξT
)T

ds

=

∫ t

0

[
∇ξT (a−A)∇ξe−sΦΦ−1∇ξTa

(
Id + (a−A)∇ξ(e−sΦ − Ik)Φ

−1∇ξT
)T

]
ds

=

∫ t

0

[
e−sΦ∇ξTa

(
Id + (a−A)∇ξ(e−sΦ − Ik)Φ

−1∇ξT
)T

]
ds

=

[∫ t

0

e−sΦ ds

]
∇ξT a+

∫ t

0

[
e−sΦ∇ξT a∇ξΦ−T (e−sΦT

− Ik)∇ξ
T (a+A)

]
ds , (A.1)

where the second equality follows from ∇ξTP = 0 (see Lemma 3.2), the third equality follows from the
definition of Φ in (2.3) and Φe−sΦΦ−1 = e−sΦ.

Using 2a = (a−A) + (a+A), for the final integral term in the right hand side of (A.1) we have

∫ t

0

[
e−sΦ∇ξT a∇ξΦ−T (e−sΦT

− Ik)∇ξ
T (a+A)

]
ds

=
1

2

∫ t

0

[
e−sΦ∇ξT (a−A)∇ξΦ−T (e−sΦT

− Ik)∇ξ
T (a+A)

]
ds

+
1

2

∫ t

0

[
e−sΦ∇ξT (a+A)∇ξΦ−T (e−sΦT

− Ik)∇ξ
T (a+A)

]
ds

=
1

2

∫ t

0

[
e−sΦΦΦ−T (e−sΦT

− Ik)∇ξ
T (a+A)

]
ds+

1

2

∫ t

0

[
e−sΦ(e−sΦT

− Ik)∇ξ
T (a+A)

]
ds

= −
1

2

[∫ t

0

e−sΦ ds

]
(ΦΦ−T + Ik)∇ξ

T (a+A) +
1

2

[∫ t

0

e−sΦ(ΦΦ−T + Ik)e
−sΦT

ds

]
∇ξT (a+A) ,

where the final equality follows by rearranging terms. Substituting this relation into (A.1) we arrive at

∇ξT
∫ t

0

[
e−sΓa(e−sΓ)T

]
ds

=
1

2

[∫ t

0

e−sΦ ds

] [
∇ξT (a−A)− ΦΦ−T∇ξT (a+A)

]
+

1

2

[∫ t

0

e−sΦ(ΦΦ−T + Ik)e
−sΦT

ds

]
∇ξT (a+A)

=
1

2
(Ik − e−tΦ)

[
Φ−1∇ξT (a− A)− Φ−T∇ξT (a+A)

]
+

1

2
(Ik − e−tΦe−tΦT

)Φ−T∇ξT (a+A) ,
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where the final equality follows from the integration identities (which can be verified by differentiating both
sides) ∫ t

0

e−sΦds = (Ik − e−tΦ)Φ−1 ,

∫ t

0

e−sΦ(ΦΦ−T + Ik)e
−sΦT

ds = (Ik − e−tΦe−tΦT

)Φ−T .

(A.2)

Since all eigenvalues of Φ have positive real parts (recall Lemma 3.1), passing t→ +∞ we find

∇ξT lim
t→+∞

∫ t

0

[
e−sΓa(e−sΓ)T

]
ds

= lim
t→+∞

[
1

2
(Ik − e−tΦ)

[
Φ−1∇ξT (a−A)− Φ−T∇ξT (a+A)

]
+

1

2
(Ik − e−tΦe−tΦT

)Φ−T∇ξT (a+A)

]

=
1

2
Φ−1∇ξT (a−A) .

B Proof of Theorem 2.13

In this section, we prove Theorem 2.13, Corollary 2.15 and Theorem 2.19.
Since we will work with higher-order derivatives, let us first introduce some additional notations that will

be used below. For any function g : Σ(δ) → Rm, where m ≥ 1, we denote by

Djgi[u1, . . . ,uj] :=

d∑

r1=1

d∑

r2=1

· · ·

d∑

rj=1

∂jgi
∂xr1 . . . ∂xrj

u1r1 u2r2 . . . ujrj , 1 ≤ i ≤ m,

the directional derivatives along vectors u1, . . . ,uj ∈ R
d, where ur = (ur1, ur2, . . . , urd)

T for 1 ≤ r ≤ j.
When j = 1, we also use the notation Dgi for D

1gi. We denote by Djg[u1, . . . ,uj] the vector

(Djg1[u1, . . . ,uj ], . . . , D
jgm[u1, . . . ,uj])

T ∈ R
m.

Note that Djg defines a multilinear operator acting on vectors. We denote by ‖Djg‖∞ the supremum norm
of Djg on Σ(δ), i.e. at each point on Σ(δ), we have

|Djg[u1, . . . ,uj ]| ≤ ‖Djg‖∞ |u1| · · · · · |uj| , ∀ u1, . . . ,uj ∈ R
d . (B.1)

To keep the notations both unified and consistent with Section 2.1, we define Dg := ∇g ∈ Rd×m, with
(Dg)ji =

∂gi
∂xj

for 1 ≤ j ≤ d and 1 ≤ i ≤ m, and we denote by a : D2g the vector in Rm with components
(
a : D2g

)
i
=

∑d
j,r=1

∂2gi
∂xj∂xr

ajr for 1 ≤ i ≤ m.

In the proof below, we will consider values of a function g at different states x(ℓ) (for ℓ ≥ 0) generated by
the numerical scheme (1.4). To simplify the presentation, we write g(ℓ) := g(x(ℓ)).

Next, we recall the generator L of SDE (2.8) (defined in (2.9))

L =
eβU

β

d∑

i,j=1

∂

∂xj

(
Bije

−βU ∂

∂xi

)
= −

d∑

i,j=1

Bij

∂U

∂xj

∂

∂xi
+

1

β

d∑

i,j=1

∂Bij

∂xj

∂

∂xi
+

1

β

d∑

i,j=1

Bij

∂2

∂xi∂xj
. (B.2)

The following result discusses the well-posedness of the Poisson problem (2.16), which will be used in proof
of Theorem 2.13.
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Proposition B.1. For any f ∈ C2(Σ), the Poisson problem

Lψ = f − f̄ , on Σ with Eµ[ψ] = 0 , (B.3)

with f̄ = Eµ[f ], has a unique solution ψ ∈ C4(Σ). Furthermore, there exists an extension of ψ to C4(Σ(δ)),
and a constant C > 0 independent of f , such that

‖ψ‖∞, ‖Dψ‖∞, ‖D
2ψ‖∞, ‖D

3ψ‖∞, ‖D
4ψ‖∞ ≤ C(‖f‖∞,Σ + ‖Df‖∞,Σ + ‖D2f‖∞,Σ) ,

where ‖ · ‖∞,Σ denotes the supremum norm on Σ.

The proof of Proposition B.1 follows from classical elliptic theory (see [MST10, Section 4.1] for instance)
and standard extension results. Applying Proposition 2.9 and Proposition 2.10, we can characterise the
generator L in terms of derivatives of ΘA.

Lemma B.2. For any g ∈ C2(Σ), by abuse of notation g also denotes a smooth extension to C2(Σ(δ)). We
have

Lg =

d∑

i=1

∂g

∂xi

d∑

r,j=1

[
− (a−A)rj

∂U

∂xj

∂ΘA
i

∂xr
+

1

β

∂ΘA
i

∂xr

∂arj
∂xj

+
1

β
arj

∂2ΘA
i

∂xr∂xj

]

+
1

β

d∑

i,j=1

∂2g

∂xi∂xj

( d∑

ℓ,r=1

∂ΘA
i

∂xr
arℓ

∂ΘA
j

∂xℓ

)
, on Σ ,

(B.4)

where L is in (B.2). The right hand side of (B.4) does not depend on the choice of extensions used for g.

Proof. For states on Σ, using (2.4), (2.19) and (2.20) with 1 ≤ i ≤ d we find

d∑

r,j=1

[
− (a−A)rj

∂U

∂xj

∂ΘA
i

∂xr
+

1

β

∂ΘA
i

∂xr

∂arj
∂xj

+
1

β
arj

∂2ΘA
i

∂xr∂xj

]
=

d∑

j=1

(
−Bij

∂U

∂xj
+

1

β

∂Bij

∂xj

)
.

Substituting this relation along with

d∑

i,j=1

∂2g

∂xi∂xj

( d∑

ℓ,r=1

∂ΘA
i

∂xr
arℓ

∂ΘA
j

∂xℓ

)
=

d∑

i,j=1

∂2g

∂xi∂xj
(PaPT )ij =

d∑

i,j=1

∂2g

∂xi∂xj
Bij

into the right hand side of (B.4) we conclude that (B.4) is the same as (B.2). Since Lg is independent of
extensions of g (see the first item of Remark 2.8), we conclude that the right hand side of (B.4) is independent
of extensions of g as well.

We now present the proof of Theorem 2.13.

Proof of Theorem 2.13. Since the proof is similar to that of [Zha20, Theorem 3.5] and follows on the lines
of [MST10, Section 5], we only outline the main steps here.

Define the vector b(ℓ) = (b
(ℓ)
1 , b

(ℓ)
2 , . . . , b

(ℓ)
d )T by

b
(ℓ)
i =

d∑

j=1

[
−

(
aij(x

(ℓ))−Aij

) ∂U
∂xj

(x(ℓ)) +
1

β

∂aij
∂xj

(x(ℓ))

]
, 1 ≤ i ≤ d , (B.5)

for ℓ = 0, 1, . . . , and set

δ(ℓ) = b(ℓ)h+
√
2β−1hσ(ℓ)η(ℓ) . (B.6)

The numerical scheme (1.4) can be written as

x(ℓ+
1
2
) = x(ℓ) + δ(ℓ) and x(ℓ+1) = ΘA

(
x(ℓ+

1
2
)
)
= ΘA

(
x(ℓ) + δ(ℓ)

)
. (B.7)
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Since Σ is compact (Assumption 2.2) and η(ℓ) is a bounded random variable (see (1.5)), from (B.6) it is easy

to see that there exists h0 > 0, such that for h < h0 we have x(ℓ+
1
2
) ∈ Σ(δ) for any ℓ ≥ 0.

In what follows we will make use of the Poisson equation (B.3) on Σ, which has a unique solution ψ such
that ψ ∈ C4(Σ) by Proposition B.1. For simplicity we use the same notation to denote a smooth extension
of ψ to C4(Σ(δ)). The calculation below is independent of the choice of extensions (see Lemma B.2).

Applying Taylor’s theorem in Σ(δ) ⊆ Rd and using ΘA(x(ℓ)) = x(ℓ) since x(ℓ) ∈ Σ (Proposition 5.1) we
find

ψ(ℓ+1) = ψ(x(ℓ+1))

= (ψ ◦ΘA)
(
x(ℓ) + δ(ℓ)

)

= ψ(ℓ) +D(ψ ◦ΘA)(ℓ)[δ(ℓ)] +
1

2
D2(ψ ◦ΘA)(ℓ)[δ(ℓ), δ(ℓ)] +

1

6
D3(ψ ◦ΘA)(ℓ)[δ(ℓ), δ(ℓ), δ(ℓ)] +R(ℓ)

= ψ(ℓ) +Dψ(ℓ)
[
(DΘA)(ℓ)[δ(ℓ)] +

1

2
(D2ΘA)(ℓ)[δ(ℓ), δ(ℓ)]

]
(B.8)

+
1

2
D2ψ(ℓ)

[
(DΘA)(ℓ)[δ(ℓ)], (DΘA)(ℓ)[δ(ℓ)]

]
+

1

6
D3(ψ ◦ΘA)(ℓ)[δ(ℓ), δ(ℓ), δ(ℓ)] +R(ℓ) ,

where we have used chain rule to compute the first and second derivatives of ψ ◦ΘA, and the reminder term
is explicitly defined as

R(ℓ) :=
1

6

(∫ 1

0

(1− s)3D4(ψ ◦ΘA)(x(ℓ) + sδ(ℓ))ds
)[

δ(ℓ), δ(ℓ), δ(ℓ), δ(ℓ)
]
.

Using (B.6) for the second term in the right hand side of (B.8) we compute

Dψ(ℓ)
[
(DΘA)(ℓ)[δ(ℓ)] +

1

2
(D2ΘA)(ℓ)[δ(ℓ), δ(ℓ)]

]

= hDψ(ℓ)
[
(DΘA)(ℓ)[b(ℓ)] + β−1a(ℓ) : (D2ΘA)(ℓ)

]

+ β−1hDψ(ℓ)
[
(D2ΘA)(ℓ)[σ(ℓ)η(ℓ), σ(ℓ)η(ℓ)]− a(ℓ) : (D2ΘA)(ℓ)

]

+
√
2β−1hDψ(ℓ)

[
(DΘA)(ℓ)[σ(ℓ)η(ℓ)]

]
+ (2β)−

1
2h

3
2Dψ(ℓ)

[
(D2ΘA)(ℓ)[b(ℓ), σ(ℓ)η(ℓ)]

]

+
h2

2
Dψ(ℓ)

[
(D2ΘA)(ℓ)[b(ℓ), b(ℓ)]

]
,

where we have added and subtracted the term a(ℓ) : (D2ΘA)(ℓ).
Similarly, the third term in the right hand side of (B.8) gives

1

2
D2ψ(ℓ)

[
(DΘA)(ℓ)[δ(ℓ)], (DΘA)(ℓ)[δ(ℓ)]

]

= β−1hD2ψ(ℓ) :
(
(DΘA)TaDΘA

)(ℓ)

+
h2

2
D2ψ(ℓ)

[
(DΘA)(ℓ)[b(ℓ)], (DΘA)(ℓ)[b(ℓ)]

]
+ (2β)−

1
2h

3
2D2ψ(ℓ)

[
(DΘA)(ℓ)[b(ℓ)], (DΘA)(ℓ)[σ(ℓ)η(ℓ)]

]

+ β−1h
(
D2ψ(ℓ)

[
(DΘA)(ℓ)[σ(ℓ)η(ℓ)], (DΘA)(ℓ)[σ(ℓ)η(ℓ)]

]
−D2ψ(ℓ) :

(
(DΘA)T aDΘA

)(ℓ))
.

Substituting these expressions back into (B.8), using Lemma B.2 which states that

(Lψ)(ℓ) = Dψ(ℓ)
[
(DΘA)(ℓ)[b(ℓ)] + β−1a(ℓ) : (D2ΘA)(ℓ)

]
+ β−1D2ψ(ℓ) :

(
(DΘA)T aDΘA

)(ℓ)
,

summing over ℓ = 0, 1, . . . , n− 1, and dividing by T we find

f̂n − f̄ =
1

n

n−1∑

ℓ=0

f(x(ℓ))− f̄ =
h

T

n−1∑

ℓ=0

(Lψ)(ℓ) =
1

T
(ψ(n) − ψ(0)) +

1

T

5∑

i=0

Mi,n +
1

T

4∑

i=0

Si,n. (B.9)
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Here we have used the Poisson equation (B.3) to arrive at the second equality and

M1,n := −
√
2β−1h

n−1∑

ℓ=0

Dψ(ℓ)
[
(DΘA)(ℓ)[σ(ℓ)η(ℓ)]

]
,

M2,n := −(2β)−
1
2 h

3
2

n−1∑

ℓ=0

Dψ(ℓ)
[
(D2ΘA)(ℓ)[b(ℓ), σ(ℓ)η(ℓ)]

]
,

M3,n := −β−1h

n−1∑

ℓ=0

(
Dψ(ℓ)

[
(D2ΘA)(ℓ)

[
σ(ℓ)η(ℓ), σ(ℓ)η(ℓ)

]
− a(ℓ) : (D2ΘA)(ℓ)

])
,

M4,n := −(2β)−
1
2 h

3
2

n−1∑

ℓ=0

D2ψ(ℓ)
[
(DΘA)(ℓ)[b(ℓ)], (DΘA)(ℓ)[σ(ℓ)η(ℓ)]

]
,

M5,n := −β−1h
n−1∑

ℓ=0

(
D2ψ(ℓ)

[
(DΘA)(ℓ)[σ(ℓ)η(ℓ)], (DΘA)(ℓ)[σ(ℓ)η(ℓ)]

]
−D2ψ(ℓ) :

(
(DΘA)T aDΘA

)(ℓ))
,

and

S1,n := −
1

2
h2

n−1∑

ℓ=0

Dψ(ℓ)
[
(D2ΘA)(ℓ)[b(ℓ), b(ℓ)]

]
,

S2,n := −
1

2
h2

n−1∑

ℓ=0

D2ψ(ℓ)
[
(DΘA)(ℓ)[b(ℓ)], (DΘA)(ℓ)[b(ℓ)]

]
,

S3,n := −

n−1∑

ℓ=0

R(ℓ).

Furthermore using (B.6) we split the fourth term in (B.8) to arrive at

M0,n :=−
1

6

n−1∑

ℓ=0

(
(2β−1h)

3
2 D3(ψ ◦ΘA)(ℓ)

[
σ(ℓ)η(ℓ), σ(ℓ)η(ℓ), σ(ℓ)η(ℓ)

]

+ 3h2
√
2β−1hD3(ψ ◦ΘA)(ℓ)

[
b(ℓ), b(ℓ), σ(ℓ)η(ℓ)

])
,

S0,n :=−
1

6

n−1∑

ℓ=0

(
h3D3(ψ ◦ΘA)(ℓ)

[
b(ℓ), b(ℓ), b(ℓ)

]
+ 6β−1h2D3(ψ ◦ΘA)(ℓ)

[
b(ℓ), σ(ℓ)η(ℓ), σ(ℓ)η(ℓ)

])
.

In the following, we denote by C > 0 a generic constant which is independent of h, n. Using (1.5),
a straightforward calculation shows that EMi,n = 0 for i = 0, . . . , 5. Using compactness of Σ and the
boundedness of η(ℓ) we have the estimates

|S1,n| ≤ ChT ‖Dψ‖∞, ‖S2,n| ≤ ChT ‖D2ψ‖∞, |S3,n| ≤ ChT
4∑

j=1

‖Djψ‖∞, |S0,n| ≤ ChT
3∑

j=1

‖Djψ‖∞ ,

(B.10)
where the last two bounds hold almost surely. Combining these estimates along with |ψ(n) −ψ(0)| ≤ 2‖ψ‖∞
and applying Proposition B.1, we arrive at the first result.

Concerning the estimate on mean square error, using the fact that Mi,n are martingales, we obtain the
estimates

E|M0,n|
2 ≤ Ch2T

3∑

j=1

‖Djψ‖2∞ , E|M2,n|
2 ≤ Ch2T ‖Dψ‖2∞ , E|M3,n|

2 ≤ ChT ‖Dψ‖2∞ ,

E|M4,n|
2 ≤ Ch2T ‖D2ψ‖2∞ , E|M5,n|

2 ≤ ChT ‖D2ψ‖2∞ .

(B.11)
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For the term M1,n, since η(ℓ) for different ℓ are independent and (see (2.19) in Proposition 2.9)

Dψ(ℓ)
[
(DΘA)(ℓ)[σ(ℓ)η(ℓ)]

]
= η(ℓ) ·

(
(Pσ)TDψ

)(ℓ)
,

we have

1

T 2
E|M1,n|

2 =
2β−1

T

1

n

n−1∑

ℓ=0

E
[(
(Pσ)TDψ

)(ℓ)
·
(
(Pσ)TDψ

)(ℓ)]

=
2β−1

T

1

n

n−1∑

ℓ=0

E
[(
(BsymDψ

)(ℓ)
·Dψ(ℓ)

]
, (B.12)

where we have used Pσ(Pσ)T = PaPT = Bsym (Proposition 3.2). Applying the estimate (2.23) to the
running average in (B.12), we obtain

1

T 2
E|M1,n|

2 ≤
2β−1

T

∫

Σ

(BsymDψ) ·Dψ dµ+ C
( h
T

+
1

T 2

)
=
χ2
f

T
+ C

( h
T

+
1

T 2

)
, (B.13)

where χ2
f is the asymptotic variance (2.17). Taking square on both sides of (B.9), using Young’s inequality,

the estimates (B.10), (B.11), (B.13), and applying Proposition B.1, we arrive at the second result.
Now we prove the final pathwise result. Substituting the bounds in (B.10) into (B.9) we find

|f̂n − f̄ | ≤
1

T
|ψ(n) − ψ(0)|+

1

T

5∑

i=0

|Mi,n|+
1

T

4∑

i=0

|Si,n| ≤ C
(
h+

1

T

)
+

1

T

5∑

i=0

|Mi,n|. (B.14)

Concerning the last term above, for any r ≥ 1 we can derive the bounds (we omit the details and refer to
the argument in [MST10, Theorem 5.3]),

1

T 2r
E|M1,n|

2r ≤
C

T r
,

1

T 2r
E|M2,n|

2r ≤
Ch2r

T r
,

1

T 2r
E|M3,n|

2r ≤
Chr

T r
,

1

T 2r
E|M4,n|

2r ≤
Ch2r

T r
,

1

T 2r
E|M5,n|

2r ≤
Chr

T r
,

1

T 2r
E|M0,n|

2r ≤
Ch2r

T r
,

which implies that

E
( 1

T

5∑

i=0

|Mi,n|
)2r

≤
C

T 2r

5∑

i=0

E|Mi,n|
2r ≤

C

T r
.

This allows us (using Markov inequality and Borel-Cantelli lemma, see [MST10, Theorem 5.3 and Section
4.2] for details) to conclude that for any ε ∈ (0, 12 ) there exists an almost surely bounded random variable
ζ = ζ(ω) such that

1

T

5∑

i=0

|Mi,n| ≤
ζ

T
1
2
−ε

.

The final result follows by substituting this result into (B.14).

Next, we prove Corollary 2.15.

Proof of Corollary 2.15. Recall that ψ is the solution to the Poisson equation (B.3) with Eµ[ψ] = 0. Applying
the Poincaré inequality (2.25) followed by Cauchy-Schwarz inequality we have the standard estimates (see
proofs of [Zha20, Corollary 2] and [LLO17, Lemma 9])

∫

Σ

ψ2dµ ≤ −
1

K

∫

Σ

(Lψ)ψ dµ ≤
1

K

( ∫

Σ

(Lψ)2dµ
) 1

2
(∫

Σ

ψ2 dµ
) 1

2

=
1

K

(∫

Σ

(f − f)2dµ
) 1

2
(∫

Σ

ψ2 dµ
) 1

2

,
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which implies

(∫

Σ

ψ2 dµ
) 1

2

≤
1

K

( ∫

Σ

(f − f )2 dµ
) 1

2

and χ2
f = −2

∫

Σ

(Lψ)ψ dµ ≤
2

K

∫

Σ

(f − f )2 dµ . (B.15)

The conclusion follows after we combine (B.15) with the mean square error estimate of Theorem 2.13.

Finally, we prove Theorem 2.19.

Proof of Theorem 2.19. We denote by C > 0 a generic constant independent of n, h and ∆t. Recall that x̃(ℓ)

and x̃(ℓ+
1
2
), ℓ = 0, 1, . . . , are the states given by the scheme (2.31) with x̃(0) ∈ Σ. Define

x(0) = x̃(0) and x(ℓ+1) = ΘA(x̃(ℓ+
1
2
)) , ℓ = 0, 1, . . . . (B.16)

Since x̃(ℓ) ∈ Σ(εtol), there exists h0 > 0, such that x̃(ℓ+
1
2
) ∈ Σ(δ), for all ℓ ≥ 0. Therefore using Assump-

tion 2.18 we find

|x̃(ℓ+1) − x(ℓ+1)| =
∣∣∣ΘA,κ

∆t,εtol
(x̃(ℓ+

1
2
))−ΘA(x̃(ℓ+

1
2
))
∣∣∣ ≤ C(∆t)p , ∀ ℓ ≥ 0 . (B.17)

Using (2.31) and (B.16), it is straightforward to verify that

x̃(ℓ+
1
2
) = x(ℓ) + δ(ℓ) and x(ℓ+1) = ΘA(x(ℓ) + δ(ℓ)) , ∀ ℓ = 0, 1, . . . , (B.18)

with (compare with (B.6))

δ(ℓ) = b(ℓ)h+
√
2β−1hσ(ℓ)η(ℓ) + r(ℓ) , (B.19)

where b(ℓ) = (b
(ℓ)
1 , b

(ℓ)
2 , . . . , b

(ℓ)
d )T is the vector with components given in (B.5) (evaluted at x(ℓ)), σ(ℓ) =

σ(x(ℓ)), η(ℓ) is the random variable in (1.5), and r(ℓ) = (r
(ℓ)
1 , r

(ℓ)
2 , . . . , r

(ℓ)
d )T with

r
(ℓ)
i = x̃

(ℓ)
i − x

(ℓ)
i +

{ d∑

j=1

[
−
(
aij(x̃

(ℓ))−Aij

) ∂U
∂xj

(x̃(ℓ)) +
1

β

∂aij
∂xj

(x̃(ℓ))

]
− b

(ℓ)
i

}
h

+
√
2β−1h

d1∑

j=1

(
σij(x̃

(ℓ))− σij(x
(ℓ))

)
η
(l)
j ,

(B.20)

for 1 ≤ i ≤ d.
Since the functions in (B.20) are sufficiently regular (see Assumption 2.1), b(ℓ) is given by (B.5) and η(ℓ)

is almost surely bounded, the uniform bound (B.17) implies that |r(ℓ)| ≤ C(∆t)p almost surely (whenever
h ≤ 1). Since x(ℓ) ∈ Σ for ℓ = 0, 1, . . . , the proof of Theorem 2.13 (using the relations (B.18)–(B.19)) carries

over for 1
n

n−1∑
ℓ=0

f(x(ℓ)), where the remainder terms arising due to r(ℓ) stay uniformly bounded by C(∆t)p.

Concerning the running average f̃n (2.33), using (B.17) and the fact that the extension of f to Σ(εtol) is
C2-smooth, we find

∣∣∣∣f̃n −
1

n

n−1∑

ℓ=0

f(x(ℓ))

∣∣∣∣ =
∣∣∣∣
1

n

n−1∑

ℓ=0

[
f(x̃(ℓ))− f(x(ℓ))

]∣∣∣∣ ≤ C(∆t)p . (B.21)

The estimates in Theorem 2.19 then follow by using (B.21).
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