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OPTIMAL LOCAL APPROXIMATION SPACES FOR PARABOLIC
PROBLEMS

JULIA SCHLEUSS AND KATHRIN SMETANA

ABSTRACT. We propose local space-time approximation spaces for parabolic prob-
lems that are optimal in the sense of Kolmogorov and may be employed in mul-
tiscale and domain decomposition methods. The diffusion coefficient can be ar-
bitrarily rough in space and time. To construct local approximation spaces we
consider a compact transfer operator that acts on the space of local solutions and
covers the full time dimension. The optimal local spaces are then given by the left
singular vectors of the transfer operator. To prove compactness of the latter we
combine a suitable parabolic Caccioppoli inequality with the compactness theo-
rem of Aubin-Lions. In contrast to the elliptic setting [I. Babuska and R. Lipton,
Multiscale Model. Simul., 9 (2011), pp. 373-406] we need an additional regularity
result to combine the two results. Furthermore, we employ the generalized finite
element method to couple local spaces and construct an approximation of the
global solution. Since our approach yields reduced space-time bases, the compu-
tation of the global approximation does not require a time stepping method and
is thus computationally efficient. Moreover, we derive rigorous local and global
a priori error bounds. In detail, we bound the global approximation error in a
graph norm by the local errors in the L2(H!)-norm, noting that the space the
transfer operator maps to is equipped with this norm. Numerical experiments
demonstrate an exponential decay of the singular values of the transfer operator
and the local and global approximation errors for problems with high contrast or
multiscale structure regarding space and time.

1. INTRODUCTION

In certain industrial applications and environmental sciences, modeling and simu-
lating phenomena such as the transport of pollutants in the groundwater is of great
interest. These problems exhibit highly varying and heterogeneous multiscale features
since both local fine-scale effects such as capillary pressures and the coarse-scale flow
behavior have a significant influence on the overall concentration and distribution of
the pollutant. In addition, the respective coefficient functions can be rough in space
and time. Therefore, a numerical simulation using standard techniques such as the
finite element (FE) or the finite volume method can be prohibitively expensive. In
fact, the FE method based on classical polynomials can perform arbitrarily bad for
heterogeneous problems with rough coefficients [5]. Well-known strategies to address
these problems are domain decomposition [30, 37, 45, 68] and multiscale methods
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[8, 24, 25, 28, 33, 38, 39, 53, 55, 58, 59, 60]. The latter are based on ansatz functions
which incorporate the local behavior of the (numerical) solution of the PDE.

Localizable multiscale methods that allow controlling both the error due to localiza-
tion and the global approximation error at a certain rate, but do not rely on structural
assumptions such as periodicity or scale separation, have been developed in the last
decade. So far, such type of multiscale methods have been proposed for problems with
coefficients that are rough in space and include optimal local approximation spaces
[8, 19, 25|, localized bases based on the flux transfer property [58], adaptive local
finite elements (AL basis) [33], the local orthogonal decomposition [52, 53], rough
polyharmonic splines [60], and gamblets [59].

In this paper, we propose optimal local approximation spaces, and, to the best
of our knowledge, for the first time such type of multiscale methods for parabolic
problems with coefficients that are rough in both space and time. We conjecture that
the concepts developed in this paper and the corresponding numerical analysis are
relevant for all these methods to address coefficients that are rough in space and time.

To construct ansatz functions that incorporate the local behavior of the global so-
lution, we consider the space of all local solutions of the PDE on a target subdomain.
To localize the computations, we introduce a strictly larger oversampling subdomain
and then restrict the local solutions to the target subdomain. The key observation
motivating our approach is the very rapid, exponential decay of the solutions from
the boundary of the oversampling domain to the inner target domain which reveals
that the solution space of the PDE is locally low-dimensional. To detect the functions
that still persist on the target subdomain and are thus relevant for approximation, we
use a transfer operator that maps boundary data in space and time on the boundary
of the oversampling domain to the respective solution on the target subdomain over
the whole time interval. Compactness of the transfer operator facilitates its singular
value decomposition via the Hilbert-Schmidt theorem [62, Theorem 8.94] and thus en-
ables the approximation of its range using only few modes if the singular values decay
fast. As the exponential decay of the solutions in the interior yields a fast decay of
energy, the singular values indeed decay fast. Spanning the local space by the leading
left singular vectors of the transfer operator results in an approximation space that
is optimal in the sense of Kolmogorov [47] and hence minimizes the approximation
error among all spaces of the same dimension. To prove compactness of the transfer
operator, we combine a parabolic Caccioppoli inequality with the compact embedding
of suitable Sobolev spaces in L?(L?). The Caccioppoli inequality represents the ex-
ponential decay behavior of higher frequencies in an analytic fashion and allows to
bound the L?(H')-norm of local solutions on the target subdomain in terms of their
L?(L?)-norm on the oversampling subdomain. It can therefore be seen as an inverse
Poincaré inequality. In contrast to the elliptic setting [8] the regularities do not match
a priori and we therefore exploit an additional regularity result for the weak solutions
to combine the two results.

To construct an approximation of the global solution, we employ the generalized
finite element method (GFEM) [6, 10] as one example for coupling the local spaces
since it allows to bound the global approximation error in terms of the local error
contributions. In contrast to existing approaches [35] we propose, to the best of our
knowledge, for the first time a space-time GFEM based on local space-time ansatz
functions, as for certain problems a reduction only with respect to the spatial vari-
able can become expensive if the time discretization involves many time steps. Such
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problems comprise, for instance, multiscale diffusion coefficients that are varying non-
periodically in time. In those cases either the reduced spatial bases would become very
large since snapshots for many time points have to be included or one would have to
use an adaptive-in-time procedure based on smaller time intervals. The computation
of the global approximation for the space-time GFEM we propose here does not re-
quire a time stepping method. As several numerical experiments demonstrate a very
rapid and exponential decay of the approximation errors for an increasing number of
basis functions, the solution of the global system is computationally very efficient.

As one key contribution of this paper we prove a rigorous a priori error bound
for the local approximation error in the L?(H')-seminorm. We highlight that the
proofs in the elliptic setting crucially rely on the fact that the solution of the PDE
also minimizes an energy functional, which is not true for the solution of the parabolic
PDE. We show that as a consequence additional data terms have to be included in the
a priori error bound and that the bound generally does not hold without these extra
terms. Moreover, as one major contribution of this paper, we prove that the global
approximation error in a suitable graph norm can be controlled only by the local errors
in the L?(H')-seminorm. The key argument to additionally control the time derivative
of the global error in a certain reduced dual norm is a (Petrov-)Galerkin orthogonality
of the approximation error and the reduced test space. Exploiting the global a priori
error result we propose an adaptive algorithm for the localized construction of the
local ansatz spaces such that the global GFEM approximation satisfies a prescribed
global error tolerance. Finally, as another contribution of this paper, we also show
how to deal with non-homogeneous boundary conditions.

Localizable multiscale methods for parabolic problems with coefficients that are
rough in space can, for instance, be found in [19, 52, 58, 59, 60].

The local orthogonal decomposition (LOD) has been introduced in [53] for elliptic
multiscale problems and generalized to parabolic multiscale problems with highly
varying spatial diffusion coefficients in [52]. The key idea of the LOD is to express
the space H} as a direct sum of a fine-scale space, which is the kernel of an H!-stable
interpolation operator on a coarse mesh, and a multiscale space that is defined as the
difference of the coarse finite element space and its orthogonal projection onto the fine-
scale space. In this way, the decomposition is orthogonal with respect to the energy
inner product. Exploiting the Caccioppoli inequality an exponential decay of the basis
functions is shown [53] and consequently the ansatz functions can be approximated on
local subdomains. In the parabolic setting the multiscale basis functions are combined
with a backward Euler time stepping scheme.

In [60] rough polyharmonic splines are introduced as the solutions of constrained
minimization problems that have a built-in decay behavior. This justifies their approx-
imation by localized interpolation functions that are computed on local subdomains.
The resulting approximation error is bounded using a certain Caccioppoli inequality.
Concerning parabolic problems an implicit time discretization is proposed.

A probabilistic methodology motivated by game theory is introduced in [57]. The
so-called gamblets are locally computed in a hierarchic fine-to-coarse fashion, decay
exponentially, and induce an orthogonal multiresolution decomposition of the solution
space. The approach is generalized to parabolic (and hyperbolic) problems in [59],
where an implicit Euler time discretization is used.

In [58] localized bases for (elliptic, hyperbolic, and) parabolic problems with spatial
Le°-diffusion coeflicients are introduced. The approach is based on the flux transfer
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property and compactness properties due to source terms of sufficient regularity. In
particular, local spatial approximation spaces are constructed by solving elliptic PDEs
on local subdomains and an implicit time discretization is used.

Similar to our approach, the methods discussed above are based on compactness
properties of certain operators and exploit Caccioppoli-type inequalities. We empha-
size that, in contrast to existing approaches, our approach is not restricted to parabolic
problems with diffusion coefficients that only vary rapidly in space, but is able to deal
with coefficients that are arbitrarily rough in both space and time. Furthermore, we
do not construct reduced spaces only with respect to the spatial variable and conse-
quently no time stepping procedure is required to compute the global approximation.

In [7, 8] optimal local approximation spaces for elliptic PDEs with rough coefficient
functions are introduced via a compact restriction operator that acts on the space of
local solutions. The local spaces are then coupled using the GFEM [6, 10]. Further-
more, optimal interface spaces for (parametrized) elliptic problems are introduced in
[67], generalized to geometry changes in [66], and also proposed in [17]. Concern-
ing (real-world) applications the optimal local approximation spaces are employed,
for instance, for the construction of digital twins [42, 46] and in the context of data
assimilation [71]. Other options for approximating the optimal local reduced spaces
besides the random sampling technique [15] employed here, are proposed in [9, 16].

Finally, there has recently been a growing number of contributions concerning local-
ized model order reduction for parametrized problems [1, 26, 40, 41, 50, 51, 54]. Local
ansatz spaces are generated either via snapshots that are precomputed on local refer-
ence domains and reused for geometrically similar subdomains [26, 40, 41, 50, 51], a
combination of greedy-type reduced basis (RB) approximations and liftings of (eigen-
function or snapshot) interface modes [26, 40, 54], or greedy RB approximations with
a principal component analysis compression [1]. We refer to [14] for an overview on
localized model order reduction procedures for parametrized problems. In the time-
dependent setting localized approaches addressing flow simulations can, for instance,
be found in [29, 31, 43]. Here, the local ansatz spaces are build using proper orthog-
onal decomposition [29, 31], discrete empirical interpolation [31], or greedy-type RB
approximations [43].

The remainder of this paper is organized as follows. In section 2 we introduce
the parabolic model problem. Subsequently, the main contributions of this paper
are developed in sections 3 and 5. We propose optimal local approximation spaces
in section 3 and discuss their computational realization in section 4. Moreover, in
section 5 we address the construction of a global approximation via GFEM and provide
local and global a priori error bounds. Finally, we present numerical experiments in
section 6 to demonstrate the approximation properties of our local and global reduced
spaces and draw some conclusions in section 7.

2. MODEL PROBLEM: THE LINEAR HEAT EQUATION

In this section we introduce the linear heat equation as a representative model
problem for parabolic problems. To that end, let Q2 C R™ denote a large, bounded
Lipschitz domain of dimension n € {1, 2, 3} with 9Q = ¥pUX y, where X p denotes the
Dirichlet and ¥ the Neumann boundary, respectively. Furthermore, let I = (0,7) C
R denote a time interval for an arbitrary 0 < T < co. We consider the following
initial boundary value problem for the linear heat equation: Find the temperature
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u: I x Q — R such that

(t,x) —div(a(t,z)Vu(t,z)) = f(t,x) forevery (t,z) € I x £,
(2.1) u(t,z) = gp(t,x) forevery (t,x) € Ix Xp,
’ aVu(t,z) -n(x) = gn(t,z) forevery (t,z) € I x Xy,
u(0,z) = wug(x) for every = € Q.

Here, « € L°(I x Q)™*™ denotes the heat conductivity coefficient that satisfies
ao(t,z) |[v]? < vTa(t,r)v < ag(t,z) [v]? for every v € R™ and 0 < ap < ag(t,z) <
ay(t, ) < oy < oo for almost every (t,x) € I x Q and ag,a; € R. Moreover, the
function f € L?(I,V*) represents a heat source, ug € L*(2) denotes the initial tem-
perature, gp € L2(I, H2(Sp)) and gy € L2(I, H"2(Zy)) denote the Dirichlet and
Neumann boundary data, and n is the outer unit normal. The spatial test space is
given by V := {w € H' () | w = 0 on Xp} and V* denotes its dual space, where
I-llv = [laz- |2y + a2 V- |L2(q)- A corresponding weak formulation of (2.1) then
reads as follows: Find u € L>(I, L*(Q)) N L*(I, Vs, ) such that

- /(u(t),v)Lz(Q) w(t) dt + /(aVu(t),Vv)Lz(Q) o(t) dt

(2.2) ! !
= [U@on e+ [lan®.0),,, cO@ VoV, o ecE

and it holds u(0) = ug in L?*(Q), where Vs, := {w € H'(Q) | w = gp on Ep}.

3. OPTIMAL LOCAL APPROXIMATION SPACES

In this section we propose local space-time approximation spaces, which are optimal
in the sense of Kolmogorov, for the linear heat equation with coefficients that are
rough in space and time, extending the approach from [8] for the elliptic setting. In
subsection 3.1 we start with a motivation before we describe the construction of local
ansatz spaces for local subdomains in the interior of the global domain in subsection 3.2
and subdomains located at the global boundary in subsection 3.3.

3.1. Motivation. To tackle heterogeneous problems with rough coefficients, we pro-
pose localizable multiscale methods based on ansatz functions which incorporate
the local behavior of the global solution of the PDE. To this end, we consider the
space of all local solutions of the PDE with arbitrary Dirichlet boundary values
on the boundary of the oversampling domain Q°“!; see Fig. 1 for an illustration.
We showcase that the local solution space on the target subdomain Q" can be
well approximated using only few functions via an example [67]: Consider —Au =
0 in Q"' = (-2,2) x (0,1) with homogeneous Neumann boundary conditions on
(—2,2) x {0, 1} and arbitrary Dirichlet boundary conditions on {—2,2} x (0,1). Using
separation of variables, we conclude that all solutions of this problem can be written
as u(x,y) = ag+box+ Y, cos(nwy)la, cosh(nrz)+ b, sinh(nry)], where a,, b, € R
are determined by the Dirichlet boundary values for n = 0,...,00. We observe in
Fig. 2 a very rapid decay of the higher frequencies of the solutions (cos(nwy) for
higher n) from the boundary into the interior of the domain Q°“!, which implies that
the solution space of the PDE is locally low-dimensional. To detect the functions that
still persist on Q™ and are thus relevant for approximation purposes, we introduce a
transfer operator P whose range is the space of local solutions of the PDE on Q".
After discretization, say, with the FE method, the transfer operator can be rep-
resented by a matrix P. It is then well-known that the range of this matrix can be
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FIGURE 1. Local target domain Q'™ and over- FIGURE 2. Solution wu(z,2/3) for Dirichlet
sampling domain Q°%? in the interior of €. boundary conditions — cos(nwy) forn = 1,2,4, 8.

optimally approximated by its k leading left singular vectors and that the projection
error satisfies |P — U, U] P|ls = 0y 141 (Eckart-Young theorem e.g. in [32]); here the
columns of Uy, contain the k leading singular vectors and oy, ;41 denotes the k + 1st
singular value of P. While the discrete transfer operator is trivially compact be-
cause of its finite rank, in the continuous setting we need to prove compactness of the
transfer operator to facilitate its singular value decomposition via the Hilbert-Schmidt
theorem [62, Theorem 8.94]. Then, the space Ay spanned by the k leading left singu-
lar vectors is an optimal approximation space in the sense of Kolmogorov, meaning
that it minimizes the approximation error among all linear spaces of dimension k.
In addition, we have as in the discrete setting ||P — proj,, P|| = 041, where proj,
denotes the orthogonal projection onto Ay and o1 is the k + 1st singular value of
P. Thanks to the fast decay of the singular values, related to the exponential decay
of the solutions in the interior, very few left singular vectors suffice for an accurate
approximation.

The key ingredients to show compactness of the transfer operator are a parabolic
Caccioppoli inequality and the compactness theorem of Aubin-Lions. The exponen-
tial decay of higher frequencies of the solutions from I x 9Q°% to I x Q" implies
that the integral over the (spatial) gradient of a local solution on I x Q™ can be
bounded in terms of the integral over the solution on I x Q°“*. This decay of en-
ergy in the interior of I x Q°%“ is analytically captured by the Caccioppoli inequality
that allows to bound the L?(I, H'(Q™))-norm of local solutions in terms of their
L2(I, L*(Q°%))-norm. Caccioppoli’s inequality, closely linked to the exponential de-
cay of the solutions in the interior, thus makes the local solution space amenable to
approximation and facilitates the design of localizable multiscale methods. Moreover,
the compactness theorem of Aubin-Lions is the parabolic analogon of the compact
embedding of H'(Q°!) in L2(2°%!) in the stationary setting, and states that the
space of functions in L?(I, H*(£2°%!)) that have a time derivative in L?(I, H~1(Q°%))
is compactly embedded in L?(I, L?(Q°“!)). In contrast to the elliptic setting [8] the
regularities do not match a priori and we therefore exploit an additional regularity
result for the weak solutions to combine the two results.

Based on the approximation properties of the local ansatz space, we can furthermore
show that the relative local approximation error is bounded by || P—proj,, P|| = ox1.
Moreover, by employing a global coupling of the local ansatz spaces that allows to
bound the global approximation error in terms of the local error contributions, we can
achieve a global error that is decaying with the same rate. Therefore, our approach
allows for local and global error control, and the local reduced spaces can be chosen
such that a desired global error tolerance prescribed by the user is satisfied.

3.2. Optimal local approximation spaces in the interior. Let Q™ C Q°%C
Q) denote subdomains that are located in the interior of the computational domain
satisfying dist(9Q°4¢, 9Q) > 0 and dist(9Q", 9Q°%) > § > 0 as illustrated in Fig. 1.
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Since Q2" and Q°% lie in the interior of the spatial domain 2, we do not know the
values of the global solution u on I x99 or I x 0Q°%t. We only know that u solves the
linear heat equation locally in I x Q™ or I x Q°“* with unknown Dirichlet boundary
conditions on I x 9™ or I x 9Q°% as discussed in subsection 3.1. As we do not want to
make any assumptions about the geometry of the global domain 2 when constructing
the local reduced models and want to choose the oversampling domain Q°%* as small
as possible, we cannot make any assumptions on the values of u on I x 9Q°%“!. Hence,
we are interested in approximating all functions w € L (I, L?(Q™))N L?(I, H'(Q™))
that satisfy w(0) = up in L?(2") and solve

=[O0 )+ [ (@Tw(E), Vo)gagainy ot
(P"L) I I

- / (1), o) sy 9 dt Yo € HYQ™), o € C5(1),

The analogous problem on I x °“ will be denoted by (P°ut).
First, we address the case where f = 0 and up = 0 and discuss the general case at
the end of this subsection. We consider the following spaces of functions:

H = {we L>(I, L3(Q™)) N L*(I, H (Q™)) |w solves (P™) for f =0, ug = 0},
How = {w e L™(I,L*(Q°") N L*(1, H' (Q°")) ‘w solves (P for f =0, ug =0},
B = {w|rxagen|w € HO} = LA(1, H'?(99Q°")).

The trace theorem [49, Theorem 2.1] yields the existence of the traces in B°Ut.
We equip H™ with the inner product ((u,v))in := [; [ @VuVo and the induced
energy norm ||ull|,, := Ha%VuHLz(LLz(QM)). Analogously, we equip H°“ with the
energy norm Ha%V |2 (1,02 (outyy. Furthermore, we equip B°“ with the inner prod-
uct ((t,v))out = [} fqous «VH(u)VH(v) and the induced energy norm |||ulll,,, =
|2 VH (1) 22(1 12 (euty), where H(u) € HO" is the solution of (P°"*) for f = 0,
up = 0, and boundary condition p € B°¥.!

Since we are interested in approximating the space H'", we next define a transfer
operator P : B4t — H™ similar to [8, 67], that is given by

(3.1) P(w|rxaqout) = w|rxqin  for all w € H* and thus w|;xaqew € B

In order to approximate H™ with the left singular vectors of P, we need to prove
compactness of the latter; see Theorem A.1. To this end, we want to employ the
compactness theorem of Aubin-Lions [65, Corollary 5], which states that the gener-
alized Sobolev space WH22(I, H*(Q°ut), H=1(Qo%)) := {u € L*(I, H*(Q°4)) | us €
L2(I, H=1(Q°%))} is compactly embedded in the space L?(I, L?(£2°%")), and the fol-
lowing parabolic Caccioppoli-type inequality?, which is proved in Appendix A.1.

Proposition 3.1 (Parabolic Caccioppoli inequality). For a function w € H°% and
thus w|rxqin € H'™ the following estimate holds:

8041

1
(3:2)  llwlrixam [ Foer,p2(0iny) + 102 V(W] rxqin) 72 (rxqiny < 5T||w||i2(1xmw)~

INote that Il-lll;,, defines a norm on H‘" thanks to a Poincaré inequality for parabolic problems
stated in Proposition A.2. Thanks to the trace inequality and Proposition A.2 |||-|||,,,; defines a norm
on Bout,

2Similar parabolic Caccioppoli inequalities can, for instance, be found in [11, (3.13)], [18, Lemma
2.1], [44, Lemma 2.4], and [56, Lemma 2.4].

out
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To combine Proposition 3.1 with the compactness theorem of Aubin-Lions and thus
prove compactness of P, the following regularity result is required, which is proved in
Appendix A.1.

Lemma 3.2 (Regularity). There holds H™ C WL22(I, HY(Q™), H-1(Q™)) and
analogously for HoU.

As we aim at providing a good approximation space for a whole set of functions,
the Kolmogorov n-width [47] serves as a benchmark and we will see below that the
left singular vectors of P actually span a space which is optimal in the sense of
Kolmogorov; a notion which we define now.

Definition 3.3 (Kolmogorov n-width). Let Hilbert spaces (X, || - ||x) and (Y, - |lv)
with associated morms and a linear continuous operator T :' Y — X be given. For
an arbitrary n € N let X" C X denote an n-dimensional subspace of X. Then, the
Kolmogorov n-width of T(Y') in X is given by

Ty —
dpo(T(Y); X):= _inf  sup inf 70 = wilx
e BTy
dim(X")=n

An n-dimensional subspace X™ C X s called optimal for d,(T(Y); X) if

[Ty — wllx

sup inf =d,(T(Y); X).

vey wex® vy

Having proved compactness of P, we finally introduce the corresponding adjoint
operator P* : H¥™ — B°%“t  Consequently, their composition P*P : B°%“ — Bo% is a
compact, self-adjoint, non-negative operator. Employing the Hilbert-Schmidt theorem
as well as [61, Theorem 2.2 in Chapter 4] then yields the following result:

Theorem 3.4 (Optimal approximation spaces in the interior). Let A; € RT and
p; € HOU, i = 1,...,00, denote the eigenvalues and eigenfunctions satisfying the
transfer eigenvalue problem: Find (X\;, ;) € (RT, H") such that

(3.3) ((@ilrxain, wlrxain))in = Xi (@ilrxogeut, wlrxoget) o Vw € HO.
Furthermore, let the eigenvalues {\;}52, be listed in non-increasing order of magni-
tude: A1 > Ao > ... > 0, additionally satisfying \; 27 0. Then the optimal
approximation space for d,(P(B°“); H") is given by

A" :==span{x1,....Xn}, Xi:= P(@ilrxoen), i=1,...,n.
Moreover, the associated Kolmogorov n-width is characterized as follows:

. Pv—w||,
(3.4) dn(P(B°");H™) = sup inf iPo = will, =t
vEBout weA™ |||U|||out

Proof. Thanks to the definition of the transfer operator P and its adjoint operator
P*, the transfer eigenvalue problem (3.3) may be reformulated as follows:

((P*Pyilrxaaeut, w]rxaaeut))out = Ai (@il 1xa00ut, W] rxa00ut))out-

Then, the assertion directly follows from Theorem 2.2 in Chapter 4 of [61]. |

Similar results have been obtained in [8, 67] for elliptic problems.
To address non-homogeneous data f and ug, uf € L>(I, L*(Q°U*)) N L2(I, H (%))
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Q' Q"

| o I o

FIGURE 3. Local target domain Q%" and oversampling domain Q°%* at the boundary of €.

denotes the solution of (P°u!) for arbitrary f € L?(I, H=1(Q°%)) and ug € L*(Q°“Y).
Finally, the optimal local approximation space over I x Q%" is given by

(35) An,data = Span{Xla <oy Xno Xf}v Xf = uf|1><Q’7” - Z((uf|1><ﬂ’"7Xk))zn Xk-
k=1

Thus, A™92% provides an approximation of all functions in {w € L (I, L?>(Q™)) N

L3(I, HY(Q™)) | w solves (P™)}.

3.3. Optimal local approximation spaces at the boundary. Let Q" C Q% C
Q denote subdomains that are located at the boundary of the computational domain
Q and satisfy 9Q™ N 9N N IN # B and dist(9Q™ N Q,00° N Q) > § > 0 as
illustrated in Fig. 3 (right); the case 9Q2°“ N 9N # ) and dist(9Q™, 9Q°%) > § > 0
(see Fig. 3 (left)) follows analogously. We want to approximate all functions w €
Loo(I, L2 (™)) N L*(1, V4" ) that satisfy w(0) = ug in L*(2"") and solve

— /(w(t), ’U)Lz(Qm) o (t) dt + /(an(t), Vv)Lz(QM) p(t)dt
(Pzn) I I -
= [0 01+ [ a0 4 g, #OU V0V 0 € G,

where V& :={w e H(Q™) | w=gp on IQ"NEp} and V§" := {w e H' (") |w=0
on 9NN (QUEp)}. The analogous problem on I x Q°% will be denoted by (P°u!).
We again first address the case where f =0, ug =0, gp = 0, and gy = 0 and consider

Hin = {w € L>(I,L*(Q™)) n L*(I, V”‘)’w solves (P™) for f,ug,gp,gn = 0},
where V" .= {w € Hl(Qm)’w =0 on 90" N ZD}, H" is defined analogously,
Bout .= {U}|]><aﬂout|w € HO“t}.

We introduce the transfer operator P : B°%“ — H™ defined as

(3.6) P(w|rxaqout) = w|rxqin  for all w € H,

where the compactness of P follows from similar arguments as above (see Appen-
dix A.2). Analogous to subsection 3.2 we then obtain that the optimal approximation
space for d, (P(B°“); H") is given by A™ := span{x1,...,Xn}, Xi := P(pilrxa00ut),
where \; € RT and ¢; € H°* denote the n largest eigenvalues and corresponding
eigenfunctions that satisfy P*Pyp; = \;;. Moreover, it again follows that the Kol-
mogorov n-width is given by d,,(P(B°“); H'") = \/An11-

To address non-homogeneous data f, ug, gp, and gy, first choose a lifting function
ub € WE22(I, Vs, V*)? that satisfies aVul - n = gy in L2(I, H 2 (Zy)), ub(0) = 0
in L2(2), and is equal to zero on the union of all local oversampling domains that do
not touch the global boundary.? Next, for f € L(I, (VE")*) and ug € L?(2°%) let

3Recall that Vi, := {w € HY(Q) |w=gp on Sp} and V := {w € H(Q) | w=0on Tp}.
4Note that in practice this is not a problem since we can for instance choose u? to be zero on all
inner degrees of freedom and thus do not violate locality.
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ul € L>®(I, L2(Q°")) N L2(1, V™) be the solution of (P°*), where the right hand
side of (P°“) is given by

/(f(t), v)yeur p(t) dt + /(ub(t), V) 2 (outy @i (t) dt — /(aVub(t), V) 2(qouty @(t) dt
I I I

for all v € V@* and ¢ € C§°(I) and VUt = {w € HY(Q°!) | w = 0 on 9Q°“ N (Q U
¥p)}. Then, the optimal approximation space over I x Q™ is denoted by A™data .=
SPaH{Xh cee 7Xme,Ub|1inn}7 where Xf = Uf|1x9in - Zzzl((uf\lxmka))m Xk-

4. APPROXIMATION OF THE OPTIMAL LOCAL APPROXIMATION SPACES

In this section we describe how to compute an approximation of the transfer eigen-
value problem (cf. (3.3)) and thus an approximation of the optimal local reduced space
Amdata (cf (3.5)) employing the FE method, and discuss its practical realization via
Krylov subspace methods and random sampling.

4.1. Computational realization of the transfer eigenvalue problem. To sim-
plify the notation we consider in this section subdomains 2" C Q°“¢ located in the
interior of  and homogeneous initial conditions. We assume that a partition of Q°u
is given such that Q" does not intersect any element of that partition and consider a
conforming finite element (FE) space V,°“* C H'(Q°“*) of dimension NP“* € N. Fur-
thermore, we introduce a triangulation of the time interval I = (0,7") and consider a
piecewise linear FE space S; C H'(I) and a piecewise constant FE space Q; C L?([)
of dimension Ny € N.> Then, the ansatz and test space of dimension N := Ny - Nput
for the Petrov-Galerkin approximation are given by S; ® V,°“* and Q¢ ® V°*' with
canonical basis functions ¢; and v¢; for i = 1,..., N. To ensure stability, we assume
that the space-time discretization satisfies the CFL condition (cf. [2]). We introduce
the matrix B € R¥*¥ defined as

Bij := ((6j)1: %) L2 (1x 00wty + (Y, Vi) [2(1xouty Voj € Sy @ VI 4 € Q@ V™

fori,j=1,...,N. In addition, we suppose that the N,,; rows of B that correspond
to nodes on I x 9Q°“! are replaced by the respective rows of the identity matrix. For
every m = 1,..., N,y we then compute the local solution u,, € R by solving

(4.1) Bu,, = e,

where e,,, € RY is the unit vector associated with the m-th node that lies on I x 9Q°%t.
Moreover, we denote by M;, € RN:n*Nin and M, € RNewXNowt inper product
matrices associated with I x Q" and I x 9Q°% and D _,;, € RVin*N restricts the
coefficients of a FE function on I x Q°% to the respective NN;,, coefficients corresponding
to I xQ™. Finally, we assemble and solve the following generalized eigenvalue problem:

5We assume that homogeneous initial conditions are included in the definition of St. For coeffi-
cients o that do not depend on the temporal variable, the Petrov-Galerkin formulation is equivalent
to a Crank Nicolson time stepping procedure [72].

6Unconditional stability can be proven, for instance, if the discrete ansatz space is a subspace of
the discrete test space or if the test space is refined with respect to the temporal direction. However,
in the latter case the dimension of the test space will be larger than the dimension of the ansatz space
and the discrete solution needs to be computed as the minimizer of a certain residual functional (see,

e.g., [2]).
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Find eigenvalues )\, ; € RT with corresponding eigenvectors & ; € RNewt guch that”

(42) [D —in U1 ... D —in uNom]T Mzn [D —in U1 ... D —in uNout] £j = >\h,j Mout £j'

The coefficients of the FE approximation of the reduced basis {x1, ..., xn} are then
given by x; := [D jnuy ... D y,un,,,]€; € RNin for j =1,...,n.

Moreover, the transfer eigenvalue problem can equivalently be approximated using
the matrix representation P € RNoutXNin of the discrete transfer operator P, given as

(43) P£ = D—)in B_lDout—> 5

Here, D gyi—, € RV*Nout extends a coefficient vector corresponding to I x 9Q2°% to
the respective coefficient vector associated with I x Q°“! by setting the new entries to
zero. Consequently, we solve the problem: Find A, ; € Rt and €, € RNewt such that

(44) PT Mzn P £] = )\h,j Mout 5]

The reduced basis FE coefficients are then given by x; :=P§; € RNin for j =1,...,n.

To augment the reduced FE basis with the data f we compute the solution of
Bu/ = F, where F; := 0 for indices i that correspond to nodes on I x 9Q°%* and
Fi = (f,vi)r2(1xqewt), vi € Q¢ ® Vi, else. Then, D i, u’ is added to the basis.

Remark 4.1 (Comparison of computational approaches to approximate the optimal
local spaces). A direct computation of the optimal local space via (4.1) and (4.2) would
require Ny evaluations of the transfer operator and thus Ny local solutions of the
PDE and solving a dense generalized eigenproblem of dimension Nyyt X Noyt. As
this becomes infeasible for large Ny, one would in general use Krylov subspace or
randomized methods for the approximation of the transfer eigenvalue problem.

In Krylov subspace methods, the application of the transfer operator (4.3) would be
implicitly passed to the eigenvalue solver. To calculate the n eigenvectors correspond-
ing to the biggest n eigenvalues of PJ Py, using, for instance, the implicitly restarted
Arnoldi method (IRAM) from [48], O(n) evaluations of P, and P, are required in
every iteration. Algorithm 1 in subsection SM2.1 summarizes the approximation of
the optimal local spaces using IRAM. While Krylov subspace methods can lead to
more accurate approximations especially for slowly decaying singular values, random-
ized methods have the main advantage that they are inherently stable and amenable to
parallelization.

To generate an approximation space of dimension n via random sampling as de-
scribed in subsections SM2.2 and 4.2, n + n; evaluations of the transfer operator are
required in total; n evaluations to construct the basis and n; evaluations to construct
test vectors that are used for a probabilistic a posteriori error estimator. In compar-
ison, the O(n) evaluations of P, and P,;'— in every iteration of IRAM will likely sum
up to more than n + n; evaluations required by random sampling.

As randomized methods can outperform Krylov subspace methods even in the se-
quential setting (see, e.g., [15]), they are thus an appealing choice for the approxzima-
tion of the optimal local spaces. For a more in-depth comparison of Krylov subspace
and randomized methods, we refer, for instance, to [36, section 6].

Remark 4.2 (Computational complexity). The computational complezity of the local
basis construction is clearly dominated by the evaluation of Py or PJ and thus the

7Assuming a certain ordering of the nodes, the matrix containing the restrictions of uy,...,un,,,
to I x 02°% on the right hand side simplifies to the identity matrix.
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numerical solution of the local PDE, where we employ a sparse direct solver. For
a standard space-time FE discretization in three dimensions (one temporal and two
spatial dimensions) the factorization of B € RVN*N (e.g.. LU, QR, Cholesky) can be
computed in O(N?) work [32]. After factorizing, the computational complexity for
each local solution of the PDE is O(N*/3) [32]. More details on the computational
complexity of the local basis construction are provided in subsection SM2.3.

4.2. Quasi-optimal local approximation spaces via random sampling. To
construct a suitable approximation Al ; of the optimal local space A™ introduced
in section 3, we prescribe random boundary conditions on I x 9Q°“!, where the coef-
ficient vectors of the corresponding FE functions are normally distributed with mean
zero and covariance matrix M, L. Then, P is applied to the random vectors and
A 4 is spanned by the resulting local solutions. Using this approach we can achieve
a quasi-optimal convergence of order \/n Ap 41 [15, 36]. Furthermore, we employ an
adaptive algorithm that is driven by a probabilistic a posteriori error estimator. The
output of the algorithm is an approximation space Al . that satisfies the property
P(||Pn —projan  Pall < tol) > (1— Ealgofail);> Where the accuracy tol and the failure
probability Ealrgd::fai] are prescribed by the user. For further details we refer to subsec-
tion SM2.2 and to [15] where methods from randomized linear algebra [36] have been

used to approximate the optimal local approximation spaces in the elliptic setting.

5. GLOBAL APPROXIMATION

To compute an approximation of the global solution, we employ the GFEM as one
example for coupling the local approximation spaces introduced in section 3 since it al-
lows to bound the global approximation error in terms of the local error contributions.
Exploiting the local optimality result (3.4), which states that |[P—proj, P|| = op1?,
we first show in subsection 5.1 that the relative local approximation error in the
L?(H')-seminorm is bounded by the projection error (which equals o,,1) times a
locally computable constant (cf. Proposition 5.2). Subsequently, we prove in Proposi-
tion 5.5 that the global error between the solution and the GFEM approximation in a
suitable graph norm can be bounded only by the local errors in the L?(H'!)-seminorm
and is thus decaying as 0,41 or better. If we employ random sampling to approxi-
mate the optimal local spaces, the local and global a priori error bounds are still valid,
provided that [P, —projyn Pyl < € for a local error tolerance £ > 0 with a very low
failure probability (cf. subsection 4.2), and we can achieve a local and global error
decaying as v/n oy, 41 or better (cf. Theorem SM2). A priori error bounds concerning
the elliptic case can be found in [7, 8, 15, 67]. Finally, we discuss the computational
realization of the global GFEM approximation in subsection 5.2.

In contrast to existing approaches for parabolic PDEs [35], we consider here a
space-time GFEM based on local space-time ansatz functions. Consequently, the
computation of the global approximation does not require a time stepping method
and is thus computationally very efficient due to the very rapid and exponential decay
of the local and global approximation errors observed in several numerical experiments
(cf. section 6). In contrast, for certain problems, for instance, problems with multi-
scale diffusion coefficients that are varying non-periodically in time, a reduction only

n

8Here, plroj/\?md denotes the orthogonal projection onto the space AT, .

9Recall that on+1 denotes the n+ 1st singular value of P and proj,, is the orthogonal projection
onto the space A, spanned by the n leading left singular vectors of P.
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with respect to the spatial variable can become expensive if the time discretization
involves many time steps. As either the reduced spatial bases would become very large
since snapshots for many time points have to be included or one would have to use
an adaptive-in-time procedure based on smaller time intervals, a very large amount
of memory would be consumed.

To this end, let {Q%",...,Q%} be an open cover of the computational domain
such that Q = UM, Q™. We introduce a corresponding partition of unity {t1,...,9a}
with the following properties for i =1,..., M and 0 < ¢, ¢ < o0:

M
51) i € CHQM), supp(yhy) €O, Y dhi(x) =1 VreQ,
° 1=1

[Yille() < e, [IVillLe(o) < c2/ diam(").

Then, we define the global GFEM ansatz space as Xgrem = ©M {tu; | u; €
AP where A% s the local reduced space on I x Qi (cf. section 3). The
oversampling domains used to construct the local reduced spaces will be denoted by
I x Qo for i =1,...,M. Moreover, we assume that we have the following overlap
conditions: There exist M, M°“* € N such that for every x € Q we have that

(5.2) #{i|reQ"} < M™ and #{i|z € Q) < Mo,
Finally, let a test space Varpm € L2(I, V) be given such that the inf-sup condition
(u, V) r2(1,v) + (@Vu, Vo) r2(1,12(0))

(5.3) B = inf sup > fo >0
UEXGFEM vEVarmm ||04%VU||L2(I,L2(Q)) vl L2(r,v)

is satisfied. Then, the global Petrov-Galerkin GFEM approximation reads as follows:
Find ugrrm € XgreMm such that

((ugrEM)t; V) L2(1,v) + (@Vugrem, V) L2(1,2()
= (f,v)r2,v) + <9N(f)>U>L2(LH%(2N)) Vv € Vareum.

Remark 5.1. In general, we cannot guarantee stability of the discretization. A well-
known strategy to ensure stability is to construct optimally stable pairs of ansatz and
test spaces (see, e.g., [3, 12, 20, 21, 22, 23, 69]). This, however, may require global
computations and a localization strategy is thus the subject of future work. Never-
theless, Table 1 shows that for our particular choice of test and trial spaces (c.f.
subsection 5.2) the inf-sup constant B is close to one and we thus have stability at
least for the considered numerical test cases (cf. subsection 6.2).

5.1. A priori error bounds. In the remainder of the paper all local quantities
that are associated with the subdomains I x Q" and I x Q¢*' will be identified
by the additional subscript 7. Moreover, we assume that the data functions satisfy
feL*I,L%(Q)), gp € L*(I, H3?(Sp))NH3/*(I, L?(Zp)) with gp|i—o = 0, and gy €
L2(I,HY?(ZN)) N HY*(I,L?(Zy)). The assumptions on gp and gy guarantee that
the lifting function u® defined in subsection 3.3 has a time derivative in L?(I, L%(Q))
[49, Theorem 2.1].'* In the proof of the global a priori error bound we exploit the local

ORecall that V := {w € HL(Q) |w=0o0n £p} with || - ||y := ||oz% Nz + ||a%V- l2(q)-

Hif iy = 0 it is sufficient to assume that gp € L2(I, HY/2(8Q)) N HY/2(I, L2(8)) (cf. [49,
Theorem 2.1]). We therefore conjecture that also for gy less regularity is sufficient to infer that
ult’ € L?(I,L%()), but unfortunately we could not find a result guaranteeing this property.
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a priori error result and the previous assumptions on the data allow us to estimate
the sum of local norms of certain data terms by their respective global norms.

Proposition 5.2 (Local a priori error bound). Let Q:" - Q‘Z?“t C Q be subdomains
as introduced in subsections 3.2 and 3.3 and let u be the (global) solution of (2.2). If
the reduced space AT over I x 0™ for e; > 0 satisfies

_NeE V(P = w)ll 2 r2 i)

(5.5) | P; — projan B4|| = sup

in . < &4
vesbet werr [ aFVH ()12 1.2 ooy

then there exists a w} € A?’dam such that the following a priori error bound holds:

1
Ha2V(u|1XQ£n - U’Zn)HL?(legn)

Ha%Vuhm?m 2 (rxqeuy + | fll L2 (1x oty + [uol| 2 (goury +

(5.6)

<max{2,cs;} e,

where x; is given by x; := ||U?||L2(I7L2(Q?ut))+||a%vubHL2(17L2(Q§)ut)) if Q24 is located at
the global boundary and x; := 0 else. Furthermore, the constant cy; is defined ascy; :=
||u{||L2(1)L2(qut))/||a%VufHLQ(LLQ(ng)) and projn is the orthogonal projection onto
the space A7.

Proof. The key idea is to employ that functions in A?’data solve the PDE locally and
to use Assumption (5.5). For a detailed proof see Appendix A.3. O

Remark 5.3. Note that Assumption (5.5) holds either with e; = \/An+1, if we employ
the optimal local approzimation space (cf. (3.4)) or with a very low failure probability
if we approximate the optimal local space via random sampling using Algorithm 2
(cf. subsections SM2.2 and 4.2). Since the transfer eigenvalue problems just contain
spatial derivatives, only the approzimation error in the L*(H')-seminorm can locally
be bounded via Theorem 3.4. Moreover, one can explicitly construct counterexamples
demonstrating that the local a priori error result does in general not hold without
additional data terms or additional assumptions on the data in the parabolic case as
the following remark shows.

Remark 5.4. In the elliptic case (¢f. [15, Lemma SM5.2]) the a priori error bound
la® V (u

1
Qin — wn)HLZ(Qin) <c ||Oz2 vu|Qout ||L2(Qout)

holds for a constant ¢ > 0. Here, a bound ||z V (u|jxqin — W) 21,02 (0iny) <

c ||04%Vu\1xgmn L2(1,L2(Qewt)) does in general not hold as the following example shows:
Assume that Q°U is located in the interior of Q and consider the linear heat equation

Ou—Au=1 inIx Q" w0,z)=0 Vo e Q™ u(t,x)=t V(t,z) € x N
where I x Q°% = (0,1) x (0,7)2. Then, u equals @ + 4, where @& and @ solve

Ot — A =0 in I x Q° 4(0,r) =0 Yz € Q" a(t,z) =t V(t,z) € I x 90",
Ot — At =1 in I x Q° 4(0,2) =0 Vz € Q" a(t,z) =0 V(t,x) € I x 9.

Using separation of variables we obtain (see section SM1)

u(t, z1,x9) = i 41— cos(km)) (1 — cos(lm))(1 — e~ 4ty

IO 1 12) 12 sin(kzq) sin(lzg) + ¢,

k=1

a(t, 1, m0) = —u(t, 1, 72) + .
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Hence, Vi equals =V and we have |[Vul||p2(rxqouwy = 0 while ||Vl 121 xqouty > 0.
Therefore, the estimate ||V 2(rxqouwty < ||Vullp2(rxqour) does not hold, but since @
equals u—1 we can infer that | V|| 2 (1xqowt) < [|VullL2(1xqout) + V| 121 xQouty and
the data corrector @ can be estimated in terms of the data (cf. proof of Proposition 5.2).
Howewver, in specific cases the local a priori error bound may be improved.

Proposition 5.5 (Global GFEM error bound). Let u be the solution satisfying (2.2)
and let ugrem € XgrrMm be the GFEM approzimation solving (5.4). If we assume
that for each subdomain Q™ and ; > 0 there exists a w* € A" such that

1 n
a2 V(ulpygin —wi)ll 2 (1xqin)

Haévuhxﬂguf 2 (rxqeuy + | fll 2 (1x oty + [uol| 2 (oury +

(5.7)

S max{2, Cfﬂ'} Eiy

where x; and cy; are defined as in Proposition 5.2, the following error bound holds:

1
VI = uemsn)e 2201 vy + 103 V(= uarendl3a ;2o

< V10 Mout ‘_rlnaxM{C’i(cl,cQ,ﬁ,Mm,Q’:" > )max{?,cf,i}ei}

i P,
1 1
<||042VU||L2(1xQ) + 1£lz2xe) + luollz2o) + l1ufllL2(rxq) + ||0<2VUb||L2(1xQ)>.

Here, the constant C;(cy, ca, B, M™™, Qin, ¢y i) 1s given by Cy(c1, c2, B, M Qin, i) =

max { (1 + 1/3) \/QMi" (4 (cacy;/ diam(Qi™))2), (c1 4 co/ diam(Q4™))/B} and the

1 1
i = SUPy; eHin |\a2wi\|L2(1ngn)/||O<2sz‘”ﬂ(fxﬂg")-

constant ¢, ; is defined as c

Proof. The key idea is to exploit the local a priori error bound (5.7) and the fact that
the GFEM basis functions solve the PDE locally. To that end, the proof follows similar
ideas as the proofs of Proposition SM5.1 and Corollary SM5.3 in [15] and Theorem
2.1 in [10]. To additionally control the time derivative of the global error in the
L?((Varem)*)-norm, we use a (Petrov-)Galerkin orthogonality of the approximation
error and the reduced test space. A detailed proof is provided in Appendix A.3. [

Remark 5.6. Proposition 5.5 shows that the global convergence of the GFEM approz-
imation to the true solution with respect to a certain graph norm can be controlled only
by the respective local errors in the L?(H"Y)-seminorm for both the randomized setting
and the transfer eigenvalue problem (choosing €; = \/An+1,i). Moreover, it enables a
localized construction of the local ansatz spaces such that the global GFEM approzi-
mation satisfies a prescribed global error tolerance (with a very low failure probability
in the randomized setting), cf. Algorithm 3 in section SM3. We only have one global
constant, the reduced inf-sup constant 5. However, Table 1 shows that B is close
to one for our numerical experiments. Therefore, we conjecture that in general it is
possible to construct suitable local reduced spaces without knowledge about the global
computational domain 2. Furthermore, if we assume that a heat source f € L*(I,V*)
with f ¢ L*(I,L?(Y)) is given, additional orthogonality assumptions are required to
estimate the sum of local norms of f in terms of the global norm of f (cf. [13, Chapter

4)).

5.2. Computational realization of the global GFEM approximation. In the
following we outline how a global GFEM approximation may be computed numeri-
cally. To simplify the notation we assume homogeneous initial and Dirichlet boundary
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conditions. Following the notation in subsection 4.1, V}, C H}(Q) denotes a conform-
ing FE space and the approximation u, € S; ® V;, of the solution is computed by
solving

((un)e; vn)r2(rx0) + (@Vun, Vo) r2(rx) = (f,vn)2(axe)  Yon € Qr @ V.
Well-posedness of the corresponding continuous problem has, e.g., been shown in [64]
by proving the inf-sup condition and surjectivity of the operator associated with the
bilinear form. To compute an approximation of the global GFEM solution ugrrm, we
assume that for each local subdomain I x 2}, i =1,..., M, a reduced approximation
space span{x’,.. .,XNT,_,d} C St @ Vilgin of dlmensmn N’"Ed was computed using
either Algorithm 1 in subsection SM2.1 (deterministic approach based on a Krylov
subspace method) or Algorithm 2 in subsection SM2.2 (randomized approach). We
choose partition of unity hat functions ¢L;;,...,¢M, as the basis functions of the
linear FE space assomated w1th the decomposition Q = UM, Qi Then, for every
local reduced basis x4, ... ’XN"'Ed and corresponding hat functlon @by we compute

their (discrete) pointwise product denoted by XZ PU, ceey Xﬁvljgi €S ® V,f”;-yo, where

Vh,i,O = {w € Vi|gin | w = 00on 9Qi"}. To define a test space for the Petrov-

Galerkin GFEM approximation, we generate test functions i, ..., gp}wed € Qy ®V,f”},0
by computing prOJectlons of the reduced ansatz functions XZ PU, ey szlfg as follows:

Find <pj EQOVh 1<) < Nred | such that
((wn)e, ‘Pj)LZ’(Ingn) + (aVwp, V<P§')L2(1x§z;2n)
i, PU i,PU in
= ((wh)hX; )L?(Ixﬂ;i") + (avwh,VXj )LZ(IxQﬁn) Vw € 5 ® Vh,i,o-

The ansatz and test space for the Petrov-Galerkin GFEM approximation are given

GFEM .__ 1,PU 1,PU _2,PU 2,PU M,PU MPU
be A Span{X1 7"'JXNred7X1 7"’7XN£~ed7°"7X1 P Nred }and
GFEM ._ 1 2 M M 12
Vi span{gol,...,@N{m,gol,...,<pN2md,...,<p1 ""’QONH‘d'}’ respectlvely. Fi-

nally, we define u{¥EM ¢ X GFEM

((u™)

as the solution of the projected problem

VR p2(1xa) + (@Vug ™M Vo) 2 rxqy = (fivn)r2(xq) Yo, € VEFEM,

Remark 5.7 (Computational complexity). Algorithm 3 in section SM8 summarizes
the global GFEM approximation using either deterministic or randomized local basis
generation. The algorithm enables a localized construction of the local ansatz spaces
such that the global GFEM approzimation satisfies a desired global error tolerance that
is prescribed by the user.

To compute a global approrimation, we first construct M local approrimation spaces,
which has a computational complezity of O(N?+(m;+ NI +2)N, 4/3) in the determin-
istic case and O(N? + (nt+NTed+2)N4/3) in the randomized setting (cf. Remarks 4.1
and 4.2 and subsections SM2.3 and SM5.1) for i = 1,...,M. Here, N; denotes the
number of degrees of freedom on the oversampling subdomain I x Q2% m; > Nred js
the number of eigenvalues and eigenvectors computed via a Krylov subspace method,
and ny denotes the number of test vectors used in the randomized approach. We high-
light that the computations for the local bases construction are embarrassingly parallel.

12For this choice of VhGFEM we cannot guarantee stability in general, but Table 1 shows that the
inf-sup constant S is close to one for our numerical experiments. However, a well-known strategy
to ensure stability is to construct optimally stable pairs of trial and test spaces (see, for instance,
[12, 20)).
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If we employ random sampling to generate the local bases, also the computations for
each subdomain can be parallelized.

The reduced global system of size Ngrfd X Ngrfd, where N;”fd = Zf\il Nred) has a
block sparsity pattern resulting from the overlap of meighboring local subdomains and
is dense within each block. To solve the global system one can employ, for instance,
a preconditioned conjugate gradient method. The computational complexity for each
iteration of the conjugate gradient method depends on the number of non-zero entries
in the global reduced system matriz, which scales quadratically in the dimension of the
local reduced spaces and linearly in the number of local subdomains, and is thus less
than O((N;f‘i)Q), but more than O(N;fd) (for more details see subsection SM3.1).
As the matrixz resulting from the global GFEM approzimation may have a large con-
dition number, using a preconditioner is often mandatory. For more details on the
computational complexity of the global approzimation we refer to subsection SMS3.1.

Moreover, [13] provides a numerical experiment concerning the signal integrity sim-
ulation in a high frequency printed circuit board, where the dimension of the global
FEM space is approximately 65 million and a supercomputer would thus be required to
solve the global system. A localized approach as suggested here allows to tackle such
problems using common computer architectures and enables to parallel local computa-
tions.

6. NUMERICAL EXPERIMENTS

In this section we numerically analyze the approximation properties of the (quasi-)
optimal local reduced spaces and the global GFEM approximation introduced in sec-
tions 3 to 5 and demonstrate that our approach is capable of approximating problems
that include coefficients that are rough with respect to both space and time. In sub-
section 6.1 we focus on the local transfer eigenvalue problem and show the rapid decay
of the eigenvalues for two model problems with high contrast and multiscale structure
with respect to space and time. Moreover, we construct global GFEM approxima-
tions from the local reduced spaces using randomization and consider two test cases
in subsection 6.2, where one includes high contrast regarding the spatial and temporal
variables. We demonstrate that the local approximation qualities carry over to the
global approximation and that we can achieve a desired global error tolerance only by
local computations. In all numerical experiments we equip the spaces of traces on the
local oversampling boundaries with the corresponding L2-inner products weighted
with the diffusion coefficient . The complete source code to reproduce all results
shown in this section is provided in [63].

6.1. Analysis of the transfer eigenvalue problem. To analyze the transfer eigen-
value problem (3.3), we first consider a test case including high conductivity channels
with high contrast and refer to this numerical example as Example 1. We choose
I=(0,1), Q" = (0.3,0.45)?, and study different sizes of oversampling, ranging from
0.5 to 2 layers; in detail Q°% € {(0.225,0.525)2, (0.15,0.6)2, (0.075,0.675)2, (0, 0.75)2}.
We discretize the local domains with a regular quadrilateral mesh with mesh size
1/200 in both directions and the time interval by 50 equidistant time steps. For
numerical accuracy we employ in this subsection an implicit Euler time stepping.
Furthermore, we consider zero to three high conductivity channels positioned at
I x ((0.33,0.34) U (0.37,0.38) U (0.41, 0.42)) x (0,0.75), where a(t,z,y) = 103 in the
channels and «(t,x,y) = 1 else. Fig. 4 shows that the singular values of the transfer
operator first have a plateau and then decay exponentially, where the plateau is longer



18 JULIA SCHLEUSS AND KATHRIN SMETANA

10°¢
~ 107!
+
:
L> 1072
10—3
106
200 400 600 800 200 400 600 800
local basis size n local basis size n
FIGURE 4. Singular value decay for Example 1: FIGURE 5. Singular value decay for Example 1:
0, 1, 2, or 3 high conductivity channels and 1 1 high conductivity channel and 0.5, 1, 1.5, or
layer of oversampling. 2 layers of oversampling.

X 0.45 030 X 0.45 030 X 0.45 030 X 0.45 030

FIGURE 6. Eigenfunctions corresponding to v/As0 (top) and v/A101 (bottom) on Q™ at time ¢ = 0.1,
t =0.3, ¢ = 0.6, and ¢ = 0.8 (left to right) for Example 1 with 3 high conductivity channels and 1
layer of oversampling.

for a larger number of channels. This is due to the fact that the eigenfunctions corre-
sponding to the singular values located in the plateau contain most energy in the local
domain Q" and one can observe variations within the channels as exemplarily shown
in Fig. 6. The more channels, the more variations are possible. However, the exponen-
tial decay of the singular values is faster if the plateau is longer as already observed
for the Helmholtz equation in [15]. Furthermore, we see in Fig. 5 that the singular
values decay faster if we increase the number of oversampling layers, where simulta-
neously the computational costs increase. However, if we compare the eigenfunctions
corresponding to different oversampling sizes we can observe that these show very
similar dynamics. We therefore conjecture that less oversampling is already sufficient
to extract the significant modes.

Next, we investigate a model problem including multiscale structure with respect
to space and time, which we denote as Example 2. We consider I = (0,0.4), Q" =
(0.3,0.6)2, and Q% = (0,0.9)? (1 layer of oversampling). Moreover, we use a regular
quadrilateral mesh with mesh size 1/200 in both directions for the spatial discretization
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FIGURE 7. Singular value decay for FIGURE 8. Eigenfunctions corresponding to v/A200 on Q" at
Example 2: ¢ =1 vs. € = 0.01. time t=0.3 for e=1(left) vs. e=0.01(right) for Example 2.

and a step size of 1/100 for the implicit Euler time stepping. We consider a. (¢, z,y) =
10 4+ 8cos(mzx/e) + cos(nt/e) and compare the cases ¢ = 1 (only coarse scale) and
e = 0.01 (additionally including fine scale). In Fig. 7 we observe that the rapid
singular value decay is almost identical for ¢ = 1 and € = 0.01. Therefore, we can
conclude that at least for this test case we do not require a higher number of local
reduced basis functions for the approximation of the more complex problem including
multiscale behavior regarding space and time. Finally, Fig. 8 exemplarily shows that,
as expected, the eigenfunctions inherit the multiscale structure of the problem.

6.2. Global GFEM approximation with random local basis generation. In
this subsection we analyze the global GFEM approximation constructed from local
reduced spaces that were generated using randomization to enable a more efficient
computation; in detail we used Algorithms 2 and 3 in subsection SM2.2 and section
SM3.** Throughout the whole subsection we consider the time interval I = (0,0.5)
and the global spatial domain Q = (0,5)? decomposed into 4 x 4 local domains of size
2 x 2 with an overlap of size 1. We also use an oversampling size of 1. To ensure
that the CFL condition for the numerical accuracy of the space-time Petrov-Galerkin
discretization is satisfied (cf. [2]), we discretize the computational domain either with
a regular quadrilateral mesh with mesh size 1/10 in both directions and time step size
1/400 (discretization 1) or with mesh size 1/15 and time step size 1/900 (discretization
2).

We analyze two test cases: First, we consider a constant coefficient o = 1 with
right hand side f(t,z,y) = [rcos(nt) + 272 /25sin(nt)] sin(7z/5) sin(7y/5) and ho-
mogeneous initial and Dirichlet boundary conditions. Hence, the analytical solution
u(t,x,y) = sin(wt) sin(mwz/5) sin(wy/5) is known. We refer to this numerical example
as Example 3.1 (discretization 1) and 3.2 (discretization 2) depending on which dis-
cretization is used. Secondly, we investigate a model problem including high contrast
with respect to space and time in terms of high conductivity channels that are switched
on and off over time (Example 4 in the following). To this end, we define a heating re-
gion Tpeqt := 1x(0.4,4.6) % (4,4.6), a cooling region I'¢pp := Ix(0.4,4.6)x(0.4,1), and
a channel region T'cpanner := [((0,0.2) U (0.35,0.5)) x (0.6,0.8) x (1,4)]U[(0.15,0.45) x
(2.4,2.6) x (1,4)] U [((0,0.2) U (0.35,0.5)) x (4.2,4.4) x (1,4)] as depicted in Fig. 9.

13Following the notation in subsection SM2.2 and section SM3 we use a local and global failure
probability of €a1gofail = Efail = 10715 and ns = 20 test vectors. For an intense study on how the
results of the randomized algorithm depend on parameters such as the number of test vectors see
[15].
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Example 3.1 Example 4
T T T T

1071 1 n

1072 |- a1 1

1073 1 n

10—4 svd | |

5 —&— Jocal
107" [1 - - global | N
1076 I I | | | |
10° 10! 102 103 10° 10! 102
FIGURE 9. Coefficient field o L
X local basis size n local basis size n

for Example 4. White
equates to 1072 and black FIGURE 10. The slowest singular value decay, the maximum rela-
to 1 (when channel is on) or tive local error, and the relative global error. Median values over
1072 (when channel is off). 20 realizations.

[ local basissizen | 10 | 25 | 50 [ 100 | 200 | 300 | 400 | 500 | 600 | 700 | 800 ]
[ inf-sup constant 3 | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 | 0.98 | 0.95 | 0.91 | 0.87 |

TABLE 1. Global reduced inf-sup constant 5 exemplary for one realization of Example 3.1.

Example 3.1 Example 3.2
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local basis size n local basis size n

FIGURE 11. The minimum, median, and maximum relative local and global error over 20 realiza-
tions for Example 3.1 (left) versus the maximum relative local error and the relative global error
for one realization of Example 3.2 (right).

Note that the channels are switched on and off at certain time points. We assume that
a(t,x,y) =1 for (tvxay) S FheatUFcool Urchannela Oé(t,%y) = 1072 elsea f(tvxvy) =1
for (t,x,y) € Theat, f(t,x,y) = —1 for (t,z,y) € Leoor, and f(t,z,y) = 0 else. More-
over, we prescribe homogeneous initial and Dirichlet boundary conditions and use
discretization 2.

While we cannot guarantee stability of the global GFEM approximation in general,
we observe in Table 1 that for Example 3.1 the inf-sup constant g is close to one and we
thus have stability. Fig. 10 shows that the global error'# convergence is clearly guided
by the local error'® convergence, which is in turn very similar to the singular value
decay. This is in line with the predictions by theory, cf. subsection 5.1. Although we
only use 0.5 layers of oversampling for the computation of the local reduced spaces
this seems to be sufficient to yield good approximation properties and extract the

14 1 1/2 1
(1 = uFTBMY 022 )+l lun — ufFPMY 25, VY27 (2 Funll 2 ey + 1112y

15 . 1 1
‘)mlnw?e/\?,data a2 v("hllxnzin *w?)uﬂ(zxa;")/(”o” V“h|1><nfi’“t HL2(I><Q;””) + ||f”L2(1><Qg“f))
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tolgrEM. Statistics over 20 samples.

significant modes which confirms the conjecture in subsection 6.1 at least for the given
numerical examples. If we have a closer look at the results for Example 3.1, we observe
that for increasing local basis sizes n > 400 the global error behavior seems to change
as shown in Fig. 11 (left). However, this can be traced back to the coarse spatial
discretization since the result for the finer discretization employed in Example 3.2
again shows that the global errors exactly follow the local errors (cf. Fig. 11 (right)).
For the results shown in Figs. 12 and 13 we used the adaptive randomized Algorithms
2 and 3 introduced in subsection SM2.2 and section SM3'® and chose 3 equal to one
due to the results observed in Table 1. Algorithm 3 enables us to prescribe a global
error tolerance and generate an approximation that satisfies the desired tolerance with
probability (1 — ega51). In Fig. 13 we observe that in our numerical experiments the
algorithm always succeeded and the same holds true for the outcome of Algorithm 2
(cf. Fig. 12). The local'” (global*®) results are more accurate than required by about
2 to 3.5 (4 to 4.5) orders of magnitude. The former is due to the fact that Algorithm

16Since we assume that ug = gp = gn = 0 for Example 3 and 4 (thus u® = 0), we used Algorithm
3 with the improved relative global error bound 2v/ M°%t max;—1 .. M {C’i(cl,cz,,ﬁ, M, Qi”, cg‘i
max{1, Cf’i}ai} (cf. Proposition 5.5) to generate the results shown in Fig. 13.
. 1 n 1
17mmw?eA:‘=data a2 V(un —w; )HLz(IXQz:")/max{Z ctit(laz vuh“[,2(1><ggut> + Hflle“XQ?ut))

1 1/2 1
8 (lun — ST, 125 gy + Nad V(= u§TEM 2, 2/ (o} Vunll g2y + 112 )
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2 constructs local spaces that have better approximation properties than required,
where the latter is additionally caused by the pessimistic global a priori error bound
(cf. Proposition 5.5) that is employed to calculate local error tolerances from the
prescribed global error tolerance in Algorithm 3. Finally, Fig. 14 shows the sparsity
pattern of the global reduced system matrix, where the block sparsity structure results
from the overlap of neighboring local subdomains.

7. CONCLUSIONS

We have proposed local space-time ansatz spaces for linear parabolic PDEs that
are optimal in the sense of Kolmogorov [47] and can be used in domain decomposition
and multiscale methods. The diffusion coeflicient of the PDE may be arbitrarily rough
with respect to both space and time. The optimal local spaces are spanned by the left
singular values of a compact transfer operator that acts on the space of local solutions.
Moreover, we have employed a space-time GFEM to couple the local ansatz spaces
and construct an approximation of the global solution. Furthermore, we have derived
rigorous local and global a priori error bounds. In particular, we have shown that
the global approximation error in a suitable graph norm can be bounded only by the
local approximation errors in the L?(H?!)-seminorm. Finally, we have proposed an
adaptive algorithm for the localized construction of the local ansatz spaces such that
the global GFEM approximation satisfies a desired global error tolerance.

The numerical experiments demonstrate a very rapid and exponential decay of the
singular values of the transfer operator and the local and global approximation errors
for problems with high contrast or multiscale structure regarding both the spatial
and the temporal variable. Since in addition no time stepping procedure is required,
the computation of the global approximation is very efficient. For a multiscale test
case we have observed that the singular values of the transfer operator seem to be
independent of the size of the parameter € that determines the periodicity of fine-scale
variations in the diffusion coefficient. We conjecture that this result transfers toe — 0
at least for the considered test case. Moreover, we have observed that the global error
convergence is clearly guided by the local error convergence as predicted by theory.
Our numerical experiments have shown that the global reduced inf-sup constant is
close to one and we thus have stability at least for the considered test cases.

For future applications it is favorable to investigate numerically more efficient dis-
cretization techniques such as low rank tensor formats (cf. [34] and references therein).

APPENDIX A. PROOFS

A.1. Proofs of subsection 3.2. In the remainder of this subsection we denote
the L?(Q") inner product by (-,-)in := (-,-)r2(qin) and the dual pairing between
H}(Q™) and its dual space H(Q") by ( Vin = (*,")H1(qin). Analogously, we
define ( y ‘)out = ( )L2(Qaut) and < > =

Proof of Proposition 3.1 (Parabolic Caccioppoli inequality). Since w is contained in
Hout, we have that [ (wi(t), v)our 9(t) dt + [ (@Vw(t), V0)our @(t) dt = 0 for all
v € HH Q) and ¢ € C°(I). As p € C§°(I) is chosen arbitrarily the fundamental
lemma of calculus of variations yields that for almost every ¢t € (0,7

(A1) (wi(t), V) out + (@VW(t), V) our =0 Vv € Hy (Q°U).

(s >H1(Qout)
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Let n € C}(Q°%) denote a cut-off function with the following properties: 0 < n < 1,
n =1in Q" and |[Vy| < }. Additionally choose t* € (0,T] arbitrarily. In the
following we want to use wn? as a test function. However, we cannot apply partial
integration in time since the function w is contained in L?(I, H!(Q°%)), but not in
L3(I, H} (Q°%)). We therefore approximate wn € L?((0,t*), Hi (2°%)) by a sequence
(Wn)pen © C§((0,¢%), HE (2°9)) such that w, ——— wn in L2((0,t"), HE(Q°4))
(to simplify the notation we omit the restriction w|(g ¢+)xqout). Then, we have that
wy () € HE(Q%) for almost every ¢ € (0,¢*) and each n € N and (wy(t), wy (£)0) out +
(Aqw(t), wn (t)n) out = 0 for almost every t € (0,t*) accordmg to (A.1). Consequently,

integrating over time yields fo (wi(£), wn (B)N) out dt + fo (Aqw(t), wn(t)N) out dt = 0
for each n € N. Since 1 does not depend on time, we can infer that

/0 (w0 (£), wn (£ et = — / *<w<t>7<wn<t>n>t>outdt=— / (Wt (wn (1)), et
- / (w())e, wn (D)) ouedt = / (we(£), wn () ot
0 0

This implies that [ (wy(£)1, wa(t))out At + f{ [y @V ()Y (w,(£)n) dt = 0. As
w, —=2 wn in L2((0,t*), H (Q°%)) the sequence especially converges weakly in
L2((0,t*), Hi (Q2°4t)). Hence, we can conclude that

t* t*
/ (s (67, w ()Y o it + / / V() 2n? + 2aVw(t) w(t) nVn dt = 0.
0 0 Qout

Finally, we apply partial integration in time and exploit w(0) = 0 in L?(Q°%) to obtain

t* X *
S w0, w(Enout dt = L2 oy — 310022 gy = S0t ]2 g
By applying the Cauchy-Schwarz and Young’s mequahty we have that

-
Hw(t*)n\liz(mm)Jr/o /Qfa|Vw 2dt<4/ /Qt )% Vn|2dt.

By exploiting the properties of the cut-off function 7 we infer that

4041
L2((0, t*)XQLn) Qout

Bounding each term in (A.2) by 521 ||wHLQ(IXQW and taking in both inequalities the

(A2) w(t?)

Qin L2(Qm ‘|'||042 V(w|o, t*)me)

supremum over all t* € (0, T] yields the estimate. O

Proof of Lemma 3.2 (Regularity). Let a function w € H™ be given. Employing par-
tial integration in time, we have that

/, (wit) + Aaw(t), vp(t))imdt =0 Vv € HY(Q™), ¢ € G (D).

Here, the linear operator A, : L?(I, H*(Q")) — (L2(I, H}(Q™)))* = L2(I, H~1(Q™)),
(Aqw)(t) := Ay (w(t)), is induced by the linear operator A, : H'(Q") — H~1(Q"),
(Aqw,v)in = [ aVwVo. Since the space {vp | v € HFH(Q™), ¢ € C°(I)} is a
dense subspace of L2(I, H}(Q™)), we apply the Hahn-Banach theorem to infer that

w; + Aqw = 0 in L2(I, H~1(Q™)).

It follows that w; € L?(I, H~1(Q™)). The result for H°** can be shown analogously.
(]
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Theorem A.1 (Compactness of transfer operator). The transfer operator P : B4t —
H™ introduced in (3.1) is compact.

Proof. Let (wy)ren C B denote a sequence that is bounded with respect to [[||[[, -
Consequently, the sequence (wg)ren := (H (1)) ren € HO% is bounded in L2(1, H(Q°%)).
Then, there exists a subsequence (wy, )ien that converges weakly to a limit function

w € L2(I, H'(Q°4)). Next, we show that w € H°“!. The weak convergence yields

— [ (w(t),0)our i (t) dt + [,(aVw(t), V)ous ¢(t) dt = 0 since we have wy, € H"* for
every | € N. Exploiting arguments completely analogous to the proof of Lemma 3.2,

we obtain w; € L2(I, H~1(Q°%)), thus w € Wh22(1, HY(Qout), H~1(Q°))1? and
thanks to the embedding W122(I, HY(Q°u), H~1(Q°%)) — C°(I, L*(Q°"!)) we have

w € L®(I,L?(Q°4)). It remains to show that w satisfies homogeneous initial condi-
tions. For v € H} (2°%) and ¢ € C§°(I) we infer that

/ (i (1), Vyourp(t)dt = / (w(t), 0) puy 22(D)dE
I I

= lim — [ (Wi, (t),0),,; @e(t)dt = lim [ ((wg,), (t),v)ourp(t)dt.

l—o0 I l—o0 I

Exploiting the density of {vy | v € H}(Q°), » € C(I)} in L3(I, H}(Q°%)) thus
yields that ((wg,),)ien converges weakly-* to w; in L*(1, H~(Q2°“%)). Choosing test
functions v € H}(Q°%) and ¢ € C>°(I) satisfying ¢(T) = 0 we can conclude

((0)0) e 9(0) == [ (0 0)u 9001t~ [ (1(0).0) s (8

I I
= Jim = [ @ (®)0)ue 0 = [ (a0), (00D )
= lim (wy, (0),0),,, ¥(0) = lim (0,v),,, ¢(0) = 0.

As (0) is arbitrary and H}(Q°"!) is dense in L?(Q°%) it follows that w(0) = 0 in
L?(Q°%t). Hence, the limit w is an element of H%.

As (wg, )ien is bounded in W122(1, H(Qout), H=1(Q°u")) thanks to Lemma 3.2,
the compactness theorem of Aubin-Lions [65, Corollary 5] then yields a subsequence
(wk,, )men which converges strongly to w in L*(I, L*(Q°"")) due to the uniqueness

. . . . e t
of weak limits. Considering the error sequence (ex, )men := (W, — W)men € H*,

we thus have that ey, S0, 0 in L2(1, L2(Q°%)). Since each ek, 1s contained in

H"!, the parabolic Caccioppoli inequality (3.2) yields [|a? V(ey, |rxam)1Z2(rqimy <

S8ai 2 m—r 00 . ) m— 00 o in
52t lleny,, 1727 xqoury — 0 and we obtain wy,  [rxoin —— wlrxqi in H™. O

Proposition A.2 (Parabolic Poincaré inequality). There exists a constant c;” >0
such that for all functions w € H™"

(A3) ||'I,U||L2(I7L2(Qin)) < C;;)" ||V1,U||L2(I7L2(Qin)).

An analogous result holds for functions in Hout.

Similar parabolic Poincaré inequalities can, for instance, be found in [4, Theorem
2.2], [44, Lemma 2.5], and [70, Lemma 3]. However, the idea of the proof of inequality
(A.3) is guided by the proof of the (elliptic) Poincaré inequality (see [27, Theorem 1,
section 5.8]).

Recall that W1H22(1, H (Q0ut), H=1(Q0%)) := {u € L2(I, H (Q°%)) | uy € L2(I, H~1(Qo41))}.
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Proof. We provide the proof for the case of a function w € H", the case w € H°"
follows analogously. First, we derive an auxiliary result which demonstrates that a
function in H® that is constant in space for all time points is zero. In a second step
the parabolic Poincaré inequality is proved by contradiction.

Let w € H™ satisfy Vw = 0 almost everywhere in Q" for almost every t € I.
Since we have w € H™, it follows that w; = 0 in L?(I, H=*(2)). Consequently, w is
constant in space and time. Thanks to the homogeneous initial values prescribed for
functions in H™, we obtain w = 0 almost everywhere in Q%" for almost every ¢ € I.

Subsequently, the inequality is proved by contradiction as follows: Suppose the
assertion of the lemma is false. Then for all £k € N we can find a function wy €
H™ satisfying |wil|2(1 2(0iny) > k[[Vwkllz2(1,02(0iny). Without loss of generality
we can moreover suppose that [[wgl|z2(r r2(qiny) = 1 for all k € N.2° We therefore
have ||Vwg|lr2(r,r2(in)y < 3 for all k € N. Hence, the sequence (wi)ren € H™
is bounded in L?(I, H'(2)) and there exists a subsequence (wy,)ieny and a limit
w € L2(I, H (™)) such that wy, 120w in L2(I, H'(Q")). Following completely
analogous arguments as employed in the proof of Theorem A.1 we can exploit this weak
convergence to infer that w € H¥". Furthermore, the arguments employed in the proof
of Theorem A.1 additionally yield a subsequence (wg, )men Which converges strongly
to w in L?(1, L*(Q2")). Moreover, the subsequence (Vwy, )men of gradients converges
strongly to 0 in L2(I, L?(Q")) by construction. We can thus infer that Vw = 0 and
wy, =% win L2(I, H(Q")). Since w € H™ satisfies Vw = 0 almost everywhere
in Q™ for almost every ¢ € I, the auxiliary result verified in the first step of this proof
yields w = 0 almost everywhere in Q™ for almost every ¢t € I. However, this is in
contradiction to Hw”LQ(I,LZ(Qin)) = ’IY}E}I})O Hwklm HL2(17L2(Qin)) =1. (Il
A.2. Proofs of subsection 3.3.

Proposition A.3 (Parabolic Caccioppoli inequality). For a function w € H°4t and
thus w|rxqin € H™ the following estimate holds:
8 (6751

1
||w|Ime||2Loo(1,L2(QM)) + ||a2V(whxmn)||2L2(1,L2(Qm)) < >z Hw||i2(I,L2(wa))'

Proof. The proof follows from analogous arguments as employed in the proof of the
parabolic Caccioppoli inequality (3.2) (see Appendix A.1), considering a cut-off func-
tion n € C1(Q°*) with the properties 0 <7 < 1,7 = 11in Q™ 5 = 0 on 9Q°“!NQ, and
[Vn| < % in QoU!. Moreover, we choose 1 = 1 on 9Q™ N 9 if G N IQ“ N IQ # O
and 1 = 0 on 992°%t N 9N else. O

Proposition A.4 (Parabolic Poincaré inequality). There exists a constant c;" >0
such that for all functions w € H™

||w||L2(I’L2(Qm)) § C;n ||V'LU||L2(I}L2(QML)).
An analogous result holds for functions in HOU.
Proof. The proof is analogous to the proof of the Poincaré inequality (A.3). O

Theorem A.5 (Compactness of transfer operator). The transfer operator P : Bt —
H™ introduced in (3.6) is compact.

200therwise we consider the normalized sequence (Vk)pen = (wk/H'LUk;HLQ(I’L2(Qin)))

Hn.

c
kEN
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Proof. The proof is analogous to the proof of Theorem A.1. O
A.3. Proofs of subsection 5.1.

Proof of Proposition 5.2 (Local a priori error bound). First, we define a function in
Am™data guch that we can use Assumption (5.5), similar to the proof of Proposition
SM5.2 in [15]. Subsequently, we bound the remaining terms by the data (cf. the dis-
cussion in Remark 5.4). We provide the proof for subdomains located at the boundary
of Q. For subdomains located in the interior the proof is slightly easier. We define
the following function w™ € A™data;21

n
(A4) w" = Za,;xi +Uf|IXQm +ub‘IXQm.
i=1

Here, we assume without loss of generality that u/|;,qin and y; are orthogonal with
respect to the ((-,-));n inner product. The coefficients ay, ..., a, € R will be identified
below. Since u|;xqout solves (P°“!), u|;xqout can be decomposed in the following way

b t
(A5) U|I><Qout = ’U,f +u |I><Qout + u’ 5
where u°%t € H°u. Consequently, for u|;4qin we have that
_ . b . in
Ulrxqin = |rxqin +0°|rxgm +u',

where u'" = P(u°“|1ygqout) = u®*| ;5 qin € H'™. Therefore, we can conclude
n
Nl xqin = w"lin = 1P| 1xo00u) = Y aixillin-
i=1

We then choose Y| a;x; as the best approximation of P(u®"!|[xgqout) in A™ and thus
define a; := ((u°*|rxa00ut, 0i|1xoq0ut ))out, Where @1, ..., @, are the eigenfunctions of
the transfer eigenvalue problem. Assumption (5.5) then yields

1P (u [ 1xa0on) = 305y (U 1x 000w, Pilixo00w ) out Xilllin

<e
lueut |1 x aout [[lout

Thus, we can so far conclude that
1 1
||Ck2 V(U‘IXQW — wn)||L2(I)L2(Q1n)) <eg ||a2 vH(uout|[XaQout)||L2(17L2(Qout))
1
=& ||Ol2 V’LLOUt||L2(I7L2(Qnm,)).
Th?nks to (A.5), it holdls that ||a%Vu°“tHL2(1XQmM) < ||Oé%vu|1><ﬂout||L2(I><Qout) +
azZVu'! ||L2(1xqout) + ||002 VU | [ xQout || L2 (Tx Qout). UsIng the density of (v RS s
Vul ( ) Vub ( y- Using the densit f {vp Voout
0 € CS(I)} in L2(I, VP t)?2, the Cauchy-Schwarz and Young’s inequality, we obtain

1
/1 (ud (1), 0! ()wger dt + 03Vl 227 cgpour

:/I ((f(t), ul (t)>L2(Qout) — (uf(t), ul (t))LZ(Qout) — (aVu”(t), vu! (t))L2(Qout)) dt

1 1 1, 1
§§(Cf||f||L2(Ivauf)+Cf||u?||L2(1vauf)+HOZ2 v“b||L2(Ixfzwt))2+§||C’f“ YVl |22 (1x 000ty

b

21, simplify the notation we omit the subscript 7. For the definition of uf or u? see subsection 3.3.

22Note that Veut .= {w € H(Q°") |w = 0 on 8Q°** N (QU Zp)}.
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where the constant cy is given by ¢y := ||uf||L2(IXQoqbt)/||a%VufHLz(IXQm). Since we
have f{uf (). (1)) gt = 307 (T) 2oy — 07 (O)Zaggpy) > S 3
we can conclude that HOZ%VUOUtHLZ(IXQout) < maX{2,Cf}(||a%vu|j><goutHL2(IXQout) +

1
||f||L2(I><Q‘7“") =+ ||UO||L2(Qou,t) =+ ||ug||L2(IXQout) + ||Oé2 Vub”Lz(IXQDM)). O

Proof of Proposition 5.5 (Global GFEM error bound). First, we use a (Petrov-)Galer-
kin orthogonality of the global approximation error and the reduced test space to
bound the time derivative of the global error in the L?((Vgrem)*)-norm in terms
of the global error in the L?(H!)-seminorm. Subsequently, we introduce a function
in Xgrem that is adapted for exploiting the local a priori error bound (5.7). To
finally make use of the latter, we exploit that functions in XqpgMm solve the PDE
locally. Since {vp | v € V, p € C§°(I)} is dense in L?(I,V), we note that for any
v € Varem C L2(I7 V)23

((u —ugreM)t, V) L2(1,v) = —(aV(u — ugrem), V) 12(1,12(Q))
(A.6) 1
< [le2V(u — ugrem) || L2(1,L2(2)) IVl L2 (1,v)-

. 1
Therefore, we obtain ||(u — UGFEM)t||L2(I,(VGFEM)*) S ||a2 V(U - uGFEM)HL?(I,L2(Q))~
By using the triangle inequality we have that for any w € XgreMm

1
\/H(u - uGFEM)t||2L2(I7(VGFEM)*) + ||Ol2 V(u - UGFEM)||%’2(I’L2(Q))
1
<V2jazV(u— ucrem) || L2 (1,22 (2))

<V2 (la2 V(u — w)l| 21,220 + 02 V(ugrem — )| r2z,02(9)))-

Assumption (5.3) regarding inf-sup-stability and (A.6) yield

| V (ugrem — w)l|z2(1,22(Q))

< l sup ((ugrEM — U/)taU>L2(I,V) + (aV(ugrEm — w), vU)Lz(I,LZ(Q))
o vEVGFEM ”U”L?(I,V)
1 U— W), V + (aV(u —w), Vv
A7) =L up ( Je:v)r2(,v) + (@V( ), V) L2(r,2(2)
B vEVGFEM ||U||L2(I,V)
In the following we choose w := Zf\il Y;w) € Xgrem with local approximations
w € A a5 introduced in the proof of Proposition 5.2 (see (A.4)). To be able

to exploit the local a priori error bound (5.7), we bound the first term in (A.7) by
the sum of local L?(H*')-seminorms of u — w. To employ that u — w solves the PDE
locally, we approximate v € Vgrem € L2(I, V) by a sequence (vy)ren with vy, == 5.0y,

v € C§°(I), and 0, € V, such that vy, N L?(1,V). It follows that

M
((u—w)¢, v) 2(1,v) :kliﬁrgO ((u—w)¢, ve) L2(1,v) :klggo §<wi(u|lxgz;n — Wi )¢, Vk) L2(1,V)-

23Recall that V := {w € H'(Q) |w =0 on Sp} with || - ||y = ||a% Nz + ||oz%V- l2(q)-
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Since u|;qin —w? € HI™ (cf. (A.4) in the proof of Proposition 5.2) and 1; € C1(Qi")
does not depend on time, we obtain

<¢i(u|1xmn — W)ty V) L2(1,V)

(%(u\lxﬂm —w; ) (v k)t)L2 (IxQ) = (u\fxszgn - (% Ukt )L2 (IxQin)
— (aV(ulrxqin = wi"), V(¥i vk)) L2(1,22 (i)
= (aV(ulrxqin — wi'), V(¥ vk)) 2(1,2(02))
k—o0
= — (aV (ulrxqin — wi'), V(¥iv)) L2(1,2(02))
1
<lazV(ulrygin — wi)llL2(1,02(in) ||042V(1Pz V)|l z2(1,L2(9))-

Furthermore, the properties of the partition of unity (5.1) yield
||CV%V(¢W)||L2(1,L2(Q)) < ||04%V¢WHL2(1,L2(Q)) + ||0!%1/1¢VU||L2(1,L2(Q))
. in 1 1
< e/ diam(2") |2 || p2(1,22()) + c1lla2 Vol L2112 ()
= (c1 + c2/ diam(2;"))[|v[| 221, v)-
Consequently, we may infer that

((u— w)tav>L2(l7v)
M
: n 1 n
< Z (c1 + c2/ diam ("))l V(ulpqin — w])| 221,22y V]| L2(1,v)-
i=1

As an intermediate result we therefore obtain

\/H(u - uGFEM)tH%Q(l,(VGFEM)*) + HOZ%V(U - UGFEM)H%2(LL2(Q))

<2 [(1 +1/8) la® V(u — w)| r2(r, 220

M
: in 1 n
+1/8Y(e1 + eo/ diam(4)) [0 ¥ (ulasn = w!) | 2r 12(0im) |

i=1

Exploiting the definition of w, Young’s inequality, the Cauchy-Schwarz inequality, the
overlap condition, and the properties of the partition of unity, it follows that

M
1 1 n
lod ¥ (u = w3 s oy = ot ¥ (3 bilulrap = wi)) F20r.220a

i=1

M
Z 2 (Vihi(ulpxqin — wi') + iV (ulxqim — w?))”%?([,ﬂ(n))

i=1

M M
1 1
<2 Z 2Vi(ulrxqin — Wi F2(rxey + 21 ZQQWV(U\IXWH — w7210
i—1 i—1
M
i 1 1
<2M™ Y (a2 Vai(ulreqm = w72 (rqm + a2V (ulreaim = w17 (qim)
=1

M
in : in 1 n 1 n
<2M Z ((ca/ diam(2™))?[|a2 (u — w] )Hiz(zxggn) + ¢t a2V (u—w] )||iz(1x9§n))~
i=1
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Since u|jyqin —wl € HI", we infer analogously to the proof of the parabolic Poincaré
inequality (Propositions A.2 and A.4) that there exists a constant cj; > 0 such that

1 1
|z (U|1x9;3" - w?)”m(l,mmgn)) < cpi ||042V(U\Ixﬂgw - w?)HLZ(l,L%Qf"))‘

We can finally employ Assumption (5.7) and obtain

1
o3 ¥l e — ) g i

< 5 max{2,cs;}?e?,

1
Hazvuhxﬂg“’t |%2([XS)?ut) + ||f||%2(]><ggut) + ||u0|‘%2(szgut) +*12

where the constant ¢y, is defined as ¢y ; := ||ulf||L2(Ixﬂquf,)/||a%Vu{”LQ([Xmut) and
*; is given by %; = [|ug|| 2 (rxqouty + ||a%vub”L2(I><Q§”‘f) if 999" NI # () and x; =0
else. Exploiting the overlap condition (5.2) it follows that

M
1
D llaF VulapillZa s + 1172 xage + ol Fa g + %]
=1
1 1
< M ([|la 3 VulFa a1 1F20x ol HIud 2 1oy Hlle? Vel ) -

Finally, we have

1
\/H(U - uGFEM)tHQLQ(I,(VGFEM)*) + ||OtZV(’U, - UGFEM)||%2(I)L2(Q))

< V10 Mout ‘_IPaXM{Ci(Cl,C27/B7Min,QZ- c® )max{?,cf,i}si}

i TP
1 1
(”O‘ZVUHL?(IXQ) + L2y + luollz) + 1ufll 2 (rxa) + ||Oé2vub||L2(IxQ)),
where the constant C;(c1, ¢, 8, M™, Qin, ¢y ;) is given by C;(c1, c2, B, Min Qin cni)i=

max { (1 + 1/5)\/2Mi" (3 + (@c&#diam(@ﬁ”)ﬁ), (c1 + co/ diam (™)) /B}. O
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