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Abstract. We consider a Stark Hamiltonian on a two-dimensional bounded domain
with Dirichlet boundary conditions. In the strong electric field limit we derive, under
certain local convexity conditions, a three-term asymptotic expansion of the low-lying
eigenvalues. This shows that the excitation frequencies are proportional to the square
root of the boundary curvature at a certain point determined by the direction of the
electric field.

1. Introduction

1.1. Physical motivation. There has been a lot of theoretical and experimental work
on the properties of quantum confined semiconductor devices. These systems exhibit
interesting features that may find applications in nano-technology (see e.g. [9, 10]).
Physically, the confinement may be achieved through an interface with the vacuum or
an hetero-junction, i.e., by interfacing the semiconductor with an isolator or with another
semiconductor of larger gap [9]. The most prominent semiconductor devices are the so-
called quantum wells, quantum wires and quantum dots, where the material is confined
in one, two and three orthogonal directions, respectively. In the presence of symmetry
along the non-confined directions the description of the system is reduced to the study of
a Hamiltonian in dimension one, for quantum wells, and in dimension two for quantum
wires (see e.g., [9, Chapter 8]).

An interesting phenomenon is the behavior of the energy levels of the system when
a uniform electric field is applied; this is known as the quantum confined Stark effect
[16] (see also [19] and references therein). In a simplified model one may consider in-
dependently electrons or holes. Then, in the so-called effective mass envelope function
approximation [17], the effective Hamiltonian describing the quantum confined Stark
effect is formally given by

´
~2

2m
∆` qF ¨ x` Vconf , (1.1)

where ~ is Plank’s constant divided by 2π, m ą 0 is the effective mass of the electron
(or hole), ´q is the charge of the particle (electron or hole), F is the electric field, and
Vconf is some confining potential. In the simplest case one models the confining potential
as infinite potential walls, i.e., one considers the first two terms of the Hamiltonian in
(1.1) restricted to the domain of confinement with Dirichlet boundary conditions. The
quantum confined Stark effect modeled as in (1.1) with Dirichlet boundary conditions
have been considered, for instance, in [5, 16] for quantum wells, in [21, 23, 25, 22, 14, 10]
for quantum wires, and in [24, 19] for quantum dots.

In this work we are interested in the study of the low-lying eigenvalues of the following
two-dimensional Hamiltonian restricted to an open set Ω Ă R2:

H “ ´
~2

2m
pB2
x ` B

2
yq ` qFx , (1.2)

acting on a dense subspace of the square integral functions L2pΩq with Dirichlet boundary
conditions. This is a model Hamiltonian to describe the energy levels of a quantum wire
with cross section Ω in the presence of an electric field perpendicular to the non-confined
direction. Notice that we have chosen coordinates such that F is parallel to the x-axis.
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The low-lying eigenvalues of this operator have been studied, partially numerically, for
different geometries in several papers such as in [21, 23] for squares, in [25] for rectangles,
in [22, 14, 18] for disks, and in [10] for annuli.

From now on we will work with domains satisfying the following conditions, see Fig-
ure 1.

Assumption 1.1. The set Ω is open, bounded, and connected. We assume that there
exists a unique point A0 P BΩ such that the first component of A0 is given by

xmin “ inf
px,yqPΩ

x “ min
px,yqPΩ

x .

We also assume that BΩ is smooth near A0, and that the curvature at A0, denoted by
κ0, is positive.

Let us describe the notion of curvature we use in this paper. Consider a smooth
counterclockwise parametrization s ÞÑ γpsq by arc-length of the boundary near A0 “

γp0q. If npsq is the outward pointing normal to BΩ at γpsq, the curvature κpsq at γpsq is
defined through the relation γ2psq “ ´κpsqnpsq. We have κp0q “ κ0 ą 0.

Figure 1. The domain Ω.

Then we can provide a three terms asymptotic expansion for the individual eigenvalues
of H in the limit of strong electric fields. Our main result, Theorem 1.2, implies that for
qF ą 0 the n-th eigenvalue of H behaves in the limit of strong electric field as

En “ qFxmin `

ˆ

pqF~q2

2m

˙

1
3

z1 ` pn´
1
2q~

ˆ

qFκ0

m

˙
1
2

` OpF 1{3q , (1.3)

where z1 « 2.338 is the absolute value of the smallest zero of the Airy function.
In particular, we find an interesting behaviour of the energy splitting in terms of the

geometry of Ω which is proportional to the F 1{2. Such an equidistant splitting for the
eigenvalues in the strong electric field regime has been observed in [14] for disk shaped Ω
using partially numerical methods (see Figure 7 from [14]). However, its dependence on
the curvature does not seem to have been reported before. Heuristically the third term
in the expansion may be explained as follows: under a strong electric field the particle is
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pushed towards xmin and behaves as an harmonic oscillator in the direction perpendicular
to the field with elastic constant proportional to the curvature at xmin. Let us mention
here that a physics-oriented paper is in preparation. Our first investigations in this
direction suggest that the spectral splitting (1.3) might be experimentally accessible.

1.2. Main result. Let Ω be as in Assumption 1.1. Notice that by factorizing qF ą 0
in the expression of H in (1.2) we have

Lh :“ pqF q´1H “ ´h2pB2
x ` B

2
yq ` x , h “

~
?

2mqF
. (1.4)

We define Lh as the unique self-adjoint operator defined through the quadratic form

Qhpϕq “ h2

ż

Ω
|∇ϕpxq|2 dx`

ż

Ω
x |ϕpxq|2 dx , ϕ P H1

0 pΩq .

The operator Lh has domain contained in H1
0 pΩq and acts as in (1.4). This is the

Dirichlet realization of the Stark Hamiltonian. We want to describe the first eigenvalues
of this operator in the limit hÑ 0. We obtain (1.3) from the following result. Denote by
pλnphqqně1 the eigenvalues of Lh in increasing order, where each eigenvalue is repeated
according to its multiplicity.

Theorem 1.2. Let n P t1, 2, . . . u. Then, we have as hÑ 0

λnphq “ xmin ` z1h
2
3 ` hp2n´ 1q

c

κ0

2
` Oph

4
3 q .

Remark 1.3. Various extensions of our main theorem can be considered.
i. It is possible to prove asymptotic expansions in powers of h1{6 of the low-lying

eigenvalues by using a formal series analysis.
ii. In our generic geometric situation, we could even prove that the eigenfunctions admit

WKB expansions.
iii. Our strategy may be adapted to deal with a finite number of non-degenerate minima,

and it would even be possible to investigate tunnel effects when these minima have
symmetries.

The proofs of such extensions can be adapted from a recent literature developed in the
context of the Born-Oppenheimer approximation (see for instance [20, Chapter 11], or
the generalizations [13, 15], and also [11] where tunnelling estimates are also considered).

Remark 1.4. If we replace the potential x by ix in the Hamiltonian and one looks at the
real part of the eigenvalues the second term in the asymptotic expansion has a factor 1{2
(see e.g., [7, 12, 4, 1]). Concerning the analysis in the case of imaginary electric fields,
the reader might also want to consider [8, 2, 3].

The rest of this article is organized as follows: In Section 2 we show that low energy
eigenfunctions and its derivatives are exponentially well localized around xmin. We use
this to find an effective Hamiltonian ĂMh, whose low energy eigenvalues are those of H
modulo an exponentially small error, this is done in Section 3. This operator is expressed
in tubular coordinates and acts on a tiny domain around xmin with Dirichlet boundary
conditions. In the last section we provide asymptotic upper and lower bounds for the
eigenvalues of ĂMh.

2. Localization near the potential minimum

The following proposition states that the eigenfunctions associated with the low-lying
eigenvalues are localized in x near xmin.
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Proposition 2.1. Let M ą 0. There exist ε, C, h0 ą 0 such that, for all h P p0, h0q, for
all eigenvalues λ such that λ ď xmin `Mh

2
3 , and all corresponding eigenfunctions ψ,

ż

Ω
eε|x´xmin|

3
2 {h|ψ|2dx ď C}ψ}2 , (2.1)

and
ż

Ω
eε|x´xmin|

3
2 {h|h∇ψ|2dx ď Ch2{3}ψ}2 . (2.2)

Proof. We write the Agmon formula, for all ψ P DompLhq and all bounded Lipschitz
functions Φ:

xLhψ, e
2Φ{hψy “ Qhpe

Φ{hψq ´ }eΦ{h∇Φψ}2 .

Let ψ be an eigenfunction corresponding to an eigenvalue λ ď xmin `Mh
2
3 . We get

ż

Ω
h2|∇eΦ{hψ|2 ` px´ λ´ |∇Φ|2q|eΦ{hψ|2dxdy “ 0 , (2.3)

and thus
ż

Ω
h2|∇eΦ{hψ|2 ` px´ xmin ´Mh2{3 ´ |∇Φ|2q|eΦ{hψ|2dxdy ď 0 . (2.4)

Now, we choose Φ “ ε|x´ xmin|
3{2 and drop the first term above to get that

ż

Ω

ˆˆ

1´
9

4
ε2

˙

px´ xminq ´Mh2{3

˙

|eΦ{hψ|2dxdy ď 0 .

We take ε such that 1´ 9
4ε

2 ą 0 and fix R ą 0 such that
ˆ

1´
9

4
ε2

˙

R´M “ 1 . (2.5)

We write
ż

|x´xmin|ěRh2{3

ˆˆ

1´
9

4
ε2

˙

px´ xminq ´Mh2{3

˙

|eΦ{hψ|2dxdy

ď ´

ż

|x´xmin|ăRh2{3

ˆˆ

1´
9

4
ε2

˙

px´ xminq ´Mh2{3

˙

|eΦ{hψ|2dxdy ,

and get (using (2.5)):

h2{3

ż

|x´xmin|ěRh2{3
|eΦ{hψ|2dxdy

ď

ż

|x´xmin|ěRh2{3

ˆˆ

1´
9

4
ε2

˙

px´ xminq ´Mh2{3

˙

|eΦ{hψ|2dxdy

ďMh2{3

ż

|x´xmin|ăRh2{3
e2Φ{h|ψ|2dxdy ď Ch2{3}ψ}2 .

This proves (2.1). Next we prove (2.2). First observe that repeating the calculation
above without dropping the first term in (2.4) we get that

ż

Ω
h2|∇eΦ{hψ|2dxdy ď Ch2{3}ψ}2 .

Next, fix 0 ă ε̃ ă ε. We have that

eε̃|x´xmin|
3
2 {hph∇ψq “ ´3ε̃

2

?
x´ xmin e

ε̃|x´xmin|
3
2 {hψ ` h∇

ˆ

eε̃|x´xmin|
3
2 {hψ

˙

.

Using the triangle inequality, (2.3), (2.1) and the estimate

sup
tě0

?
t e´pε´ε̃qt

3
2 {h ď Ch

1
3 ,
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we complete the proof of (2.2). �

We denote by ABpA0, ηq the complement of the open disc BpA0, ηq.

Corollary 2.2. LetM,η ą 0. There exist cη, Cη, h0 ą 0 such that if h P p0, h0q, then any
eigenfunction ψ corresponding to an eigenvalue λ ď xmin `Mh

2
3 satisfies the estimates

ż

ΩXABpA0,ηq
|ψ|2dx ď Cηe

´cη{h}ψ}2

and
ż

ΩXABpA0,ηq
|∇ψ|2dx ď Cηe

´cη{h}ψ}2 .

Proof. The set ΩXABpA0, ηq is compact. The map ΩXABpA0, ηq Q px, yq ÞÑ x´ xmin is
continuous and positive, thus it has a positive lower bound. The conclusion follows from
Theorem 2.1. �

3. Tubular coordinates and localized operator

We can now reduce our investigation to a neighborhood of A0.

Figure 2. The local tubular coordinates

3.1. Tubular coordinates. We use tubular coordinates in a neighborhood of A0 (see
for instance [6]). Due to Assumption 1.1 there exist δ1, δ2 ą 0 such that (see Figure 2)

Wδ “ p´δ1, δ1q ˆ p0, δ2q Q ps, tq ÞÑ τ ps, tq “ γpsq ´ tnpsq P τ pWδq

induces a diffeomorphism. Here, n is the outward pointing normal and γ is the natural
length-parametrization of the boundary BΩ; we set γp0q “ A0. Denoting by θpsq the
turning angle at the point γpsq P BΩ we may write npsq “ pcos θpsq, sin θpsqq, the tangent
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vector γ 1psq “ p´ sin θpsq, cos θpsqq, and the curvature κpsq “ θ1psq. The Jacobian of
τ “ pτ1, τ2q “ τ1e1 ` τ2e2 is given by

mps, tq “ 1´ κpsqt . (3.1)

We fix δ2 ą 0 so small that the map τ induces a local diffeomorphism between a rectangle
and the tubular neighborhood of the boundary. In view of the definition of A0 we have

n1p0q ¨ e1 “ 0 , γ 1p0q ¨ e1 “ 0 , γ2p0q “ ´κ0np0q “ κ0e1 , (3.2)

where κ0 “ κp0q.

3.2. Spectral reduction to a localized operator. For 0 ă δ ď δ1, δ2 we define Lh,δ to
be the Dirichlet realization of ´h2B2

x´h
2B2
y`x on L2pτ pWδqq with Wδ “ p´δ, δqˆp0, δq.

We denote by λnph, δq the corresponding eigenvalues of Lh,δ. By using the decay
estimates of Theorem 2.1, we get the following:

Proposition 3.1. For every fixed n ě 1 there exist k,K ą 0 such that

λnph, δq ´Ke
´k{h ď λnphq ď λnph, δq .

Proof. The second inequality is a direct consequence of the min-max variational principle
since the form domain of Lh,δ is included in the one of Lh.

We now prove the first inequality but only for n “ 1. Let ψ1 be a unit eigenvector of
Lh corresponding to its groundstate λ1phq. Let 0 ď χδ ď 1 be a smooth cut-off function
such that χδpτ ps, tqq “ 1 if |s|, t ď δ{2, and χδpτ ps, tqq “ 0 if |s| ě 3

4δ or t ě 3
4δ. Then

χδψ1 belongs to the domain of Lh,δ and since the support of the derivatives of χδ is
away from A0, from Corollary 2.2 we have

}χδψ1} “ 1` Ope´k{hq, }p∇χδq∇ψ1} “ Ope´k{hq, }pLh,δ ´ λ1phqqχδψ1} “ Ope´k{hq.

Then the min-max principle implies:

λ1ph, δq ď
xχδψ1,Lh,δχδψ1y

}χδψ1}
2

ď λ1phq ` Ope´k{hq.

If n ą 1, one can construct n quasi-modes for Lh,δ out of the first n eigenmodes of Lh

by using a similar argument. �

Therefore, we can focus on the spectral analysis of Lh,δ. The operator Lh,δ is unitarily
equivalent to the Dirichlet realization of

Mh “ ´h
2m´1Bsm

´1Bs ´ h
2m´1BtmBt ` τ1ps, tq ,

acting on L2pWδ,mps, tqdsdtq.
By Taylor expansion near p0, 0q, we have

τ ps, tq “ γp0q ` sγ 1p0q `
s2

2
γ2p0q ´ tpnp0q ` sn1p0qq ` Op|s|3 ` |ts2|q

Thus, in view of (3.2), we have in particular that

τ1ps, tq “ xmin `
κ0

2
s2 ` t` Op|s|3 ` |ts2|q . (3.3)

Note that for δ small enough, there exists α ą 0 such that for all ps, tq P p´δ, δqˆp0, δq:

τ1ps, tq ě xmin ` αps
2 ` tq .

Proposition 3.2. Let M ą 0. There exist ε, C, h0 ą 0 such that, for all h P p0, h0q, and
for all eigenfunctions ψ corresponding to eigenvalues λ of Mh with λ ď xmin`Mh

2
3 , we

have:
ż

Wδ

eεt
3
2 {h|ψ|2dsdt ď C}ψ}2 , (3.4)

ż

Wδ

eεt
3
2 {h|h∇s,tψ|

2dsdt ď Ch2{3}ψ}2 . (3.5)
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Proof. If δ is small enough then mps, tq „ 1 and x´ xmin „ t. Therefore we can directly
use the strategy of Proposition 2.1 applied for the eigenfunctions of Lh,δ, but in both
(3.4) and (3.5) we need to choose an ε which is smaller than the one in Proposition 2.1
in order to control the linear growth in t of mps, tq ´ 1 and Bsmps, tq. �

Therefore, the operator Mh can be replaced by

ĂMh “ ´h
2m´1Bsm

´1Bs ´ h
2m´1BtmBt ` τ1ps, tq ,

with Dirichlet boundary conditions, acting on L2pWδ,h,mps, tqdsdtq, with

Wδ,h “ p´δ, δq ˆ p0, h
2
3
´ηq ,

for some η P
`

0, 1
3

˘

with corresponding quadratic form

xψ, ĂMhψy “

ż

Wδ,h

´

m´2|hBsψ|
2 ` |hBtψ|

2 ` τ1ps, tq|ψ|
2
¯

mdsdt . (3.6)

Let µnphq be the asociated (ordered) eigenvalues of ĂMh. The decay estimates of
Proposition 3.2 are still satisfied by the eigenfunctions of ĂMh with eigenvalues λ ď
xmin `Mh

2
3 . By using this exponential decay, there exist C, h0 ą 0 such that, for all

h P p0, h0q,

µnphq ´
1
C e
´Ch´3η{2

ď λnph, δq ď µnphq . (3.7)

Thus, modulo an exponentially small error, the asymptotic analysis of λnphq is reduced
to that of µnphq.

By shrinking the spectral window, we can even get a localization with respect to the
s variable, as stated in the next proposition.

Proposition 3.3. Let M ą 0 and η P p0, 1
3q. There exist ε, C, h0 ą 0 such that,

for all h P p0, h0q, and for all eigenfunctions ψ of ĂMh corresponding to eigenvalues
λ ď xmin ` h

2
3 z1 `Mh we have:

ż

Wδ,h

eεs
2{h|ψ|2dsdt ď C}ψ}2 .

Proof. The proof follows the same lines as that of Proposition 2.1. We let Φpsq “ εs2{2
and write the Agmon formula:

ż

Wδ,h

´

m´2|hBse
Φ{hψ|2 ` |hBte

Φ{hψ|2 ` τ1ps, tq|e
Φ{hψ|2

´ pλ` |∇Φ|2q|eΦ{hψ|2
¯

mdsdt “ 0 .

First, we drop the tangential derivative:
ż

Wδ,h

´

|hBte
Φ{hψ|2 ` τ1ps, tq|e

Φ{hψ|2 ´ pλ` |∇Φ|2q|eΦ{hψ|2
¯

mdsdt ď 0 .

We observe from (3.3) that there exist k̃ ą 0 such that τ1ps, tq ě xmin ` t` k̃s2. Intro-
ducing the last inequality in the above integral we get:

ż

Wδ,h

´

|hBte
Φ{hψ|2 ` t|eΦ{hψ|2

¯

mdsdt

`

ż

Wδ,h

p´λ` xmin ` k̃s
2 ´ |∇Φ|2q|eΦ{hψ|2 mdsdt ď 0 .
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On Wδ,h, for sufficiently small h , there exists C ą 0 such that mps, tq ě 1 ´ Ch2{3´η.
By using this in the above integrals we have that

p1´ Ch2{3´ηq

ż

Wδ,h

´

|hBte
Φψ|2 ` t|eΦ{hψ|2

¯

dsdt

`

ż

Wδ,h

p´λ` xmin ` k̃s
2 ´ |∇Φ|2q|eΦ{hψ|2 mdsdt ď 0 .

Then, with a possibly larger constant C we have that

p1´ Ch2{3´ηq

ż

Wδ,h

´

|hBte
Φψ|2 ` t|eΦ{hψ|2 ´ h

2
3 z1|e

Φ{hψ|2
¯

dsdt

`

ż

Wδ,h

p´λ` xmin ` h
2
3 z1 ` k̃s

2 ´ |∇Φ|2 ´ Ch
4
3
´ηq|eΦ{hψ|2 mdsdt ď 0 .

By using the min-max principle and the Dirichlet bracketing (only with respect to t, s
being fixed), we have

ż

Wδ,h

´

|hBte
Φψ|2 ` t|eΦ{hψ|2 ´ h

2
3 z1|e

Φ{hψ|2
¯

dsdt ě 0 .

Therefore,
ż

Wδ,h

´

p´λ` xmin ` h
2
3 z1 ` k̃s

2 ´ |∇Φ|2 ´ Ch
4
3
´ηq|eΦ{hψ|2

¯

mdsdt ď 0 ,

so that, using the assumption on the location of λ, we obtain
ż

Wδ,h

p´Mh` k̃s2 ´ |∇Φ|2 ´ Ch
4
3
´ηq|eΦ{hψ|2

¯

mdsdt ď 0 .

Now if η P
`

0, 1
3

˘

is kept fixed and h is small enough, then:
ż

Wδ,h

pk̃s2 ´ |∇Φ|2 ´ 2Mhq|eΦ{hψ|2mdsdt ď 0 ,

and
ż

Wδ,h

´

pk̃ ´ ε2qs2 ´ 2Mh
¯

|eΦ{hψ|2dsdt ď 0 .

For ε small enough, the conclusion follows as in the proof of Proposition 2.1. �

This shows that the eigenfunctions of “low energy” are localized near A0 at a scale
h1{2 in the s direction, and at a scale h2{3 in the t direction.

4. Proof of the main theorem

In view of Equation (3.7) and Proposition 3.1 our main result Theorem 1.2 is a direct
consequence of the next proposition that provides the asymptotic behavior of the low-
lying eigenvalues, µnphq, of the operator ĂMh defined in the previous section.

Proposition 4.1. Let n P t1, 2, . . . u. Then, as hÑ 0 we have

µnphq “ xmin ` z1h
2
3 ` hp2n´ 1q

c

κ0

2
` Oph

4
3 q .

In the remainder of this section we show the above proposition by obtaining suitable
upper and lower bounds.



9

4.1. Upper bound. To get the upper bound in Theorem 1.2, it is sufficient to use
convenient test functions in the domain of ĂMh and apply the min-max principle.

Consider a smooth function χ with compact support equal to 1 near p0, 0q on a scale
of order h1{2´θ in the s direction, and on a scale of order h2{3´θ in the t direction, for
some θ P p0, ηq. Let us introduce the following family of test functions

ϕn,hps, tq “ χps, tqfn,hpsqahptq ,

where
i. fn,hpsq “ h´

1
4 fnph

´ 1
2 sq and pfnqnPNzt0u is an L2pRq-normalized family of eigenfunc-

tions of the harmonic oscillator ´h2B2
s `

κ0
2 s

2 (rescaled Hermite functions),
ii. ahptq “ h´

1
3 Aiph´

2
3 t ´ z1q where Ai is the L2pR`q normalized Airy function and

´z1 ă 0 is its first zero. In particular, we have that ahptq satisfies

p´h2B2
t ` tqahptq “ z1h

2{3ahptq

for t ą 0 with Dirichlet boundary conditions.
An explicit computation shows that for any n P N there exist constants ε, c ą 0 such
that

ż

R
eεs

2{h|fn,hpsq|
2ds ď c ,

ż

R`
eεt

3
2 {h|ahptq|

2dt ď c . (4.1)

Using this we immediately see that we find c1, c2 ą 0 such that

1 ě }ϕn,h}
2 ě 1´ c1

ż

t |ϕn,hps, tq|
2 dsdt ě 1´ c2h

2{3. (4.2)

We are interested in estimating the matrix elements xϕn1,h, p ĂMh´xminqϕn,hy. First, we
notice that the support of χ´ 1 and the supports of the derivatives of χ are located in a
region where either h´1{2|s| ě Ch´θ or h´2{3t ě Ch´θ, thus all the integrals entering the
matrix element which contain such derivatives will be of order h´8 due to the exponential
localization of the fn’s and of Ai. Second, the operators hBs and hBt acting on fn,h’s
and ah respectively will generate a factor of at most h1{3, and each integral contains two
such factors; thus each term in the scalar product has an order of magnitude of at most
h2{3. Third, if we replace the function m in (3.1) by 1, the error contains an extra factor
t which due to the decay of ah may be replaced by h2{3. Together with the a-priori decay
of h2{3 coming from the derivatives, this error term will grow at most like h4{3.

Moreover, replacing τ1ps, tq ´ xmin with κ0
2 s

2` t will produce an error like h3{2. Thus
we may write:

xϕn1,h, p ĂMh ´ xminqϕn,hy “h
2

ż

R

´

Bsfn,hBsfn1,h `
κ0

2
s2fn,hfn1,h

¯

ds

` δn,n1

ż

R`

`

|Btah|
2 ` t|ah|

2
˘

dt` Oph4{3q

“δn,n1

ˆ

p2n´ 1qh

c

κ0

2
` z1h

2{3

˙

` Oph4{3q. (4.3)

Using similar arguments, the Gram-Schmidt matrix elements xϕn1,h, ϕn,hy will equal
δn,n1 ` Oph2{3q. Thus if N is fixed and h is small enough, the subspace

span
1ďjďN

ϕj,h

will have dimension N and we may find an orthonormal basis tψn,huNn“1 such that

ψn,h “
N
ÿ

j“1

cjϕj,h, cj “ δn,j ` Oph2{3q .
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Thus the matrix elements xψn1,h, p ĂMh ´ xminqψn,hy will obey the same estimate as in
(4.3), which via the min-max principle imply

µnphq ď xmin ` z1h
2
3 ` hp2n´ 1q

c

κ0

2
` Oph

4
3 q, 1 ď n ď N.

4.2. Lower bound. Let N ě 1 and consider a family of eigenfunctions pψj,hq1ďjďN
associated with the eigenvalues pµjphqq1ďjďN . We let

EN phq “ span
1ďjďN

ψj,h Ă L2pWδ,h,mdsdtq .

Note that the decay estimates of Propositions 3.2 and 3.3 can be extended to ψ P EN phq.
Let us choose any ψ P EN phq with norm one. Because mps, tq ď 1, we have the

important inequality

1 “

ż

Wδ,h

|ψ|2mdsdt ď }ψ}2L2pWδ,h;dsdtq . (4.4)

We also have

µN phq ě x ĂMhψ,ψy “

ż

Wδ,h

`

m|hBtψ|
2 `m´1|hBsψ|

2 `mτ1ps, tq|ψ|
2
˘

dsdt . (4.5)

We recall that mps, tq “ 1´ κpsqt so that, using (3.5) in the second inequality below,

x ĂMhψ,ψy ě

ż

Wδ,h

`

|hBtψ|
2 ` |hBsψ|

2 `mτ1ps, tq|ψ|
2
˘

dsdt´ C

ż

Wδ,h

t|h∇s,tψ|
2dsdt

ě

ż

Wδ,h

`

|hBtψ|
2 ` |hBsψ|

2 `mτ1ps, tq|ψ|
2
˘

dsdt´ Ch4{3 ,

“ xmin `

ż

Wδ,h

`

|hBtψ|
2 ` |hBsψ|

2 `mpτ1ps, tq ´ xminq|ψ|
2
˘

dsdt´ Ch4{3

ě xmin `

ż

Wδ,h

ˆ

|hBtψ|
2 ` |hBsψ|

2 `

ˆ

t` κ0
s2

2

˙

|ψ|2
˙

dsdt´ Ch4{3

´C̃

ż

Wδ,h

p|s2t| ` |t2|q|ψ|2dsdt,

the last integral can be estimated to be of order h4{3 as well using the exponential decay
in the s and t variables (Propositions 3.2 and 3.3). Then, there is a C ą 0 such that

x ĂMhψ,ψy ě xmin `

ż

Wδ,h

ˆ

|hBtψ|
2 ` |hBsψ|

2 `

ˆ

t` κ0
s2

2

˙

|ψ|2
˙

dsdt ´ Ch4{3 .

Now using the inequalities in (4.5) and (4.4) we have:
ż

Wδ,h

ˆ

|hBtψ|
2 ` |hBsψ|

2 `

ˆ

t` κ0
s2

2

˙

|ψ|2
˙

dsdt ď µN phq ´ xmin ` Ch
4{3 (4.6)

ď pµN phq ´ xmin ` Ch
4{3q}ψ}2L2pdsdtq .

On the left hand side of the above identity we recognize the quadratic form associated
to the operator

Ah b 1` 1bHh ,

where Ah “ ´h
2B2
t ` t on L2pp0,`8q,dtq with Dirichlet boundary conditions and Hh “

´h2B2
s ` κ0

s2

2 on L2pp´8,8q,dsq. The spectrum of Ah and Hh is given by

sppAhq “

!

znh
2{3 , n ě 1

)

, sppHhq “

!

p2n´ 1qh

c

κ0

2
, n ě 1

)

.
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Thus, for h small enough, the N -th eigenvalue of Ah b 1` 1bHh, denoted by νN phq,
is given by

νN phq “ z1h
2{3 ` p2N ´ 1qh

c

κ0

2
. (4.7)

Notice that the set EN phq is contained in the form domain of Ah b 1 ` 1 bHh and,
seen as a subset of L2pWδ,h; dsdtq, still has the dimension N for h small enough. This is
because the ψj,h’s are almost orthogonal in the “flat” space, up to an error of order h2{3.
Thus, by the min-max principle, we have

νN phq ď sup
ψPEN phq

A´

Ah b 1` 1bHh

¯

ψ,ψ
E

L2pdsdtq

}ψ}2
L2pdsdtq

ď pµN phq ´ xmin ` Ch
4{3q , (4.8)

where in the last inequality we used (4.6). This implies the desired lower bound and
concludes the proof of Proposition 4.1.
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