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ABSTRACT. We present the discovery of a novel and intriguing global geometric structure
of the (interior) transmission eigenfunctions associated with the Helmholtz system. It is
shown in generic scenarios that there always exists a sequence of transmission eigenfunc-
tions with the corresponding eigenvalues going to infinity such that those eigenfunctions
are localized around the boundary of the domain. We provide a comprehensive and rigor-
ous justification in the case within the radial geometry, whereas for the non-radial case, we
conduct extensive numerical experiments to quantitatively verify the localizing behaviours.
The discovery provides a new perspective on wave localization. As significant applications,
we develop a novel inverse scattering scheme that can produce super-resolution imaging
effects and propose a method of generating the so-called pseudo surface plasmon resonant
(PSPR) modes with a potential sensing application.
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1. INTRODUCTION

We start with the mathematical formulation of the interior transmission eigenvalue prob-
lems. Let Q be a bounded Lipschitz domain in R?, d = 2,3, with a connected complement
RANQ. Let n(z) € L>(Q) and k € R,. Consider the following system of partial differential
equations (PDEs) for w € HY(Q) and v € H():

Aw + k*n?(x)w =0 in Q,

AU + k‘QU =0 n Q, (11)
ow Ov
w =, 5 = 5 on 02,

where v is the exterior unit normal vector to 9. (1.1) is referred to as the interior trans-
mission eigenvalue problem associated with the Helmholtz equation. Physically, n signifies
the refractive index of an inhomogeneous medium supported in €2 and k € R, signifies a
wavenumber. Clearly, w = v = 0 are a pair of trivial solutions to (1.1). If there exists a
non-trivial pair of solutions (w,v) to (1.1), k € Ry is called a transmission eigenvalue, and
w,v are the associated transmission eigenfunctions. The transmission eigenvalue problem
arises in the scattering theory of time-harmonic waves and was first proposed in [32] in the
context of a reconstruction scheme for the inverse scattering problem. It also relates to the
non-scattering phenomenon, a.k.a invisibility cloaks [9,10,14]. An alternative formulation
of the transmission eigenvalue problem is given for wy € HZ(f2) as:

(A+ k%) (A+k*)wy=0 in Q. (1.2)
1
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In fact, it can be shown that if w,v € H%(Q) in (1.1), then wg := w — v € HZ(2) satisfies
the transmission eigenvalue problem (1.2). The transmission eigenvalue problem is non self-
adjoint, non-elliptic and nonlinear (in the sense of the formulation (1.2) which is quadratic
in terms of k%). Hence, its study is practically important and mathematically challenging.

The study of the transmission eigenvalue problem has a long and colourful history. The
spectral properties of the transmission egienvalues have been intensively and extensively
studied in the literature. Roughly speaking, the spectral properties of the transmission
eigenvalues resemble those of the classical Dirichlet/Neumann Laplacian in many aspects.
In fact, under certain generic conditions on n, particularly including the case with n # 1
being a positive constant, it is known that there exists an infinite and discrete set of eigen-
values satisfying 0 < k1 < ko < --- < ky < -++ — 400, with 400 the only accumulating
point. For each eigenvalue, the corresponding eigenspace is finite dimensional. We refer
to [15,21,46] and the references therein for the related studies of the aforementioned and
other properties of transmission eigenvalues. Recently, it is revealed in [6,7,9,10,12,13,17,23]
that the transmission eigenfunctions possess rich and peculiar geometric structures; see also
a recent survey paper [39] for more related discussions. The studies indicate that near a
point on 02 where the magnitude of the extrinsic curvature is sufficiently large, the trans-
mission eigenfunctions must be nearly vanishing. In particular, in the extreme case where
the high-curvature part degenerates to become a corner, then under a certain mild regular-
ity conditions on the transmission eigenfunctions locally around the corner, they must be
vanishing near the corner point. The regularity conditions are characterised by the Holder-
continuity of the transmission eigenfunctions or a certain blowup rate of the Herglotz kernels
via the Herglotz approximations of the transmission eigenfunctions (cf. [9,10,12,23]). It is
noted that in (1.1), only H'-regularity is imposed on the transmission eigenfunctions and by
the standard Sobolev embedding, the Holder-continuity of the transmission eigenfunctions is
not always fulfilled. It is numerically shown in [12] that if the required regularity conditions
are not fulfilled, the singularity of the transmission eigenfunctions around the corner point
leads to a certain localizing phenomenon locally around the corner point. Nevertheless, it
is pointed out that in the physical situation where the transmission eigenfunctions are con-
nected to the acoustic wave scattering problems, the regularity conditions are fulfilled and
hence one always has the locally vanishing properties; see [39] for more related discussion
on this aspect. In fact, the vanishing properties have been used in establishing several novel
unique recovery results for the inverse scattering problems in different scenarios by a single
far-field measurement [6,10,11,13,17,18,23].

The purpose of the present article is twofold. First, we present an intriguing discovery of
a certain global geometric property of the transmission eigenfunctions. It is clear that the
geometric structures of the transmission eigenfunctions discussed earlier are of local features.
In this paper, we show that under generic scenarios, either the transmission eigenfunction
w or v is localized on the boundary surface in R? or the boundary curve in R?. That is,
the energy of w (resp. v) is localized around 02 and barely enters into the bulk Q. For ter-
minological convenience, those peculiar eigen-modes are referred to as the surface-localized
eigenstates (SLEs). More precisely, it is shown that if n > 1, there exists a sequence of
vj,j = 1,2,..., which are SLEs such that the corresponding eigenvalues k; — +o00, and if
0 < n < 1, the same geometric property holds for the transmission eigenfunction w. In the
case that  is a ball in R? and n is a constant, we rigorously justify such a spectral prop-
erty, whereas for the general geometry with a variable n, we conduct extensive numerical
experiments to verify this spectral property. The reasons for us to do so are as follows. For
the radial geometry and constant n, we can have a thorough understanding of the SLEs for
the transmission eigenvalue problem (1.1), whereas for the general case, we can only derive
a qualitative understanding of the SLEs, which we shall present in a forthcoming paper [19].
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The numerical examples in this paper not only verify the existence of the SLEs in the generic
scenario, but also demonstrate their intriguing quantitative behaviours. It is shown that
the existence of SLEs are topologically robust against large deformation or even twisting
of the boundary surface/curve 092. However, the SLEs themselves are topologically sensi-
tive to the change of the boundary. Our study unveils a significant physical phenomenon
that is completely unknown before. Moreover, it provides a new perspective on wave local-
ization, which is a central topic to many practical applications including surface plasmon
resonances [5,25, 34,45, 53], topologically robust states in quantum Hall effect [24,29, 50],
directional optical waveguide [27, 28], photonic transport [31,48,51], and cloaking due to
anomalous localized resonance [3,36,44]. The second purpose of this paper is to propose
two novel applications of the newly discovered SLEs including producing a super-resolution
imaging scheme for the inverse acoustic scattering problem and generating the so-called
pseudo surface plasmon resonant (PSPR) modes with a potential sensing application. We
choose to first focus on the SLEs for the transmission eigenvalue problem and shall present
more background introduction on inverse scattering problems and plasmon resonances in
Sections 3 and 4.

The rest of the paper is organized as follows. In Section 2, we present the SLEs with both
theoretical and numerical verifications in different scenarios. In Section 3, we consider the
application of SLEs for inverse scattering imaging. In Section 4, the application of SLEs
for pseudo plasmon resonances is proposed. The paper is concluded in Section 5 with some
relevant discussions.

2. SURFACE-LOCALIZED TRANSMISSION EIGENSTATES

In this section, we first give the definite description of the SLEs. Next, we illustrate
the existence of the SLEs for a special case theoretically. Then, for general situations, we
provide extensive numerical examples to verify the existence of the SLEs and show their
intriguing quantitative behaviours.

Definition 2.1. Consider a function w € L*(Q). It is said to be surface-localized if there

exists a sufficiently small ¢y € R4 such that

wl| 2

lwll L2y 00) 0
HwHL2(Q)

where

N, (092) := {z € Q; dist(z,00) < €}.

2.1. Spherical geometry and constant n. In this part, we let Q := {x € R?: |z| < rq €
R4}, d=2,3, and n be a positive constant. For this case, we provide a comprehensive and
accurate characterisation of the SLEs. To that end, we let m € N be a positive integer,
Jm(|z|) be the first kind Bessel function of order m, and .J, (|z|) be the derivative of J,, (|z]).
We also let jp, s denote the s-th positive zero of J,,(|z|), and j,’ms be the s-th positive zero

of J,,(]z|). Recalling from [1, Section 9.5, p. 370], one has

m < j;n,l < jm,l < j;n,Q < jm,Q < j;n,?) < (21)
(|z]/2)™ oo |z[?

Im(lz|) = II(1—- . 2.2

= pem I 22

To prove the localizing phenomena, we suppose that the order m of the Bessel function
Jm(x) is sufficiently large, and choose two sequences of integers s and s as follows:

s(m) :=[m"], s'(m)=[m"?], 0<m <y <l, (2.3)

where [t] signifies the rounding of a real number ¢, namely ¢ = [t] + ¢ with 0 < ¢ < 1.
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Lemma 2.1. Let Q = {x € R? : |2] < rp € Ry}, d = 2,3, and n > 1 be a constant.
Then the transmission eigenfunctions of (1.1) are given in terms of the Bessel functions.
Let kpp, £ =1,2,..., be the transmission eigenvalues of (1.1), where m is the order of the
Bessel function. Then there exists a subsequence of {ki ¢}, denoted as {ky, s(m)}, such that
for m sufficiently large, it holds that

km78 € (jm,s(m)7jm,s’(m))7 (24)
where s(m) and s'(m) are defined in (2.3). Moreover, one has
km S
=~ =1, as m — oo. (2.5)
m

More specifically, there exists ¢ € (—2/3,0) such that
km.s = m(1 +m® 4+ o(m®)). (2.6)

Proof. Without loss of generality, we assume that the radius of €2 is 7o = 1. Since n is a
positive constant, we can expand the solutions w and v of the system (1.1) into Fourier
series in terms of the Bessel functions J,,(z) or the spherical Bessel functions j,,(x) of the
first kind and the spherical harmonics:

o0 .
S amJm(knl|z|)el™?, d=2,

m=—00

> % dpim(knfa))Y(2), d=3,

m=0Il=—m

w(z) =

o0

> /ijm(k|x’)eim97 d=2,

m=—0Q

S % Blimkle)VA(E), d=3,

m=0Il=—m

v(z) =

where YJZ is a spherical harmonic function of degree m and order [. Since

. m
Jm(|x]) = meHm(lxl)a
we only consider the two-dimensional case and the three-dimensional case can be proved in
a similar manner.
For a fixed m € Ny, the solutions of Aw + k?n?w = 0 and Av + k?v = 0 in Q can be
written as

wy = ame(kn|ac])eim9,

Vv = ﬁme(k:|:z:])eim0.

In order to guarantee that w = v on the boundary 012, i.e., when |z| = 1, we choose

_ Jm(kn)
Moreover, the transmission eigenvalues k’s are determined from the relation:
ow  Ov
— = Q.
v v OO ?

Thus, with the help of the recurrence relation of the derivatives of the Bessel functions, the
eigenvalues k’s are positive zeros of the following function (see [22])

fm(k) = Jm—1(k)Jm(kn) — 0y, (k) Jpm—1(kn), m > 1.
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From (2.1) and (2.2), one can deduce that
']m(|$’) > 07 |$’ € [Ovjm,l]'
Next, we compute the following identity:
fm (jm,s) fm (jm,s’) = Jm—l (jrms) Jm (njm,s) Jm—l(jm,s’)Jm (njm,s’) .

It can be shown [47] that the zeros j s of the Bessel function J,,(|z|) has the following
sharp upper and lower bounds

1/3
as 13 _Gs g3, 3 o2
m= SiEm < Jm,s <M o1/3™ + 20% 173 (2.7)
where ag is the s-th negative zero of the Airy function and has the representation
3T 2/3
as = — (8(45 - 1)) (1+ 0y).
Here, o, can be estimated by
3m -2
0<0s<0.130 <8(4s — 1.051)) :
By noting the choice of s(m) and s'(m) in (2.3) for m sufficiently large, there holds
s = m(1 + Com?>M=D/3 4 o(m2n=1/3)y,
’ (2.8)

Jmst = m(1+ Com* =D/ 4 o(m2(2=1)/3)),

where Cp is a positive constant. Note that the Bessel function admits the following asymp-
totic formula (see [35], p 129):

Im(|z]) = 7r2m2 cos(v/|z|? —m? — g + marcsin(m/|z|) — %)(1 + 0(1)), (2.9)

‘ZE’|2 —

for |x| > m and m — oco. By combing (2.8), (2.9) and some straightforward computations,
one obtains

I (0fm,s) = Cpn COS (m(\/ n?—1- g + arcsin% +O(m*)) — Z)) <1 + 0(1)),

where ¢; :=2(y; — 1)/3 and

2 . —-1/4 2 —1/4
Crmn = \/;(n%yfms — m2) =4/— ((n2 — 1)m) + O(m*).
And similarly,
Jm—1 (Jm,s') = Cm cos (m(’)(mh) — %) (1 + 0(1)),
where ¢ :=2(y2 — 1)/3 and

—-1/4
Cin 1= \/5 (20 —m?) " = \/5@<m1/2m<2/4).
@ T

Without loss of generality we suppose that
Jmfl (jm,s) Jm (njm,s) > 0.
We next show that there exists at least one choice of s’ = m?? such that

Jmfl(jm,s’)*]m (njm,s/) < 07
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that is,

cos (mO(mQQ) — %) cos <m(\/ n?—1- g + arcsin% + O(m?)) — Z)) <0. (2.10)

Indeed, (2.10) can be easily realized by modifying 75 (noting that the two cosine functions
above are always of different frequencies w.r.t ¢a(72)). Thus one has k. s € (Jim,s(m)s> Jm,s'(m))
and by using (2.8) one has (2.5), which completes the proof.

With the help of Lemma 2.1, we are able to show the following important results about
the existence of the SLEs.

Theorem 2.1. Let Q = {x € R : |z| < g € Ry}, d = 2,3, and n > 1 be a constant.
Consider the transmission eigenvalue problem (1.1). Then there exists a subsequence {ky, s}
of the transmission eigenvalues {k¢} such that oo is the only accumulation point of the

sequence {kp, s} and the corresponding eigenfunctions vy, , are surface-localized around the
boundary Of2.

m,s

Proof. Without loss of generality, we assume that the radius of €2 is o = 1, we only consider
the two-dimensional case and the three-dimensional case can be discussed similarly. We
choose the sequence of ky, s satisfy (2.4) such that s and s’ are chosen in (2.3), then such
sequence ky, s — m, m — oo. We prove that the corresponding eigenfunctions vy, , are
surface-localized around the boundary 9Q. Let Q. :=={z:|z| <7, 7 < 1} withe:=1—17
being a sufficiently small constant. We first prove that Jp, (ky, s) is monotonously increasing
with respect to r € (0,1). By using (2.1) and (2.7) one can show that

Joun = m(1 + O(m~23)
as m — oo. Since we also have from (2.8) that
kms=m(1+m"), <€ [s,s],
where ¢; = 2(; —1)/3, j = 1,2. One thus has
kst =mr(l4+m*) < j;,l,l,

for any fixed r < 1 and sufficiently large m. One thus has J],(ky, ) > 0 for 0 < r < 1,
since j;n’l is the first maximum of the Bessel function Jy,(kp, sr). Furthermore, we note
that there admits the following asymptotic formula (see [35], p. 129):

m , mv1—2z2
ze (-

(2rm)V/2(1 — 22)1/4(1 + /1 — 22)m (1 + 0(1)), 2 -

Thus one can derive the following asymptotic expansion:
2
=)
kmst e "

—C —-1/2 1 e\/m m 1
=Cm <( _6)1+\/25(1+0(1))+Cm§> ( + of ))

—Cm Y21 - £)™(1 + o(1))™ (1 + 0(1))

I (km,s7) =

m

T (ks ) < T (g s7) =C'm ™2

(1 + 0(1))

(2.11)
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for x € Q;, where C' is a positive constant. On the other hand, for m sufficiently large, one
can choose 71 by

where 7 < r; < 1. Since
m < jq/n,l = km,srlv

by using the asymptotic expansion (2.9), there holds

1
mli=s/2 / J%(k‘msr) rdr

1
> m1_§/2/ J? o (km,s1) mdr

2 ml=s/? m s
> — / cos? T 4 moaresin ( ) — —)dr
™ \/7_7”2 K, 7 4

2 ml=</2 1 1

_2 (1 +R(m))

Tr\/k%m,simQ 2

where the remaining term R(m) fulfils the following estimate as m — oo,

(1 +o(1 )+R(m)) (1 +R(m ))

(2.12)

\fw \fw

1
R(m) = ! sin (2ry/k2, . —m2(1+ O(m™ 23 + m?/3)) ) dr
1—r1J/, m,s
1 m,s
= / sin (?”/(1 + O(m_2/3—€ + m2/3§))> dr' = 0.
2(1 = 1)\ /K2, o — m? IR —m?
Note that
i (1 —e)™m”2 =0. (2.13)

Therefore, from (2.11) and (2.12), it holds that

Hvkm,SH%Q(QT) o e (B sr) rdr - m1=/2J2 (km,s7) [o rdr

||vk H22 _fl J2 (k; 'r) rdr = ml-s/2 J‘l J2 (k? T‘) dr —0 as m — oo.
m,s 1 L2(Q) 0 Ym\fvm,s vy T (ks

Hence, the transmission eigenfunction vy,, , is surface-localized on the boundary 9.
The proof is complete. U

Theorem 2.2. Under the same assumptions in Theorem 2.1 and suppose that {wy,, .} are
the corresponding eigenfunctions with respect to w in (1.1). Then {wy,,  } are not surface-
localize around O€).

3\

Proof. Since wy,, , = BmJm(km,sn|z]), one can immediately obtain that for |z| = %k =

ljml

Wk, , attains its maximum value. Since - <y L < 1 holds uniformly, thus there exists 7

which is independent of m, such that % < T < 1. Noting that ]m’l /km.s < 1 and by using
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Theorem 2.1, one has

1 1 n
/ J%(km,snr) rdr =— J,%@(k:mysr') r'dr’
0 n=Jo
T

1,1
1 Frm, s 1 Mm
ZnQ/ an(kmvsr’) r'dr’ + nQﬁ' ) J,%(km7sr’) r'dr’ (2.14)
0 m,

km,s
2 [Mm 9 o 1 ,
<$ /J;”l Jm(km’sr ) rdr = 2/ - Jm(km,sr) rdr.

’
1 Jm,

m,s n km,s

By following a similar arguments as in Theorem 2.1, one has for 7 <t <1

Q(t) ::/f]. Jg@(kmysnr)rdr

l
m,l

o]

kg
3
£

r ™8 dr (2.15)
T \/kgn,sn2 —m?/r?

1
2 1242 2 12 2
NTFk?n,S <\/km7snt —-m —\/jml—m).

Thus one has

2 2 12 _2/p2 _ mn ' m_\_=x
9 /t cos (r\/kmysn m2/r ' + m arcsin (k m) 1)
1

”wkm,s”%Q(QT) _ Jo 2 (b, snr) rdr
Wk, o H%?(Q) fol J2, (km snr) rdr
fT / J%(km,snT)TdT

1 jm,l

S _ nFms _ Q(7)
-2 fi s J2 (km.snr)rdr - 2Q(1)
n km,s

2 2.2 2 72 2
\/kmﬁnT —-m —\/jml—m

2(\/]“2”,5“2 —m?— \/jﬁ’l — m2)
vn2r?2 -1 50
2v/n2 -1 ’

which completes the proof. O

Theorems 2.1 and 2.2 indicate that we find a sequence of eigenfunction pairs {(wg,, s, Vk,..s) }
such that {vy,, s} are SLEs, whereas {wy,, s} are not SLEs. However, we would like to point
out that we did not exclude the possibility of finding a sequence of eigenfunction pairs with
both eigenfunctions being SLEs. Nevertheless, we can easily have the following result.

Theorem 2.3. Let Q = {z € R?: [z| <rg € R },d=2,3, and 0 < n < 1 be a constant.
Consider the transmission eigenvalue problem (1.1). Then there exists a subsequence {ky, s}
of the transmission eigenvalues {k¢} such that oo is the only accumulation point of the
sequence {kms} and the corresponding eigenfunctions wy,, . are surface-localized around

the boundary OS2.

Proof. Set k = k/n. It is directly verified that the first two equations in (1.1) become
(A + k2w = 0 and (A + k2n2)v = 0, while the transmission conditions on 9 remain
unchanged. Noting that n=! > 1, all of the previous results in Theorem 2.1 hold with v
replaced by w. Thus, one has that wy, is surface-localize on the boundary 9S2. O
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2.2. General case. In this part, we consider the case where {2 is not necessarily of radial
geometry and the refractive index n might be variable (but real). By extensive numerics, we
shall verify that the spectral properties in Theorems 2.1 and 2.3 still hold in the general case.
Moreover, through our numerical experiments, we can find more quantitative properties of
the SLEs. In principle, we shall see that the SLEs are topologically robust against large
deformation or even twisting of the material interface 92, and moreover the behaviours of
the SLEs are mainly related to the refractive index n in a neighbourhood of 90€2. It is also
observed that a pair of transmission eigenfunctions w and v cannot be SLEs simultaneously.
Furthermore, the occurrence of SLEs can be more often if n is sufficiently large locally
around 0N (for v) or sufficiently small locally around 09 (for w).

To begin with, we note that if (w,v) is a pair of eigenfunctions to (1.1), so is a - (w, v) for
any o € C\{0}. Hence, throughout the rest of this section, we shall normalize v (or w in
some occasions). Moreover, we note the following scaling property of k in (1.1) with respect
to the size of : for p € Ry, p-k is an eigenvalue to (1.1) associated with €, := %Q. Hence,
we always assume that diam(£2) ~ 1 in order to calibrate our study. Next, we present some
typical numerical results to verify and demonstrate the SLEs in different scenarios. We
mainly discuss the case n > 1 and briefly remark the case 0 < n < 1.

2.3. SLEs for high-contrast mediums. First, we consider the scenario that n is suffi-
ciently large, which corresponds to the case that a high-contrast medium is located inside €2
(the medium outside € possesses n = 1). In Fig. 1, we calculate a transmission eigenvalue
k = 1.0080 for € being a unit disk and plot the corresponding eigenfunctions w and v. It
is clearly seen that v is an SLE. However, it is pointed out that the eigenfunction w is not
a SLE. That is, w and v are not SLEs simultaneously. It is emphasized that this is only a
numerical observation and there might exist a pair of transmission eigenfunctions which are
SLEs simultaneously, which deserves further investigation. Moreover, in Fig. 1, we note that
diam(£2), being 2, is much smaller than the underlying wavelength, being 27 /k &~ 27w. Such
an observation is critical for our subsequent development of the super-resolution imaging
scheme. Fig. 1, (c) presents the SLE of a triangle and in particular, in (d), (e), and (f) we
note significant localization phenomena at the concave part of 02, which is also a critical
ingredient for our subsequent development of the super-resolution wave imaging.

2.4. SLEs for high-wavenumber modes. Next, we consider the case that n is relatively
small, namely n ~ 1. Fig. 2 presents several examples in both 2D and 3D.

2.5. Topological robustness of the existence of SLEs. The existence of the SLEs is
topologically very robust against large deformation or even twisting of the material interface
0€; see Fig. 3.

2.6. SLEs for variable refractive inhomogeneities and coated objects. Asremarked
earlier, the SLEs also exist for variable refractive inhomogeneities. In Fig. 4 (a), the eigen-
function v is associated with n = 30 in the outside thin layer and n = 4 in the inside
triangle. It is emphasized that the outside layer is not required to be very thin in order to
exhibit the SLEs. Indeed, as long as n is sufficiently large locally around 0f2, the SLEs can
be found even for relatively small eigenvalues (cf. Fig. 1). This specific example shall be
used again in our subsequent study. Fig. 4 (b), corresponds to a coated object, where the
inside kite-domain is a sound-soft obstacle. That is, in (1.1), w does not exist in the inside
kite-domain and we impose a zero Dirichlet condition of w on the boundary of the inside
kite-domain.

Finally, we would like to remark that if 0 < n < 1, all the surface localization results
presented in the above numerical examples still hold with v replaced by w.
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FIGURE 1. (a)&(b): eigenfunctions w and v to (1.1) associated with n = 30,
where k = 1.0080; (c)&(d): eigenfunctions v’s to (1.1) of different shapes
with n = 30; (e)&(f): eigenfunction v to (1.1) with n = 10.

3. SUPER-RESOLUTION WAVE IMAGING

In this section, we consider an interesting and practically important application of the
SLEs presented in the previous section. We propose an inverse scattering scheme that makes
use of the longly neglected interior resonant modes to recover the unknown or inaccessible
scatterer. It turns out that the proposed scheme can produce strikingly high imaging
resolution compared to many existing imaging schemes. Let Q € R%,d = 2, 3, be a bounded
domain with a Lipschitz boundary dQ and a connected complement R\Q. Let v denote
the unit outward normal to 9€2. Throughout the rest of this section, we shall assume that
the refractive index n? is a real-valued bounded function such that n?(z) = 1 for z € R\ Q

and 1/|n? — 1| € L*°(9). We take the incident field u’ to be a time-harmonic plane wave of
the form

ul = u(x,0,k) = ke f e RY,
where i = y/—1 is the imaginary unit, k& = w/c the wavenumber, w € R4 and ¢ € Ry the
angular frequency and sound speed, respectively, # € S¥! the direction of propagation and
S¥1:= {x € R%: |z| = 1} is the unit sphere in R%. Clearly, the incident field u’ satisfies
the Helmholtz equation

Aut + k> =0 in R

Physically, the presence of the scatterer () interrupts the propagation of the incident wave
u', giving rise to the scattered field u®. Let u := u’ + »® denote the total wave field. The
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FIGURE 2. Transmission eigenfunctions v’s to (1.1) associated with n = 4,
for different €2’s and k’s.

forward scattering problem is modeled by the following system

Au + k*n?(z)u =0 in RY,
— s : d
u=u"+u in R?, (3.1)
_ S
lim r*z" (8“ —ik:us) —0,
r—o00 or

where r = |z| and the last limit in (3.1) characterizes the outgoing nature of the scattered
wave field u®. The well-posedness of the scattering system (3.1) is established [21], and in

particular, there exists a unique solution u € H fOC(Rd). Furthermore, the scattered field has
the following asymptotic expansion:

- d— .
. el1 i L elk’r‘ - 1
u(x,@,k)—\/%<e 1 %) 701121{11 (:c,@,k)—k(?(r)} as r — 0o,

which holds uniformly for all directions & := x/|z| € S¥~!. The complex-valued function
u™ (2,0, k) = u>®(&,e**?), defined on the unit sphere S¥1, is known as the far-field pattern
of u, which encodes the information of the refractive index n?. We are concerned with the
inverse problem of imaging the support of the inhomogeneity, namely €2, by knowledge of
u™(2,0,k) for 2,0 € S“ ! and k € I := (ko, k1), which is an open interval in R,. It can be
recast as the following nonlinear operator equation

F(Q,n) =u>(2,0,k), 2eS¥t gest! kel (3.2)
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FiGURE 3. The existence of SLEs is topologically robust. Here, n = 20 for
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FIGURE 4. Transmission eigenfunctions v’s. (a):

(b) k = 1.0001

n = 30 in the outside

layer and n = 4 in the inside triangle; (b): n = 30 in the outside layer and

the inside kite is a sound-soft obstacle.

where F is defined by the Helmholtz system (3.1). Such an inverse problem is a prototypi-
cal model for many industrial and engineering applications including medical imaging and
nondestructive testing. There is the well-known Abbe diffraction limit for imaging the fine
details of 9 [38]. In fact, one has a minimum resolvable distance of A\/(2N\), where \ and
N stand for the wavelength and numerical aperture respectively. In modern optics, the
Abbe resolution limit is roughly about half of the wavelength. Here, based on the use of the
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SLEs, we develop an imaging scheme that can break the Abbe resolution limit in recovering
the fine details of 02 for (3.2), independent of n, in certain scenarios of practical interest.

The proposed imaging scheme consists of three phases. In Phase I, we determine the
transmission eigenvalues within the interval I by knowledge of the far-field data in (3.2),
namely oo (2,0, k) for & € S¥=!, § € S¥! and k € I. In Phase II, we determine the corre-
sponding transmission eigenfunctions associated to the transmission eigenvalues computed
from Phase II. Finally, in Phase III, we make use the transmission eigenfunctions from
Phase II to design an imaging functional which can be used to determine the shape of the
medium scatterer, namely 2.

3.1. Phase I: determination of transmission eigenvalues. In this part, we consider
the determination of the transmission eigenvalues within the interval I by knowledge of the
far-field data in (3.2). In fact, this problem has been addressed in [16]. Nevertheless, for
completeness and self-containedness, we briefly discuss the main procedure as well as the
rationale behind the method. To that end, for any given z € R?, we let U(z,z,k) be the
fundamental solution [21] to the PDO —A — k%

i 1
SHEY (ke — ), d=2,
\I/(ﬂf, Z, k‘) = 1 ik|z—2z|
Ll
A7 |z — 2|
where H(()l) is the first-kind Hankel function of zeroth-order. Let U*°(Z, z, k) signify the
far-field pattern of W(z, z, k), which is given by

s

e

e ikEz g9
T (&, 2,k) = { V8km
1 —ikz-z

— d=3.

Ar© ’
The determination of the transmission eigenvalues is based on the so-called linear sampling
method (LSM), which is a qualitative method in inverse scattering theory [20]. The core of
the LSM is the following far-field equation

(Frg)(2) = U®(&,2,k), z€R?, ge L*(S™), (3.3)
where Fj, : L2(ST1) — L?(S%1) is the far-field operator defined by
(Fo)(@) = [ w(@0.0)9(0)ds(0), 3 €5 (3.4)
Sd—1

Let F{ be the far-field operator corresponding to noisy measurement of the far-field data
u®(&,0, k), where e € R, signifies the noise level. Define the Herglotz wave function

vg k() == Hyg(x) = / g(0)e** 0 ds(9), e RY. (3.5)
gd—1
We have the following result:

Lemma 3.1 ( [4]). If k is not a transmission eigenvalue, then there exists an approximate

solution gc(-,z) € L2(S1) of the far-field equation (3.3) such that Hygc(-,2) converges in
the H'(Q) norm as € — 0 when z € €.

However, if k£ is a transmission eigenvalue, the statement in Lemma 3.1 is not true. In
this case, one can show that for all points z € , there is

lgr(l) HFlgge(-, Z) - \I/oo(', Z, k)HL2(Sd71) = 0. (3.6)
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Moreover, the following lemma characterizes the solution to (3.6) when k is a transmission
eigenvalue.

Lemma 3.2. [16] Suppose that k is a transmission eigenvalue and assume that (3.6) holds.
Then for almost every z € Q, ||Hrge(+, 2)||L2(q) can not be bounded as € — 0.

Since Hj, is compact, there exists a constant M > 0 such that

[ Hrge (s 2)l L2y < M|ge(s 2) | p2(ga-1y-
Thus, [|ge(+, 2)[[ 12(ga-1) can not be bounded as € — 0 if k is a transmission eigenvalue.
By the above two lemmas, we note that [[ge(, 2)|[12(ge-1) behaves quite differently when
k? is a transmission eigenvalue or not. Hence, one can use ||ge(-, 2)|| £2(se-1) as an indicator

to identify if k£ is a transmission eigenvalue or not. We formulate the following scheme,
dubbed as Algorithm I, to determine the transmission eigenvalues.

Algorithm I: Determination of transmission eigenvalues

Step 1 Collect a family of far-field data u>(#, 0, k) for (&, 6, k) € ST x
S%1 x I, where I is an open interval in R

Step 2 Pick a point z € © (a-priori information) and for each k € I, solve
(3.3) to obtain the solution g(-, z).

Step 3 Plot [|ge(", 2)||12(se—1) against k € I and find the transmission
eigenvalues where peaks appear in the graph.

We note that € is unknown, so we consider ||ge(-, 2)|[,2(ga-1, instead of || Hrge(, )l 2(0)
in Step 3 of Algorithm I though |[Hgge(-,2)|r2(q) also behaves differently when k is a
transmission eigenvalue or not.

3.2. Phase II: determination of transmission eigenfunctions. In Phase I, we deter-
mine the transmission eigenvalues within the interval I by knowledge of the far-field data
n (3.2). We proceed to determine the corresponding transmission eigenfunctions. To that
end, we first recall the Herglotz wave introduced in (3.5) where g € L?(S%™1) is referred to
as the Herglotz kernel of v .

Lemma 3.3. [52] Let Q be a bounded domain of class C', o € NU {0}, in R%. Denote
by H the space of all Herglotz wave functions of the form (3.5). Define, respectively,
H(Q) := {ulq : v € H},
and
() :={ueC®N): Au+k*u =0 in Q}.
Then H(RY) is dense in $H(2) N HOTY(Q) with respect to the H* 1 (Q)-norm.
The following theorem states that if & € R4 is a transmission eigenvalue, then there

exists a Herglotz wave function v, j such that the scattered field corresponding to this vy,
as the incident field is nearly vanishing.

Theorem 3.1. Suppose that k € Ry is a transmission eigenvalue in Q. For any sufficiently
small € € Ry, there exists g. € L?(S™1) such that

[Fkgell r2ga-1y = O(e) and |lvg, kll12(0) = O(1),

where Fy, is the far field operator defined by (3.4) and vy, i is the Herglotz wave function
defined by (3.5) with the kernel g..
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Proof. Let v be a normalized transmission eigenfunction in {2 associated to the transmission
eigenvalue k2, which means that vy, with |jvy|| r2(@) = 1 is a solution of

Avg + kv =0 in Q.
By Lemma 3.3, for any sufficiently small ¢ > 0, there exists g. € L?(S%~!) such that

l[vge,k — UkHL?(Q) <¢,

where v, 1 is the Herglotz wave function with the kernel g.. Then, by the triangle inequality,

vge kllz2(0) < Nlvgek — vkllz2() + lvell2@) < € + vkl 20
and

vge.kll2@) 2= lvell2@) = lvgek — villzz) > vkl z2) — €
Thus, one must have that |lvg, kl/z2() = O(1).

Furthermore, from the definition of the far-field operator, Fyg. is the far-field pattern
produced by the incident wave vg, . According to Proposition 4.2 in [9], one has that

||Fk96HL2(Sd—1) < CG,

where C' = C(n, k) is a positive constant.
The proof is complete. O

By Theorem 3.1 and normalization if necessary, we can say that the following optimization
problem:

omin Fglagen st gl =1 (3.7)

has at least one (approximate) solution go € L?(S%') when k € R, is a transmission
eigenvalue in 2. However, since {2 is unknown, the constraint |[vyx|/z2(q) = 1 in the op-
timization formulation (3.7) is unpractical. Nevertheless, it is reasonable to address this
issue by considering an alternative optimization problem:
jeiiin 1Fkgllr2ga-1y st (vgrllzeg) =1, (3.8)

where Bpr is an a-priori ball containing 2.

Let go be a “reasonable” solution to the optimization problem (3.8). Next, we show
that the corresponding Herglotz wave vy, j is generically indeed an approximation to the
transmission eigenfunction vy associated to the transmission eigenvalue k.

Theorem 3.2. Suppose k € Ry is a transmission eigenvalue in Q and go is a solution to
the optimization problem (3.8) satisfying

HFkgo||L2(§d—1) <ex 1 (3.9)

If we further assume that Q is of class CY' and n? — 1| > &y for a certain &y € Ry in a
neighbourhood of 02, then the Herglotz wave vy, i, is an approrimation to a transmission
eigenfunction vy associated with the transmission eigenvalue k in the H?*(Q)-norm.

Proof. Consider the scattering system (3.1). We let u! = Vgo, ks ugo . and u be respectively
the incident, scattered and total wave fields. It is clear that one has

([ Au+ E*n?(z)u =0 in ,
Avg . + k‘zvgmk =0 in €,
U = Vgo & + Uy on 012, (3.10)
du 8“90 k 8“20 k
7 2790k 4 90,F Q.
v ov ov on 9
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According to our earlier discussion, Fjgg is the far-field pattern of “Zo - By virtue of
(3.9) as well as the quantitative Rellich theorem established in [8], one has
au_(SJOJC

o < (o) (3.11)

H/2(Q)

lugo il 372 002) + ‘

where 1 is the stability function in [8], which is of double logarithmic type and satisfies
P(e) = 0 as e = +0.

Consider the transmission eigenvalue problem (1.1). Setting W = w — v, V = k?v and
A= —k2, (1.1) can be rewritten as (cf. [43,49]):

(A = An?(z))W + (n?(z) — 1)V =0  inQ,

(A=XNV =0 in €,
W=0 on 0,
%—T:O on Of).

Let Agg denote the Laplacian with domain HZ(Q) and A__ denote the Laplacian with
domain H?(§2). By [43,49], the squares of interior transmission eigenvalues are the spectrum
of the generalized eigenvalue problem

()~ ( L) (B0 o

where (W, V) € HZ(Q) @ H?(Q).
Now, we consider the PDE system (3.10). By the standard Sobolev extension as well as
noting (3.11), we let ¢ € H?(2) be such that

.S ag o 8”;0,]6
C=tUgks 5, =5, on o (3.13)
and
1<l 2(0) < CY(e), (3.14)
where C' is a generic constant depending on §2. Introducing
Ti=—(A+k0%¢, Ty=0, T=(T,T)" € X(QaL*(Q), (315

and setting @ := u — ¢ € H?(2), (3.10) can be rewritten as
AU+ k*n?(z)u = 14 in Q,
Avg, 1 + k‘zvgmk =75 in Q,

U = Vgy k on 052, (3.16)
ou vy,
5 = 7 on (99

Setting Wy, x = U — vy and Vi, = k?vg, k, we can rewrite the system (3.16) into the
operator form

14
(A— \L) <VZ)O:> =T, Wyr € HE(Q), Vyur € H*(Q). (3.17)
Note that A = —k? is an eigenvalue to the operator equation (3.12). It is shown in [49]

that I 1A possesses a UTC (upper triangular compact) resolvent. This enables one to
apply the upper triangular analytic Fredholm theorem to the eigenvalue problem (3.12)
as well as the operator equation (3.17), which enjoys the same properties as those within
the analytic Fredholm theorem (in the current setup of our study). Next, we shall prove
that the operator equation (3.17) solvable in the quotient space (HZ(Q)® H*(Q))/(Wa V),
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where W@V is the finite-dimensional eigen-space to (3.12). In order to apply the Fredholm
theorem, it is sufficient for us to show that Y € Ker[(A — AI,)*]*. The kernel of (A — \I,)*

consists of functions (&,n) € H?(Q2) & HZ(N) satisfying
A-Nn+@m-1)=0 in Q,
( ) ( ) (3.18)
(A= N)¢=An%-1)¢ in Q,

which, by introducing 77 = & + A € H%(Q), is equivalent to the following PDE system

(A=Nn=0 in Q,
(A= XNE=Axn%2-1)¢ in Q, (3.19)
77 = ‘£a 81/77 = 61/5 on Of).

With the above fact and using (3.15), we have
6= [ T
Q
— [ @asrwice= [ ok oo (3.20)
Q o0

—/ al/f . u;ojk — § . 8,,u;07k, (321)
o0

where in (3.20) we have made use of the fact (A + k?n?)¢ = 0 from (3.18); and in (3.21) we
have made use of the fact in (3.13). From (3.10), we see that

S _ S i
Ugo ks = U — Vgg ks a,jugojk = 0yu — Oyvg, ), on 0N,

which readily yields that

/ 9,€ - UZOJC —&- 8Vu;07/€
o002

:( o€ -u—E§- (9,,u> — </ 0v€ - vgo — &+ 8yvgg,k> (3.22)

o0 o0

:/ ,?i 8V/Ugo,k - al/ﬁ vgo,k - 07 (323)
o0

where from (3.22) to (3.23), we have made use of the transmission conditions on 02 from
(3.19). This implies that
T € Ker[(A — M,)*]*.
Hence, (3.17) is solvable in (HZ(Q) & H?(Q))/(W @ V).
Set
W*
(ng»:) = (A= AL)™'Y in (HEQ) @ H*(Q)/(Wa V). (3.24)
90,
By (3.14), we obviously have
1Tl £2(0)2 < Ciile), (3.25)
with C' a generic constant depending on n, k£ and Q. Finally, by combining (3.24) and (3.25),
one can show that

Voo — Vk”H?(Q) <C¢(e) -0 as e »+0 for V, €V,

which readily implies that vy, ; is an approximation to a transmission eigenfunction vy,.
The proof is complete.



SURFACE-LOCALIZED TRANSMISSION EIGENSTATES AND APPLICATIONS 18

Remark 3.1. Tt is remarked that in Theorem 3.2, the C''!'-regularity on 9 is a technical
condition. It is required in (3.11) and (3.13), and in particular according to [8], higher
regularity might be required in deriving (3.11), which we choose not to explore further since
it is not the focus of this article. Nevertheless, we believe that this regularity assumption
on Jf) can be relaxed. In fact, according to our numerical examples in what follows, even
if 00 is only Lipschitz continuous, one can still determine the (approximte) transmission
eigenfunctions by solving the optimization problem (3.8).

Remark 3.2. In the whole paper, we assume that n is real and [n?—1| > §y. This assumption
is mainly required for establishing the surface-localisation of the transmission eigenfunctions.
In fact, most of the results presented in this section, say Theorems 3.1 and 3.2, can be
extended to the more general case where n? satisfies the more general assumptions in [49].

3.3. Phase III: imaging of the scatterer. In Phases I and II, using the far-field data in
(3.2), we respectively determine the transmission eigenvalues within the interval I and the
corresponding transmission eigenfunctions. In this part, we shall show that the transmission
eigenfunctions can be used for the qualitative imaging of the shape of the medium scatterer
(£2,n?%), namely 9Q independent of n2. The basic idea can be described as follows. Let
Vgo,k be determined from Phase II which approximates a transmission eigenfunction within
Q). Then according our study in Section 2, vy can be an SLE if the conditions in Section 2
are fulfilled. In fact, we know from the numerical examples in Sections 2.3 and 2.6, that
if n is sufficiently large in a neighbourhood of 0€), even for a relatively small transmission
eigenvalues, the corresponding transmission eigenfunction is an SLE. Furthermore, in such
a case, the SLEs occur very often in our extensive numerical experiments and a major
part of the calculated transmission eigenfunctions are SLEs. This is a highly interesting
phenomenon that is worth further theoretical investigation. Based on such an observation,
it naturally leads to the following imaging functional for recovering €:

IRS(2) = —In|vg, k(2)].

If the underlying transmission eigenfunction vy is an SLE, then vy, j is referred to as an
approximate SLE. It can be easily seen that if vy, an approximate SLE, then I}}es(z)
possesses a relative large value if z belongs to the interior of 2, or z is located at the
corner /edge/highly-curved place on 02, whereas it possesses a relatively small value if z is
located in the other places around 0f). Since in Phase II, multiple transmission eigenfunc-
tions can be determined, we can superpose the imaging effects by introducing the following
imaging functional:

IER(2) o= =In Y Juger(2)], (3.26)
keKy,
where Kz, = {ki, ko, ,kr} denotes the set of L distinct transmission eigenvalues deter-

mined in Phase I. Based on the imaging functional (3.26), we then propose the following
imaging scheme, which is referred to as imaging by interior resonant modes. Indeed, the
proposed scheme is based on using the interior transmission eigen-modes, which are usually
“discarded” or “avoided” in many existing inverse scattering schemes, say e.g. the linear
sampling method [20] and the factorization method [33].

Finally, we would like to emphasize that according to our discussion above, the proposed
imaging scheme should work for imaging a medium scatterer whose refractive index is
highly-contrast in a neighbourhood of its boundary. This clearly includes the case that the
medium scatterer itself already possesses a high-contrast refractive index. On the other
hand, for a regular refractive-indexed scatterer, one would need to first coat the scatterer
by indirect means with a thin layer of highly refractive-indexed material, then our imaging
scheme would work as well. Hence, it is unobjectionable to claim that the proposed method
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Algorithm II: Imaging by interior resonant modes

Step 1 For each resonant wavenumber k£ found in Algorithm I, solve the
optimization problem (3.8) by the FTLS method or the GTLS
method [40] to obtain the Herglotz kernel gg.

Step 2 Calculate the Herglotz wave function vy, , with the Herglotz kernel
go by the definition (3.5).

Step 3 Plot the indicator function (3.26) in a proper domain containing
the scatterer 2 and identify the interior and corners (two dimen-
sion) or edges (three dimension) as bright points, and other bound-
ary places as dark points in the graph to obtain the shape of the
scatterer ().

possesses a practical value for generic inverse scattering imaging. In what follows, we present
several numerical examples to illustrate the effectiveness of the proposed imaging scheme.
In order to simplify the situation, we only consider imaging a medium scatterer possessing
a constant refractive index of a relatively high magnitude in two dimensions. It is remarked
that the higher the refractive index is, the better imaging effect one can expect to achieve.
Moreover, as emphasized above, this highly refractive-indexed medium can be located only
in a neighbourhood of 92.

3.4. Numerical examples. In this section, we present the numerical experiments as men-
tioned above. To avoid the inverse crime, we use the finite element method to com-
pute the scattering amplitudes u*>(Z;,d;), 4 = 1,2,---, My, j = 1,2,---, Np, where Z;,
t=1,2,..., My denote the discrete observation directions and d; 7 = 1,2,..., Ny denote
the discrete incident directions. In the two dimensions, the observation and incident direc-
tions are equidistantly distributed on a unit circle. Then we consider the collected far-field
matrix F' € CMoxNo guch that

u™(21,d1)  u™(Z1,ds) u™ (21, dn,)
r_ uoo(i'g,dl) uoo(@g,dz) uoo(i‘Q,dNO)
uoo(i'Mo,dl) uoo(aﬁMo,dg) e uoo(jcMO,dNO)

In order to test the sensibility of the proposed method, we further perturb F' with random
noise by setting

Ry + Roi
| Ry + Roil’
where § > 0 represents the noise level, R; and Ry are two My x Ny matrixes containing
pseudo-random values drawn from a normal distribution with the mean being zero and the
standard deviation being one. In the following two examples, the noise level is given by

0 =1%.

F° = F+4|F|

3.4.1. Square domain. In the first example, we let 2 be a square with the side length being
2 and the refractive index being n = 10. The synthetic far-field data are computed at 100
observation directions, 100 incident directions and 3000 wavenumbers within the interval
I =10.6,0.9], all equally distributed. Firstly, we use Algorithm I to determine four trans-
mission eigenvalues, such as k; = 0.6219, ko = 0.6896, k3 = 0.7858 and k4 = 0.8370. Next,
we can determine 4 approximate transmission eigenfunctions as well. Since n is relatively
large, it turns out that the computed eigenfunctions are all approximate SLEs. We would
like to emphasize again that we did not purposely design such a numerical example and
indeed, as discussed earlier, the occurrence of the SLEs are very often. We present the
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reconstruction results in Fig. 5, (a)—(c), by using 1, 2 and 4 SLEs, respectively. One readily
sees that the square is already finely reconstructed with 4 SLEs. For comparisons, we also
present the reconstruction results by using a sampling type method developed in several
works [26,30,37,42] by using the multiple frequency scattering data in (3.2). The recon-
struction results are presented in Fig. 5, (d)—(f). It can be seen that the reconstructions
basically yield a spot without any resolution of the square-shape object. In fact, one can
also implement the other popular imaging schemes including the linear sampling method or
the factorization method [21], and the reconstruction effects shall remain almost the same.
It is clear that the length of the square is much smaller than the underlying wavelength,
27 /k. This result illustrates that super-resolution reconstruction can be realized by the pro-
posed method. This is unobjectionably expected since we make use of the interior resonant
modes for the reconstruction. Finally, it is pointed out if one further performs standard
imaging processing to the reconstructed image in Fig 5 (c), one should be able to obtain a
nearly-accurate reconstruction of the square-object. However, this is not the focus of this

article and we shall not explore further about this point.
2
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FIGURE 5. Reconstructions of a square-object by multiple SLEs (top row)
and multiple-frequency direct sampling method (bottom row), respectively,
where n = 10 for all cases.

3.4.2. kite-shaped domain. Fig. 6 presents another example where the target domain is a
kite-shaped object with n = 10. The imaging frequencies are chosen within [1,3.1], and
the computed transmission eigenvalues are k; = 1.2387, ko = 1.4771, k3 = 2.0513, kg =
3.0013. The reconstructions by our proposed method are given by (a)—(c), meanwhile the
reconstructions by the sampling-type method are given by (d)—(f). The sub-figures (g)—(i)
present the combined results of the above two reconstructions. Clearly, Fig. 6, (i) yields a
very nice reconstruction of the kite-object, especially the concave part.

Three remarks are in order. First, it can seen from the reconstructions in Fig. 6 that the
sampling-type method tends to reconstruct a “larger” object while our proposed method
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0

() L=4

FIGURE 6. Reconstructions of a kite-object by multiple SLEs (top row) and
multiple-frequency direct sampling method (middle row), respectively, where
n = 10 for all cases. Bottom row gives the corresponding reconstructions of
combining the above two reconstruction means.

tends to reconstruct a “smaller” object. This is physically reasonable since the sampling-
type method as well as the other traditional inverse scattering schemes make use the mea-
surement data away from the scatterer for the reconstruction, which amounts to “seeing”
the scattering object from its outside, whereas our method makes use of the interior reso-
nant modes, which amounts to “seeing” the scattering object its inside. Hence, hybridizing
the two types of methods can yield a better reconstruction. Second, it is arguable that the
super-resolution effect comes from the high-contrast medium parameter n in this specific
example (cf. [2]). Indeed, as discussed earlier, a high-contrast n leads to a relatively small
k that can induce the desired SLE for the reconstruction, which is a matter of fact. How-
ever, in practice, for a regular refractive inhomogeneity, one may first coat the object via
indirect means with a thin layer of high-contrast medium (cf. Fig. 4), then apply the same
reconstruction procedure as above. According to the results in Fig. 4, one would have the
same super-resolution reconstructions as in Fig. 5, (a)—(c). Third, the super-resolution is
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achieved at the cost of a large amount of computations and a restrictive requirement on
the high-precision of the measurement data. This is unobjectionable due to the increasing
capabilities of physical apparatus nowadays.

4. PSEUDO SURFACE PLASMON RESONANCES AND POTENTIAL APPLICATIONS

Surface plasmon resonance (SPR) is the resonant oscillation of conducting electrons at
the interface between negative and positive permittivity materials stimulated by incident
light. It is a non-radiative electromagnetic surface wave that propagates in a direction
parallel to the negative permittivity/dielectric material interface [5,25,34,45,53]. Clearly,
the SPR wave is a surface-localized mode. It is in this sense that the SLE can be viewed as
a certain SPR. Indeed, viewed from the inside of Q (this is unobjectionable since v is only
supported in ), the behaviour of a SLE is very much like a SPR. However, SPR usually
occurs in the quasi-static regime (subwavelength scale), whereas SLE can occur in both the
quasi-static regime and the high-frequency regime. Moreover, the SPR is usually generated
from direct light incidence, whereas the generation of SLEs is rather indirect according to
our earlier study. As is known that the SPR can have many industrial and engineering
applications including color-based biosensors, different lab-on-a-chip sensors and diatom
photosynthesis [34]. In what follows, we show that the SLEs can also be generated through
direct wave incidences. This will pave the way for the proposal of an interesting SLE sensing
that is similar to the SPR sensing.

First, we recall that assuming RY\Q connected, the Herglotz waves of the form (3.5)
are dense in the space {v € HY(Q);(A + k?)v = 0 in Q}. Hence, for any transmission
eigenfunction v to (1.1), there exists g € L?(S?!) such that v;f ~ v in H'(Q). Next,

for a refractive inhomogeneity n?, 0 < n < 1, supported in Q with ]Rd\ﬁ connected, we
let ko be an eigenvalue to (1.1) with the eigenfunctions denoted as (wgq,vq) such that wq
is an SLE. Let v]g“O be a Herglotz wave function of the form (3.5) such that v;fo ~ vq in
H'(Q). Now, we consider the scattering problem (3.1) with the incident field u’ = vgo. It
is straightforward to show that if ue(Z, UI;O) = 0 (equivalent to u®(x, UI;U) =0 in RN\Q by
Rellich’s Theorem [21]), one then has the transmission eigenvalue problem (1.1) with k£ = ko,
wq = u|o and v = u’|g, where u is the total field to (3.1). Conversely, noting that u’ ~ vq
from our earlier construction, one can show (cf. [9]) that u® ~ 0, and more importantly
ulo &~ wq. Since wq is an SLE, we see that u|q is also an SLE (at least approximately).

Set
ot ; d\ O
@_{u u ?n]R\Q, (41)
u in Q.

Clearly, @ is generated from a direct incidence on the inhomogeneity n%. @ ~ 0 in R\ Q
and W ~ wq. That is, w is localized around 02, which exhibits a similar behaviour to
the SPR oscillation. In what follows, we refer to w as a pseudo plasmon resonant (PSPR)
mode. In Fig. 7 (a)—(c), we present a numerical illustration of the generation of a PSPR
mode.

We next propose a potential sensing application of the PSPR mode. Let (£2,1n?) be an
a-priori known inhomogeneity. Due to a certain reason, it is supposed that J€ has some
fine defects, namely, the support of the inhomogeneity actually becomes 0f2. Following the
spirit of SPR sensing, one can detect the boundary defects as follows. Let u’ be an incident
field that can generate a PSPR @ associated with (£2,n?) as above. The field impinges on
(€,n2), and we let @ be the associated field according to (4.1). In Fig. 7(e) and 7(f), we
present the corresponding numerical results. It can be seen that the difference w — w is
highly sensitive with respect to the boundary defects 02— 0€2. Hence, by the SPRS sensing,
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one can easily identify the existence of the fine boundary defects. It would be interesting
to proceed further to recover such fine boundary defects by using the sensing data w — w,

which we choose to present in a forthcoming paper.
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FIGURE 7. Generation of the PSPR mode, where k = 7.6548 and n = 1/4.
(u,w) and (u,w), respectively, denote the corresponding fields associated
with (2,n?) and (2, n?).

5. CONCLUDING REMARKS

In this paper, we present the discovery of a certain intriguing global geometric structure
of the transmission eigenfunctions. It is shown that there exist the so-called SLEs. We
rigorously and comprehensively justify this spectral property in the radial geometry case.
For the general case, we conducted extensive numerical experiments, which not only verified
such a spectral property but also revealed many delicate and subtle quantitative behaviours
of the SLEs. The results derived in this paper not only unveil an important spectral
phenomenon that was unknown before, but also generat some applications of practical
values. We apply the spectral results to develop a super-resolution wave imaging scheme and
also propose a procedure of generating the so-called PSPR mode, which has the potential
to be used in sensing technology.

The focus of this paper is to present the discovery of the global geometric structure
of the transmission eigenfunctions as well as its implication to the wave localization with
potential applications of practical importance. There are many subtle issues for the study
in this work that would need to be fully developed: the theoretical justification of the
SLEs in the general scenario [19]; more numerical experiments should be conducted for the
proposed super-resolution imaging scheme including the 3D case and the variable refractive
inhomogeneities, which require a huge amount of computations; and the further recovery
of the fine boundary defect by using the PSPR modes. We shall explore those issues in
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our forthcoming works. Moreover, our study opens up a new field of research on the global
properties of transmission eigenfunctions with many potential developments.
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