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Abstract. In this paper, we consider several possible ways to set up Heterogeneous Multiscale
Methods for the Landau-Lifshitz equation with a highly oscillatory diffusion coefficient, which can
be seen as a means to modeling rapidly varying ferromagnetic materials. We then prove estimates
for the errors introduced when approximating the relevant quantity in each of the models given a
periodic problem, using averaging in time and space of the solution to a corresponding micro problem.
In our setup, the Landau-Lifshitz equation with highly oscillatory coefficient is chosen as the micro
problem for all models. We then show that the averaging errors only depend on ε, the size of the
microscopic oscillations, as well as the size of the averaging domain in time and space and the choice
of averaging kernels.
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1. Introduction. In micromagnetics, the evolution of the magnetization within
a ferromagnet is described by the Landau-Lifshitz (LL) equation [16]. In this paper,
we consider a simplification of the deterministic version of this equation, where we only
take into account the exchange interaction between magnetic moments and neglect
other contributions influencing the magnetization, such as anisotropy, temperature
and external field. We consider a ferromagnet with a rapidly varying material, which
we model by introducing a material coefficient aε(x), where ε � 1 represents the
spatial scale of the finest variations.. One example could be a composite, consisting
of two different materials with different interaction behavior and layers of thickness ε.
According to this simplified model, the partial differential equation determining the
evolution of the magnetization Mε(x, t) then is

∂tM
ε(x, t) = −Mε(x, t)× LMε(x, t)− αMε(x, t)×Mε(x, t)× LMε(x, t) ,

Mε(x, 0) = Minit(x),
(1.1)

where Minit(x) is a smooth function with values in R3 such that |Minit(x)| = 1, and
0 < α ≤ 1 a damping coefficient. In this model, the effective field is given by

(1.2) LMε := ∇ · (aε(x)∇Mε(x, t)) .

Here the coefficient aε influences the overall behavior of the magnetization signifi-
cantly. A very similar model was first introduced in [13] and used recently in [2]. Also
in for example [19] and [8], related approaches are applied.

When solving (1.1) numerically, one would have to resolve the ε-scale in order to
get a correct result. However, the resulting amount of computational work is infeasible
for small ε. Instead of solving (1.1), one therefore in many cases considers solutions to
a corresponding effective equation instead, which capture the correct magnetization
behavior on a coarse scale but do not resolve the ε-scale. For periodic problems, one
can apply techniques from classic homogenization theory, [9], [7], to obtain such a
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2 L. LEITENMAIER AND O. RUNBORG

homogenized solution M0 as well as correction terms as shown in [17]. When aiming
to deal with somewhat more general coefficients, though, it can be advantageous to
instead use numerical methods to approximate the homogenized solution. This can
be done using multiscale methods like equation free methods [14] or heterogeneous
multiscale methods (HMM) [20], [21], [1]. The basic idea of HMM is to combine a
coarse scale macro model, that involves some unknown quantity, with micro problems
that are solved on a short time interval and small domain only. In the so-called
upscaling process, the solution from the micro problem is then averaged to obtain
the quantity that is needed to complete the macro model. This is the approach
that we consider in this paper. In particular, we choose three different HMM macro
models for (1.1). For the case of a periodic material coefficient, we then investigate
the upscaling error for each of the models, in order to get an understanding of what
are good ways to set up HMM for this problem. We come to the conclusion that
all three models give very similar results and can thus be valid choices for HMM
setups. Which model to choose can thus mostly be based on advantages related to
the numerical implementation.

HMM has previously been applied to a Landau-Lifshitz problem in [3], [4]. How-
ever, in these articles, the authors do not consider the case with a material coefficient
that is highly oscillatory in space, (1.1), but instead a highly oscillatory external field
with temporal oscillations.

In the remainder of this section, we shortly introduce some of the notation that
is used in the following. We furthermore describe the homogenized solution for (1.1)
with a periodic material coefficient as derived in [17], which will subsequently act
as a reference. We continue in Section 2 by describing the concept of heterogeneous
multiscale methods as well as the models considered. In Section 3, estimates for the
homogenized solution and the corresponding correctors to the HMM micro problem
are stated to provide the basis that is required for the subsequent derivations. We
moreover add an explicit description of a particular correction term. In Section 4, we
derive several lemmas regarding the averaging required for numerical homogenization.
These lay the ground for the error estimates for the different upscaling-models, which
are given in Section 5 and constitute the main result of this paper. Finally, in Section 6
we present several numerical examples in one and two space dimensions which show
the validity of the theoretical estimates.

1.1. Preliminaries. We consider `-periodic solutions to (1.1) in the d-dimen-
sional hypercube Ω = [0, `]d and time interval [0, T ], for some ` > 0. We use Y to
denote the d-dimensional unit cell [0, 1]d and let Ωµ := [−µ, µ]d for a parameter µ.

We denote byHq(Ω) the standard periodic Sobolev spaces on Ω and byHq,p(Ω;Y )
periodic Bochner-Sobolev spaces on Ω× Y . The corresponding norms are ‖ · ‖Hq and
‖ · ‖Hq,p . Furthermore, W 1,q and W p,∞ denote standard Sobolev spaces, ‖ · ‖Wp,∞

being the Sobolev supremum norm on Ω: given ∂βxu ∈ L∞(Ω) for a multi-index β
with 0 ≤ |β| ≤ p, it holds that

‖u‖Wp,∞ = max
|β|≤p

sup
x∈Ω
|∂βxu| .

Furthermore, we make frequent use of the Sobolev inequality stating that given u ∈
H2(Ω) for dimension d ≤ 3, it holds that

sup
x∈Ω
|u(x)| ≤ C‖u‖H2(Ω) .(1.3)
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In general, we use capital letters to refer to solutions on the whole domain Ω and
for time [0, T ], M : Ω× [0, T ]→ R3. When instead considering a micro problem set on
Ωµ, we use lower case letters to denote the solution. By ∇M we denote the Jacobian
matrix of the vector-valued function M. We assume in general that scalar and cross
product between a vector-valued and a matrix-valued function are done column-wise,
while the divergence operator is applied row-wise.

The differential operator L is defined such that for u ∈ H2(Ω),

(1.4) Lu(x) = ∇ · (aε(x)∇u(x)),

where aε is a highly oscillatory, smooth, scalar coefficient function. Moreover, we
denote by L the corresponding operator acting on vector-valued functions in R3,

Lm =
[
Lm(1) Lm(2) Lm(3)

]T
,

where m(i) is the i-th component of m.

1.2. Homogenized equation for the periodic problem. The homogeniza-
tion of (1.1) with a periodic material coefficient was studied in [17]. Using the
setup considered there makes it possible to obtain bounds for the errors introduced
when using HMM. It therefore is the scenario that we focus on in the subsequent
proofs. Specifically, we assume that Mε satisfies (1.1) with aε = a(x/ε) on a domain
Ω = [0, `]d ⊂ Rd, where d = 1, 2 or 3 and ` > 0, and for 0 ≤ t ≤ T . Then it is shown
in [17] that the corresponding homogenized equation is

∂tM0 = −M0 ×∇ · (∇M0A
H)− αM0 ×M0 ×∇ · (∇M0A

H) ,(1.5a)

M0(x, 0) = Minit(x) ,(1.5b)

for 0 ≤ t ≤ T and x ∈ Ω. The constant homogenized coefficient matrix AH ∈ Rd×d
is as in elliptic homogenization theory given by

AH :=

∫

Y

a(y)
(
I + (∇yχ)T

)
dy ,(1.6)

where χ : Rd → Rd is the solution to the elliptic cell problem

(1.7) ∇y · (a(y)∇yχ(y)) = −∇ya(y) .

Note that (1.7) determines χ only up to a constant. Throughout this article, we
assume that this constant is chosen such that χ has zero average.

For the difference between Mε and M0, the following result was proved in [17].

Theorem 1.1. Assume that Mε ∈ C1([0, T ];H2(Ω)) is a classical solution to
(1.1) with a periodic material coefficient aε = a(x/ε) where a ∈ C∞(Ω) and that
amin ≤ a(x) ≤ amax for some constants amin, amax > 0. Assume that there is a
constant M independent of ε such that ‖∇Mε(·, t)‖L∞ ≤M for 0 ≤ t ≤ T . Moreover,
suppose that M0 ∈ C∞([0, T ];H∞(Ω)) is a classical solution to (1.5). We then have

‖Mε(·, t)−M0(·, t)‖L2 ≤ Cε , 0 ≤ t ≤ T ,(1.8)

where the constant C is independent of ε and t but depends on M and T .
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2. Heterogeneous multiscale methods. The concept of heterogeneous mul-
tiscale methods was first introduced by E and Engquist in [20]. It provides a general
approach to treat multiscale problems with scale separation, where a description of
the microscopic problem is available but would be too computationally expensive to
use throughout the whole domain. The idea is therefore to use numerical homoge-
nization with the goal to get a good approximation to the effective solution of the
original problem. In general, HMM models involve three parts:

1. Macro model : an incomplete model for the whole computational domain,
discretized with a coarse grid, that is set up in such a way that some data is
missing.

2. Micro model : an exact model discretized with a grid resolving the fine ε-scale,
which is however only solved on a small domain, where it is feasible to use
the expensive description.

3. Upscaling : an averaging procedure that uses the data obtained when solving
the micro problem to generate the quantity needed to complete the macro
model.

It is important to make sure that micro and macro model are consistent, which is
typically achieved by choosing the initial data for the micro problem as a restriction
of the current macro solution.

The HMM framework has been successfully applied to a wide range of applica-
tions; see for instance the surveys in [21, 1]. In this paper, we aim to find a good way
to set up HMM for the Landau Lifshitz equation (1.1).

In general, the error in the HMM solution consists of two major components apart
from discretization errors: an error term related to the fact that the solution to the
effective equation is approximated instead of the original one and the so-called HMM
error. The HMM error in turn depends on the upscaling error, the error introduced in
the data estimation process [1]. In case of the Landau-Lifshitz equation with a periodic
material coefficient, an estimate for the first error term is given by Theorem 1.1. The
L2-homogenization error isO(ε). In this paper, we focus on estimates for the upscaling
error and investigate how it is influenced by different choices of HMM-models.

We consider three different setups. All three are based on the same micro model,
the full Landau-Lifshitz equation,

∂tm
ε = −mε × Lmε − αmε ×mε × Lmε , x ∈ Ω, 0 < t ≤ η,(2.1a)

mε(0, x) = minit(x) = R(M) ,(2.1b)

with periodic boundary conditions. The initial data minit is assumed to be a restric-
tion R of the macro data M such that the micro and macro model are consistent and
|minit| ≡ 1. One possible choice to obtain such initial data is by using a normalized
interpolation polynomial based on the macro data. In this paper, we assume a solu-
tion to the micro problem in the whole domain Ω with periodic boundary conditions.
In practice, one would solve the micro problem only on a small domain [−µ′, µ′]d,
where 0 < µ′ � `. However, this requires a choice of boundary conditions which
introduce some additional error. To simplify the following analysis, we avoid dealing
with this issue here and assume a solution in the whole domain. For the averaging
we then consider only the solution in a box Ωµ = [−µ, µ]d in space and an interval
[0, η] in time, where µ ∼ ε and η ∼ ε2 . This matches the scales of the fast variations
in the problem as explained in [17].

The other two HMM components, macro model and upscaling, differ between
the models. We suppose that the macro models should have the general form of the
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effective equation (1.5) and consider three different choices of missing data in the
model as described in the following.

(M1) Flux model. We choose the macro model

∂tM = −M×∇ · F1 − αM×M×∇ · F1 ,(2.2a)

M(x, 0) = Minit(x) ,(2.2b)

where the missing information to complete the model is the flux F1. In case
of a periodic material coefficient, F1 would ideally be ∇MAH . Then (2.2)
coincides with (1.5). To obtain F1, we average the product of the material
coefficient and gradient of the solution to the micro problem in space and
time using averaging kernels Kµ,K

0
η as explained in more detail in Section 4,

F1 =

∫ η

0

∫ µ

−µ
K0
η(t)Kµ(x)aε∇mεdxdt .

(M2) Field model. Here the macro model is given by

∂tM = −M× F2 − αM×M× F2 ,

M(x, 0) = Minit(x) ,

where F2 takes the role of the effective field. In the periodic case, F2 should
hence approximate ∇ · (∇MAH). In general, F2 is defined as the average of
the operator L applied to the solution to the micro problem,

F2 =

∫ η

0

∫ µ

−µ
K0
η(t)Kµ(x)∇ · (aε∇mε)dxdt .

(M3) Torque model. The third macro model we consider is

∂tM = −F3 − αM× F3 ,

M(x, 0) = Minit(x) ,

which means that for a periodic material coefficient, F3 should approximate
the torque M×∇ · (∇MAH). Here F3 is given by

F3 =

∫ η

0

∫ µ

−µ
K0
η(t)Kµ(x)mε ×∇ · (aε∇mε)dxdt .

In the following, we prove estimates for the upscaling error in each of the three
models, (M1) - (M3), when aε is periodic,

E1 : =
∣∣F1 −∇M0A

H
∣∣ ,

E2 : =
∣∣F2 −∇ · (∇M0A

H)
∣∣ ,

E3 : =
∣∣F3 −M0 × (∇ · (∇M0A

H))
∣∣ ,

under the assumption that ∂βxminit(0, 0) = ∂βxM0(xM, tM) for multi-indices β with
|β| ≤ 2, where (xM, tM) is the macro point we average around.
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3. Homogenized solution and correctors for a periodic micro problem.
To be able to prove estimates for the upscaling errors E1 - E3 given a periodic material
coefficient, we make use of the estimates for the error between the actual and the
homogenized solution to (2.1) as well as the corresponding corrected approximations
that were derived in [17].

Let mε be the solution to (2.1) given aε(x) = a(x/ε). Then, according to [17],
the corresponding homogenized solution is m0(x, t), which for 0 ≤ t ≤ η satisfies

∂tm0 = −m0 ×∇ · (∇m0A
H)− αm0 ×m0 ×∇ · (∇m0A

H) , x ∈ Ω ,(3.1a)

m0(x, 0) = minit(x) ,(3.1b)

with periodic boundary conditions and where minit is chosen as in (2.1).
We consider a short time interval [0, T ε], with an ε-dependent final time

(3.2) T ε := εσT, 1 < σ ≤ 2.

This is still sufficiently long time for the HMM micro problems with final time η ∼ ε2.
In [17], it is shown that for such a time interval, one obtains improved approxima-
tions to the solution to (2.1), mε(x), when not only considering m0 but a truncated
asymptotic expansion

(3.3) m̃ε
J(x, t) = m0(x, t) +

J∑

j=1

εjmj

(
x,
x

ε
, t,

t

ε2

)
, J > 0,

where the correctors mj(x, y, t, τ), j > 0 satisfy linear differential equations in the
fast variables y and τ ,

∂τmj = −m0 × Lyymj − αm0 ×m0 × Lyymj − fj ,

mj(x, y, t, 0) = 0.

Here the forcing fj depends only on the lower order terms mk, 0 ≤ k < j. The operator
Lyy is the vector-equivalent to Lyy, which is defined such that for u(x, y) ∈ H0,2(Ω;Y ),

(3.5) Lyyu(x, y) = ∇y · (a(y)∇yu(x, y)).

As explained in [17], the form of the first corrector m1 is

(3.6) m1(x, y, t, τ) = ∇m0(x, t)χ(y) + v(x, y, t, τ) ,

where χ is the solution to (1.7) and v is an oscillatory, decaying term that is discussed
in Section 3.2.

3.1. Energy and error estimates. For convenience of the reader, we here give
a summary of the estimates from [17] that are most crucial for the derivations in
this paper. In contrast to [17], we here require higher regularity of m0 for reasons of
simplicity. Otherwise we use the same assumptions. In particular, we assume that

(A1) the material coefficient a ∈ C∞(Ω) is a periodic function such that there are
positive constants amin, amax > 0 satisfying amin < a(x) < amax.

(A2) the initial data function is normalized, |minit(x)| = 1, which implies that
|mε(x, t)| = |m0(x, t)| = 1 for any t ≥ 0. From this property it follows that
given a multi-index β with |β| = 1,

0 = ∂β |m0|2 = 2m0 · ∂βm0,

and thus m0 and ∇m0 are orthogonal.
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(A3) the damping coefficient α is positive and it holds that 0 < α ≤ 1. Moreover,
ε = `/n for some n ∈ N� 1, which implies 0 < ε� 1.

(A4) mε ∈ C1([0, T ε];Hs+1(Ω)) with s ≥ 1 is a classical solution to (2.1) and there
is a constant M independent of ε such that

‖∇mε(·, t)‖L∞ ≤M , 0 ≤ t ≤ T ε .

(A5) m0 ∈ C∞(0, T ;H∞(Ω)) is a classical solution to (3.1).
As shown in [17], it then holds for any q ≥ 0 that the Hq,∞-norms of the first two

correctors, m1 and m2, are bounded uniformly in the fast time variable τ , while the
norms of higher order correctors grow algebraically with τ . Specifically, it holds for
all p, q ≥ 0 and 0 ≤ t ≤ T ε that

‖mj(·, ·, t, t/ε2)‖Hq,p ≤ C
{

1, j = 1, 2,

ε(σ−2)(j−2), j ≥ 3 ,
(3.7)

where the constant C depends on T but is independent of ε. For the approximating
m̃ε
J in (3.3), it holds for 0 ≤ t ≤ T ε that

‖m̃ε
J‖W q,∞ ≤ Cεmin(0,1−q), q ≥ 0.(3.8)

Moreover, consider the error introduced when approximating mε by m̃ε
J . Under

the given assumptions, it holds for 0 ≤ t ≤ T ε and q ≤ s that

(3.9) ‖mε(·, t)− m̃ε
J(·, t)‖Hq ≤ Cε2−q+(σ−1)(J−1) , J ≥ 1,

where the constant C is independent of ε but depends on M in (A4) and T . This
estimate shows that the approximations improve with increasing J on the considered
time interval.

3.2. The correction term v. In [17], it was shown that both m1 and the
correction term v, which is part of m1 as given in (3.6), are orthogonal to m0,

(3.10) v ⊥m0, m1 ⊥m0 .

Moreover, it was proved that given (A1)-(A5), there are constants γ > 0 and C
independent of ε such that

(3.11) ‖∂kt v(·, ·, t, τ)‖Hp,q ≤ Cε−γτ , k, p, q ≥ 0.

For the analysis in this paper, an explicit formulation for v(x, y, t, τ) is required. To
obtain such a description, we use the linear equation that was derived in [17],

∂τv = −m0 × Lyyv − αm0 ×m0 × Lyyv ,(3.12a)

v(x, y, t, 0) = −∇m0(x, t)χ(y) .(3.12b)

We now introduce a lemma that shows a connection between differential equations of
the same type as (3.12) to a system of parabolic equations that become Schrödinger
equations as α→ 0. Then we go on and use that result to derive an explicit solution
to (3.12) in terms of the eigenfunctions of the operator −Lyy.
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Lemma 3.1. Suppose f ∈ H2(Y,R3) and b ∈ R3 is a given constant vector with
|b| = 1. Then the solution w to

∂tw(y, t) = −b× Lyyw(y, t)− αb× b× Lyyw(y, t), y ∈ Y, t > 0 ,

w(y, 0) = f(y) ,
(3.13)

with periodic boundary conditions is given by

(3.14) w(y, t) := bbT f(y) + (I− bbT )Re(u(y, t)) + b× Im(u(y, t)) ,

where u ∈ C1(0, T ;H2(Y ;C3)) solves

∂tu(y, t) = −(i− α)Lyyu(y, t), y ∈ Y, t > 0 ,

u(y, 0) = f(y)
(3.15)

with periodic boundary conditions.

Proof. As u(y, 0) is real, it follows immediately that w given by (3.14) satisfies
the initial condition in (3.13). Moreover, since b is constant,

b× Lyyw = b× [bbTLyyf + (I− bbT )LyyRe(u) + b× LyyIm(u)]

= b×Re(Lyyu) + b× b× Im(Lyyu)

= b×Re(Lyyu)− (I− bbT )Im(Lyyu) ,

where we used the vector triple product identity for the last step. It then follows that

b× b× Lyyw = b× b×Re(Lyyu)− b× Im(Lyyu) .

It thus holds that

b× Lyyw + αb× b× Lyyw
= b× [Re(Lyyu)− αIm(Lyyu)] + b× b× [Im(Lyyu) + αRe(Lyyu)]

= b× Im[(i− α)Lyyu]− b× b×Re[(i− α)Lyyu].

Using (3.15) and exploiting the facts that b is constant and f is independent of time,
we obtain

b× Lyyw + αb× b× Lyyw = −b× Im(∂tu) + b× b×Re(∂tu)

= −∂t[(I− bbT )(Re(u)) + b× Im(u)] = −∂tw ,

which shows that w given by (3.14) satisfies (3.13).

In the following, let φj(y), ωj be the eigenfunctions and eigenvalues of the operator
−Lyy, where Lyy is given by (3.5), on Y with periodic boundary conditions,

−Lyyφj(y) = ωjφj(y) on Y .

As −Lyy is a periodic elliptic operator it holds according to standard theory that
its eigenvalues are strictly positive and bounded away from zero except for the first
eigenvalue, ω0, which is zero [15],

ω0 = 0, 0 < ωj , for j > 0.

Moreover, the eigenfunctions φj form an orthonormal basis for L2(Y ). In particular,
the first eigenfunction, corresponding to ω0, is the constant function φ0 ≡ 1. The
eigenfunctions can be chosen to be real, which they are assumed to be in the following.
We then obtain the following expression for the correction term v.
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Lemma 3.2. Let fv(x, t) := ∇m0(x, t)− im0(x, t)×∇m0(x, t) and

Ψ(y, τ) :=

∞∑

j=1

χje
(−α+i)ωjτφj(y) ,(3.16)

where φj and ωj, 0 ≤ j, are the eigenfunctions and eigenvalues of −Lyy and χj are
expansion coefficients such that χ(y) =

∑
j χjφj(y). Then

v(x, y, t, τ) = −Re(fv(x, t)Ψ(y, τ))

solves (3.12) .

Proof. Since v satisfies a linear differential equation in the fast variables, we write
v(y, τ) and suppress the dependence on the slow variables, x and t, in the notation
throughout this proof. Note also that with respect to the fast variables only, m0 and
∇m0 are constant.

By Lemma 3.1 and using the fact that by (A2), m0 and ∇m0 are orthogonal to
each other, we find that the solution to (3.12) is

v(y, τ) = (I−m0m
T
0 )Re(u(y, τ)) + m0 × Im(u(y, τ)),(3.17)

where u is the solution to

∂τu(y, τ) = −(i− α)Lu(y, τ) , y ∈ Y, τ > 0,

u(y, 0) = −∇m0χ(y) .
(3.18)

As (3.18) is a system of three decoupled equations, we can consider each equation
separately and solve it in terms of the eigenfunctions of −Lyy. Let u(y, τ) denote the
first component in u. Then we can define uj(τ) such that

u(y, τ) =

∞∑

j=0

uj(τ)φj(y) .

Note that χ0 = 0 as χ has zero average by definition. By (3.18) and the orthogonality
of the eigenfunctions, we deduce that

∂τuj(τ) = (i− α)ωjuj(τ) , uj(0) = −∇m(1)
0 · χj ,

and consequently,

uj(τ) = −∇m(1)
0 · χje(i−α)ωjτ .

For the second and third components in u, we obtain the same result but with initial

conditions involving ∇m(2)
0 and ∇m(3)

0 , respectively. Hence, in total it holds that

u(y, τ) = −∇m0

∞∑

j=1

χje
(i−α)ωjτφj(y) = −∇m0Ψ(y, τ) ,

where Ψ(y, τ) is defined as in (3.16). Putting this explicit expression for u into (3.17),
then results in

v(y, τ) = −∇m0Re(Ψ(y, τ))−m0 ×∇m0Im(Ψ(y, τ))

= −Re(∇m0Ψ(y, τ)− im0 ×∇m0Ψ(y, τ)).

This completes the proof.
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To gain a more intuitive understanding, note that v(y, τ) can also be written as

v(y, τ) = −
∞∑

j=1

χjφj(y)e−αωjτ [cos(ωjτ)∇m0 + sin(ωjτ)m0 ×∇m0] .(3.19)

As ∇m0 and m0×∇m0 are orthogonal to m0 and each other, this clearly shows that
v lies in the subspace orthogonal to m0 and can be written in terms of two orthogonal
vectors spanning this subspace multiplied by coefficients that oscillate with τ . For
α > 0, all the components of v are damped away with increasing τ , with stronger
damping for higher modes. Note that the sum in (3.19) starts from j = 1. There is
no contribution from the constant mode, indicating that v has zero average.

4. Averaging. In order to get a good approximation of the missing quantity
for the macro model in our HMM scheme, it is crucial to have efficient averaging
techniques that allow us to control how fast the averaged micro model data converges
to the required effective quantity. To achieve this, one can use smooth, compactly
supported averaging kernels as introduced in [12], [5].

Definition 4.1 ([5]). A function K is in the space of smoothing kernels Kp,q if
1. K(q+1) ∈ BV (R) and K has compact support in [−1, 1], K ∈ Cqc ([−1, 1]).
2. K has p vanishing moments,

∫ 1

−1

K(x)xrdx =

{
1 , r = 0 ,

0 , 1 ≤ r ≤ p .

Typically, we do not want to average over [−1, 1] but over small boxes of size
proportional to ε or ε2. For this purpose, let Kµ(x) denote a scaled version of K(x),

Kµ(x) =
1

µ
K

(
x

µ

)
.

Moreover, when considering problems in d space dimensions with d > 1, Kµ(x) is to
be understood as

Kµ(x) = Kµ(x1) · · ·Kµ(xd) .

Note that as K has compact support and K(q+1) ∈ BV (R), it holds that K ∈
W 1,q+1(R) and K ∈ L2(R).

4.1. Kernels K0. Often, the averaging kernels used for HMM are chosen to be
symmetric around zero and have nonzero-values almost everywhere in [−1, 1]. How-
ever, for our application it is advantageous to do time averaging such that we obtain
an approximation for the effective quantity at time t = 0 based only on the values of
the microscopic solution for t ≥ 0. As the subsequent proofs require kernels K ∈ Kp,q,
we therefore show that Kp,q contains a subspace Kp,q0 such that K0(t) = 0 for t ≤ 0
when K0 ∈ Kp,q0 . To construct such kernels, consider the ansatz

(4.1) K0(t) =

{
tq+1(1− t)q+1P (t) , 0 < t < 1

0 , otherwise ,

where P is a polynomial in Pp, the space of of polynomials of degree p,

P (t) = c0 + c1t+ ...+ cpt
p .
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As explained in [11], it is beneficial to choose this type of ansatz since it typically
results in better numerical stability compared to an approach where the coefficients
of K0 are computed directly.

One can easily see that due to the term tq+1(1 − t)q+1, the first q derivatives of
K0 as given by (4.1) vanish at zero and one, which together with continuity implies
that the first requirement in Definition 4.1 is satisfied.

To show that there indeed exists a unique polynomial P in Pp such that K0 as
given in (4.1) also satisfies the second requirement in Definition 4.1 and hence is in
Kp,q, we define the weighted inner product 〈·, ·〉w by

〈u, v〉w :=

∫ 1

0

u(t)v(t)tq+1(1− t)q+1dt, ‖u‖w := 〈u, u〉w .

This allows us to rewrite the second condition in Definition 4.1 as

〈P, 1〉w = 1,

〈P, tk〉w = 0 , 1 ≤ k ≤ p .
(4.2)

Let now φj , j = 0, . . . , p be orthogonal polynomials with respect to 〈·, ·〉w, satisfying
the recurrence formula

φ0 = 1 , φ1 = (x− α0)φ0 , φk+1 = (x− αk)φk − βkφk−1 ,

where αk = 〈φk,xφk〉w
‖φk‖2w

and βk =
‖φk‖2w
‖φk−1‖2w

. Then it holds that φj ∈ Pjand together the

φj , j = 0, . . . , p form an orthogonal basis for Pp. We can hence expand

P (t) =

p∑

j=1

pjφj(t) , tk =

p∑

j=0

cjkφj(t) ,(4.3)

where the coefficients cjk are uniquely determined [18]. In particular, cjj = 1 and
cjk = 0 for k > j. Expressing the inner product in (4.2) in terms of the expansions
(4.3) yields

〈P, tk〉w =

k∑

j=1

pjcjk‖φj‖2w ,

which implies that (4.2) is satisfied when the coefficients pj are the solution to




‖φ0‖2w 0 0 . . . 0
c01‖φ0‖2w ‖φ1‖2w 0 . . . 0
c02‖φ0‖2w c12‖φ1‖2w ‖φ2‖2w . . . 0

...
...

. . .

c0p‖φ0‖2w c1p‖φ1‖2w . . . ‖φp‖2







p0

p1

p2

...
pp




=




1
0
0
...
0



.

Since the matrix here is triangular with strictly positive diagonal elements, the system
has a unique solution, which proves that there exists a unique polynomial P of degree
at most p such that K0 ∈ Kq,p0 ⊂ Kq,p.

Remark 4.2. In practice, there is a quicker way to determine the coefficients cj
of the polynomial P (t). Let Ij =

∫ 1

0
tq+1+j(1 − t)q+1dt, then it has to hold that the
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vector containing the coefficients cj solves the linear system




I0 I1 ... Ip
I1 I2 ... Ip+1

...
. . .

Ir Ip+1 . . . I2p







c0
c1
...
cp


 =




1
0
...
0


 .

4.2. Averaging in space. The following lemma from [5] gives a precise conver-
gence rate in terms of ε/η when averaging a purely periodic function f with a kernel
over a one-dimensional interval. By choosing a kernel with high regularity, one can
achieve very fast convergence to the corresponding average.

Lemma 4.3 ([5]). Let f : R → R be a 1-periodic continuous function, and let

K ∈ Kp,q. Then, with f̄ =
∫ 1

0
f(y)dy,

∣∣∣∣
∫

R
Kµ(x)f

(x
ε

)
dx− f̄

∣∣∣∣ ≤ C|f |∞
(
ε

µ

)q+2

and when r ∈ Z+,

∣∣∣∣
∫

R
Kµ(x)xrf

(x
ε

)
dx

∣∣∣∣ ≤ C




|f |∞

(
ε
µ

)q+2

µr , 1 ≤ r ≤ p ,

|f |∞
(
ε
µ

)q+2

µr + |f̄ |µr , r > p ,

where the constant C is independent of ε, µ, f or x but may depend on K, p, q and r.

In [5], this lemma is proved for a continuous f since all derivatives involved in the
proof are treated in the classical sense. However, when the derivatives are seen in a
weak sense, the lemma also applies to f ∈ L∞, as explained in [6].

In [6], an averaging lemma for functions f(x, y) that only are 1-periodic in the
second variable is derived. In the following, we give a variation of that lemma which
is adapted for Bochner-Sobolev spaces and higher dimensions.

Lemma 4.4. Let Y = [0, 1]d and Ωµ = [−µ, µ]d for d ∈ N. Suppose f(x, y) is
1-periodic in y and ∂βxf ∈ L∞(Ωµ;L∞(Y )) for 0 ≤ |β| ≤ p + 1 and assume that
K ∈ Kp,q. Then, with f̄(x) :=

∫
Y
f(x, y)dy,

∣∣∣∣
∫

Rd
Kµ(x)f(x, x/ε)dx− f̄(0)

∣∣∣∣ ≤ C sup
y∈Y
‖f(·, y)‖Wp+1,∞(Ωµ)

((
ε

µ

)q+2

+ µp+1

)
,

where the constant C does not depend on µ or f but may depend on K, p and q.

Proof. We first assume that ∂βxf ∈ C(Ω;L∞(Y )) for 0 ≤ |β| ≤ p + 1. Then we
obtain via Taylor expansion of f(x, x/ε) that

∫

Rd
Kµ(x)f (x, x/ε) dx =

∫

Ωµ

Kµ(x)f (0, x/ε) dx

+
∑

1≤|β|≤p

1

β!

∫

Ωµ

Kµ(x)∂βxf (0, x/ε)xβdx+
∑

|β|=p+1

∫

Ωµ

Kµ(x)Rβ(x)xβdx

=: I + II + III ,
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where Rβ(x) is the remainder in integral form,

Rβ(x) =
|β|
β!

∫ 1

0

(1− z)p∂βxf (zx, x/ε) dz .

The terms I and II can be bounded using Lemma 4.3. We consider one co-
ordinate direction at a time. For this purpose, assume that we have a multi-index
β = [β1, ..., βd], coordinates x = (x1, ...xd) and let

g0(y1, ..., yd) := ∂βxf(0, y) = ∂βxf(0, ..., 0, y1, ..., yd),

gn(yn+1, ..., yd) :=

∫ µ

−µ
Kµ(xn)gn−1(xn/ε, yn+1, ..., yd)x

βn
n dxn, 1 ≤ n ≤ d− 1

gd :=

∫ µ

−µ
Kµ(xd)gd−1(xd/ε)x

βd
d dxd =

∫

Ωµ

Kµ(x)∂βxf(0, x/ε)xβdx,

and

hn(xn) :=

∫ 1

0

· · ·
∫ 1

0

gn−1(xn, yn+1, ..., yd)dyn+1 · · · dyd.

Note first that due to the fact that µ < 1, we obtain by iterative application of
Lemma 4.3 that

sup
y∈Y
|gn(yn+1, ..., yd)| = sup

y∈Y

∣∣∣∣
∫ µ

−µ
Kµ(xn)gn−1(xn/ε, yn+1, ..., yd)x

βn
n dxn

∣∣∣∣

≤ C sup
y∈Y
|gn−1(yn, ..., yd)|

(
(ε/µ)

q+2
+ δβn=0

)
(4.4)

≤ C sup
y∈Y
|∂βxf(0, y)|

n∏

j=1

(
(ε/µ)

q+2
+ δβj=0

)
,

where δβj=0 indicates that there is a term of order one when βj = 0, an upper bound
for the average in coordinate direction j.

In case of I, we have |β| = 0. An application of Lemma 4.3 then yields that for
1 ≤ j ≤ d,

|ḡj − ḡj−1| =
∣∣∣∣
∫ µ

−µ
Kµ(xj)hj(xj/ε)dxj −

∫ 1

0

hj(xj)dxj

∣∣∣∣ ≤ C sup
yj∈[0,1]

|hj(yj)|
(
ε

µ

)q+2

,

and as a consequence of (4.4), it holds that

sup
yj∈[0,1]

|hj(xj)| ≤ sup
yj ,...,yd∈[0,1]

|gj−1(yn, ..., yd)| ≤ C sup
y∈Y
|f(0, y)|.

Using the fact that I = gd = ḡd and f̄(0) = ḡ0 we hence obtain

|I − f̄(0)| ≤ |I − ḡd−1|+
d−1∑

j=1

|ḡj − ḡj−1| ≤ C sup
y∈Y
|f(0, y)|

(
ε

µ

)q+2

.(4.5)

To estimate the integrals in II, consider 1 ≤ |β| ≤ p. It then follows by (4.4) that
∣∣∣∣∣

∫

Ωµ

Kµ(x)∂βxf(0, x/ε)xβdx

∣∣∣∣∣ = |gd| ≤ C sup
y∈Y
|∂βxf(0, y)|

(
ε

µ

)q+2

,
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where the last step follows since we know that |β| > 0, there is at least one direction
j such that βj > 0. Consequently, we obtain

|II| ≤ C max
1≤|β|≤p

sup
y∈Y
|∂βxf(0, y)|

(
ε

µ

)q+2

.(4.6)

To bound III we use the fact that

sup
x∈Ωµ

|Rβ(x)| ≤ C |β|
β!

sup
x∈[−1,1]d

∣∣∣∣
∫ 1

0

(1− z)p∂βxf
(
zµx,

µx

ε

)
dz

∣∣∣∣

≤ C sup
x∈Ωµ

sup
y∈Y
|∂βf(x, y)|.

Thus we can bound the integrals in the third term above, III, as follows,
∣∣∣∣∣

∫

Ωµ

Kµ(x)Rβ(x)xβdx

∣∣∣∣∣ ≤ sup
x∈Ωµ

|Rβ(x)xβ |‖K‖L1 ≤ C sup
x∈Ωµ

sup
y∈Y
|∂βf(x, y)|µ|β|.

Therefore,

|III| ≤ C max
|β|=p+1

sup
x∈Ωµ

sup
y∈Y
|∂βf(x, y)|µp+1.(4.7)

Combining the estimates (4.5), (4.6) and (4.7) then yields the estimate in the lemma
for functions with ∂βxf ∈ C(Ω, L∞(Y )).

If we instead have that ∂βxf ∈ L∞(Ωµ;L∞(Y )) for 0 ≤ |β| ≤ p + 1, we can
approximate them by smooth functions such that the above still holds.

4.3. Averaging in space and slow time. For a vector-valued function w(x, t),
let

K̄µ,ηw :=

∫

Ωµ

∫ η

0

Kµ(x)K0
η(t)w(x, t)dtdx ,(4.8)

where K ∈ Kpx,qx and K0 ∈ Kpt,qt0 are given kernels that are scaled by parameters µ
and η, respectively.

Lemma 4.5. With K̄µ,η given in (4.8), it holds for u ∈ L∞(0, η;L2(Ω)) that

∣∣K̄µ,ηu
∣∣ ≤ C

µd/2
sup

0≤t≤η
‖u(·, t)‖L2 .(4.9)

Moreover, if u ∈ L∞(0, η;L∞(Ω)), then
∣∣K̄µ,ηu

∣∣ ≤ C sup
0≤t≤η

‖u(·, t)‖L∞ .(4.10)

Proof. By the Cauchy-Schwarz inequality, it follows that that

∣∣∣∣∣

∫

Ωµ

Kµ(x)u(x, t)dx

∣∣∣∣∣ ≤
(∫

Ωµ

1

µ2d

∣∣∣∣K
(
x

µ

)∣∣∣∣
2

dx

∫

Ωµ

|u(x, t)|2 dx
)1/2

=

(
1

µd

∫

[−1,1]d
|K(x)|2 dx

∫

[−1,1]d
|u|2dx

)1/2

≤ C

µd/2
‖u(·, t)‖L2 ,
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hence it holds that

|K̄µ,ηu| ≤
1√
µd
C

∥∥∥∥
∫ η

0

K0
ηu(·, t)dt

∥∥∥∥
L2

≤ 1√
µd
C‖K0‖L1 sup

0≤t≤η
‖u(·, t)‖L2 ,

which shows the first result in the lemma. Furthermore, it holds that

|K̄µ,ηu| ≤ sup
0≤t≤η

‖u(·, t)‖L∞(Ωµ)

∫

Ωµ

∫ η

0

|Kµ||K0
η |dtdx

≤ ‖K‖L1‖K0‖L1 sup
0≤t≤η

‖u(·, t)‖L∞(Ωµ) .

This completes the proof.

Next, we prove a general lemma that holds for the averaging of sufficiently regular
functions that change only slowly in time but contain both slow and fast variations in
space. These fast spatial oscillations have to be representable by a periodic function
that multiplies a function only depending on the slow variables.

Lemma 4.6. Consider averaging kernels K(x) for space and K0(t) for time such
that K ∈ Kpx,qx and K0 ∈ Kqt,pt0 and assume that ε < µ < 1 and ε2 < η < 1. Let g
be a 1-periodic function such that g ∈ L∞(Y ) and ḡ =

∫
[0,1]d

g(x)dx. Suppose that for

0 ≤ k ≤ pt + 1 and 0 ≤ |β| ≤ px + 1, ∂kt ∂
β
xf(x, t) ∈ C(0, η;L∞(Ω)). Then

∣∣K̄µ,η (f(x, t)g(x/ε))− f(0, 0)ḡ
∣∣

≤ C max
k≤pt+1

sup
0≤t≤η

‖∂kt f(·, t)‖Wpx+1,∞(Ωµ)‖g‖L∞
((

ε

µ

)qx+2

+ µpx+1 + ηpt+1

)
.

Proof. Consider first averaging in time only. As an immediate consequence of
Definition 4.1 and the fact that K0(t) is zero for t < 0, it holds that

∫ η

0

K0
η(t)f(x, 0)dt = f(x, 0)

∫ 1

−1

K0(t)dt = f(x, 0) ,

∫ η

0

K0
η(t)∂jt f(x, 0)tjdt = ηj∂jt f(x, 0)

∫ 1

−1

K0(t)tjdt = 0, 1 ≤ j ≤ pt.

Hence, when Taylor-expanding f(x, t) in time around zero, we obtain

∫ η

0

K0
η(t)f(x, t)dt = f(x, 0) +

∫ η

0

K0
η(t)Rpt+1(x, t)dt ,

where the remainder term is

Rpt+1(x, t) :=
1

pt!

∫ t

0

(t− z)pt∂pt+1
t f(x, z)dz .

This representation of the time averaging integral can then be used to obtain a bound
on the considered averaging error that consists of two parts,
∣∣K̄µ,η (f(x, t)g(x/ε))− f(0, 0)ḡ

∣∣

≤
∣∣∣∣∣

∫

Ωµ

Kµ(x)f(x, 0)g(x/ε)dx− f(0, 0)ḡ

∣∣∣∣∣+
∣∣K̄µ,η (Rpt(x, t)g(x/ε))

∣∣ =: I + II .
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The first part here, I, corresponds to averaging in space of a time-independent function
with slow and fast, periodic variations in space. Application of Lemma 4.4 then yields

|I| ≤ C sup
y∈Y
‖f(·, 0)g(y)‖Wpx+1,∞(Ωµ)

((
ε

µ

)qx+2

+ µpx+1

)
.

To bound the second part, II, note that the remainder integral from time inte-
gration can be rescaled to [0, 1] and then be bounded in terms of Cf and K0(t),

∫ η

0

K0
ηR(x, t)dt ≤ 1

pt!

∫ 1

0

|K0|
∫ ηt

0

|(ηt− z)|pt |∂pt+1
t f(x, z)|dzdt

≤ ηpt+1

pt!
sup

0≤t≤η
|∂pt+1
t f(x, t)|‖K0‖L1 .

Hence, we can bound the integral in II by

|II| ≤ C sup
0≤t≤η

sup
x∈Ωµ

|∂pt+1f(x, t)|‖g‖L∞ηpt+1,

where the constant C depends on K,K0 and pt but is independent of ε, η and µ.
Together with the estimate for |I|, this shows result in the lemma.

4.4. Averaging involving temporal oscillations. For expressions involving
the correction term v

(
x, x/ε, t, t/ε2

)
, a special averaging lemma that exploits the

structure of v as given in Lemma 3.2 is necessary in order to get error estimates in
Section 5. We therefore proceed to derive a lemma for time averaging with a kernel
for functions of the form

(4.11)

∫ µ

−µ
∂β1
x f(x/ε)∂β2

x Kµ(x)u(x, t)Ψ

(
x

ε
,
t

ε2

)
dx ,

where u(x, t) is a function that only varies slowly, f(y) is a 1-periodic function and
Ψ(x, t) is defined as in Lemma 3.2. Moreover, β1 and β2 are given multi-indices. We
obtain the following result.

Lemma 4.7. Consider averaging kernels K ∈ Kqx,px and K0 ∈ Kqt,pt0 and assume
that ε < µ < 1 and ε2 < η < 1. Let u(x, t) be a complex-valued function such that
∂rt u ∈ C(0, η;L∞(Ω)) for 0 ≤ r ≤ qt + 1. Moreover, consider multi-indices β1 and β2

such that |β2| ≤ qx. Suppose f is a 1-periodic function such that ∂β1
x f ∈ L∞(Y ), and

that Ψ is given by (4.12). Then
∣∣∣∣∣

∫ η

0

K0
η(t)

∫

Ωµ

(
∂β1
x f(x/ε)

) (
∂β2
x Kµ(x)

)
u(x, t)Ψ

(
x

ε
,
t

ε2

)
dxdt

∣∣∣∣∣

≤ C 1

µ|β2|ε|β1|
max
ρ≤qt+1

sup
t∈[0,η]

‖∂ρt u(·, t)‖L∞‖∂β1
y f‖L∞

(
ε2

η

)qt+1

,

where the constant C depends on ‖K0‖W 1,qt+1 and ‖χ‖L2 but is independent of ε, µ, η
and t.

Proof. To simplify notation in the following, we introduce ψj(t) such that

(4.12) Ψ(x, t) :=

∞∑

j=1

χjφj(x)ψj(t) , where ψj(t) := e(−α+i)ωjt .
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As in Lemma 3.2, φj and ωj , j ≥ 0 are the eigenfunctions and corresponding eigen-
values of the operator −Lyy and χj are the expansion coefficients one obtains when
expressing χ in terms of the eigenfunction basis φj . Note that the time derivatives of
ψj can be expressed in terms of the original function times a constant,

d

dt
ψj

(
ηt

ε2

)
= − 1

cj
ψj

(
ηt

ε2

)
, with cj :=

ε2

(α− i)ωjη
.

Repeated application of integration by parts thus yields

∫ η

0

K0
η(t)u(x, t)ψj(t/ε

2)dt = −cj
∫ 1

0

K0(t)u(x, ηt)
d

dt
ψj

(
ηt

ε2

)
dt

= cq+1
j

∫ 1

0

∂q+1
t

(
K0(t)u(x, ηt)

)
ψj

(
ηt

ε2

)
dt .(4.13)

Since η < 1, we can moreover bound the absolute value of ∂q+1
t (K0(t)u(x, ηt)) as

∣∣∣∂q+1
t (K0(t)u(x, ηt))

∣∣∣ ≤ C max
ρ≤qt+1

sup
t∈[0,η]

|∂ρt u(x, t)| .(4.14)

Using the definition of Ψ, (4.12), the equality (4.13) and the fact that the averaging
kernel K0(t) is zero for t < 0 since K0(t) ∈ Kqt,pt0 , we thus find that

∫ η

0

K0
η(t)u(x, t)Ψ

(
x

ε
,
t

ε2

)
dt =

∞∑

j=1

χjφj

(x
ε

)∫ η

0

K0
η(t)u(x, t)ψj

(
t

ε2

)
dt(4.15)

=

∫ 1

0

∂q+1
t

(
K0(t)u(x, ηt)

)
gε(x, ηt)dt ,

where

g(x, t) :=

∞∑

j=1

cq+1
j χjφj(x)ψj(t) and gε(x, t) = g(x/ε, t/ε2) .

Furthermore, we let for shortness of notation, kεµ(x) :=
(
∂β1
x f(x/ε)

) (
∂β2
x Kµ(x)

)
. It

then follows by (4.14) and (4.15) that

∣∣∣∣∣

∫ η

0

K0
η(t)

∫

Ωµ

(
∂β1
x f(x/ε)

) (
∂β2
x Kµ(x)

)
u(x, t)Ψ

(
x/ε, t/ε2

)
dxdt

∣∣

=

∣∣∣∣∣

∫

Ωµ

kεµ(x)

∫ η

0

K0
η(t)u(x, t)Ψ

(
x/ε, t/ε2

)
dtdx

∣∣∣∣∣

≤
∫ 1

0

∫

Ωµ

∣∣∣∂q+1
t

(
K0(t)u(x, ηt)

)∣∣∣
∣∣kεµ(x)gε(x, ηt)

∣∣ dxdt

≤ C max
ρ≤qt+1

sup
t∈[0,η]

‖∂ρt u(·, t)‖L∞
∫ 1

0

∫

Ωµ

∣∣kεµ(x)gε(x, ηt)
∣∣ dxdt .

Rescaling of the spatial integral and application of the Cauchy-Schwarz inequality
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yields
∫

Ωµ

|kεµ(x)gε(x, ηt))|dx =

∫

[−1,1]d

∣∣∣µ−|β1|−|β2|∂β1
x f(µx/ε)∂β2

x K(x)gε(µx, ηt)
∣∣∣ dx

≤
(∫

[−1,1]d
|µ−|β1|−|β2|∂β1

x f(µx/ε)∂β2
x K(x)|2dx

)1/2(∫

[−1,1]d
|gε(µx, ηt)|2dx

)1/2

.

Note that g(x, t) is 1-periodic in space and µ > ε, which implies that the latter integral
can be bounded by the corresponding ‖ · ‖L2(Y )-norm using Lemma 4.8 below,
∫

[−1,1]d
|gε(µx, ηt)|2dx =

∫

[−1,1]d

∣∣g
(
µx/ε, ηt/ε2

)∣∣2 dx ≤ C
∥∥g
(
·, ηt/ε2

)∥∥2

L2(Y )
.

Since the absolute values of the eigenvalues ωj are increasing with j, all cj , j ≥ 1 can
be bounded by c1, the constant involving ω1 the smallest non-zero eigenvalue

|cj | =
∣∣∣∣

ε2

(α− i)ωjη

∣∣∣∣ =
1

ωj

ε2

η
√

1 + α2
≤ 1

ω1

ε2

η
√

1 + α2
= |c1| , j = 1, 2, ... .(4.16)

One can therefore show using the orthogonality of the basis functions φj and the
boundedness of ψj , that

∥∥g
(
·, ηt/ε2

)∥∥2

L2(Y )
=

∞∑

j=1

∣∣∣cqt+1
j χjψj

(
ηt/ε2

)∣∣∣
2

≤ |c1|2(qt+1)
∞∑

j=1

|χj |2

= |c1|2(qt+1)‖χ‖2L2(Y ) ,

for any time t ≥ 0. It furthermore holds that
∫

[−1,1]d
|µ−|β1|−|β2|∂β1

x f(µx/ε)∂β2
x K(x)|2dx ≤ 1

µ2|β2|ε2|β1|
sup
y∈Y
|∂β1
y f(y)|2‖K‖2H|β2| .

Therefore, we obtain
∫ 1

0

∫

Ωµ

|kεµ(x)gε(x, ηt))|dxdt ≤ ‖χ‖L2‖K‖H|β2|‖K0‖W 1,qt+1

|c1|(qt+1)

µ|β2|ε|β1|
sup
y∈Y
|∂β1
y f(y)|

and the result in the lemma follows.

In order to derive the above result, we used the following lemma from [10], which
is a useful tool when working with periodic functions. For the convenience of the
reader, a short proof is given here.

Lemma 4.8. Assume g ∈ L2(Y ) is 1-periodic. Let θ ≥ 1 and a < b be given real
constants, then ∫

[a,b]d
|g(θx)|2dx ≤ C‖g‖2L2(Y ) ,

where C only depends on a, b and the dimension d but is independent of θ.

Proof. Let K = b(b−a)θc, the number of full periods of g(θx) in the interval [a, b]
(in one coordinate direction). Consider first a rescaled integral in the jth coordinate
direction. As aθ + (K + 1) > bθ and |g|2 > 0, it holds that

∫ bθ

aθ

|g(x)|2dxj ≤
K∑

k=0

∫ aθ+(k+1)

aθ+k

|g(x)|2dxj = (K + 1)

∫ 1

0

|g(x)|2dxj .
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Therefore, we find that

∫

[a,b]d
|g(θx)|2dx =

1

θd

∫ bθ

aθ

· · ·
∫ bθ

aθ

|g(x)|2dx1 · · · dxd

≤ K + 1

θd

∫ bθ

aθ

· · ·
∫ 1

0

|g(x)|2dx1 · · · dxd ≤
(
K + 1

θ

)d
‖g‖2L2(Y ).

Since θ ≥ 1,
K + 1

θ
≤ b− a+

1

θ
≤ b− a+ 1 ,

which entails that the constant multiplying ‖g‖2L2(Y ) is independent of θ.

5. HMM approximation errors. In this section, we prove bounds for the av-
eraging error in each of the three models (M1), (M2) and (M3) described in Section 2.
These error bounds depend on the parameters of the kernels used for averaging in
time and space, px, qx, pt and qt as well as the sizes of the averaging domains. Given a
sufficiently regular solution m0, which we assume in (A5), choosing high values for the
kernel parameters makes it possible to reduce the averaging error to O(ε) as stated
in the following theorem.

Theorem 5.1. Assume (A1)-(A5) hold and let AH be the homogenized coefficient
matrix corresponding to aε(x), given in (1.6). Consider K̄η,µ with averaging kernels
K ∈ Kpx,qx and K0 ∈ Kpt,qt0 and let ε < µ < 1 and ε < η < min(1, T ε), where T ε is
given by (3.2). Then

∣∣K̄µ,η(aε∇mε)−∇m0(0, 0)AH
∣∣

≤ C
(
ε+

(
ε

µ

)qx+2

+ µpx+1 + ηpt+1 +

(
ε2

η

)qt+1
)
,

∣∣K̄µ,η(∇ · (aε∇mε))−∇ · (∇m0(0, 0)AH)
∣∣

≤ C
(
ε+

(
ε

µ

)qx+2

+ µpx+1 + ηpt+1 +
1

µ

(
ε2

η

)qt+1
)
,

and

∣∣K̄µ,η(mε ×∇ · (aε∇mε))−m0(0, 0)×∇ · (∇m0(0, 0)AH)
∣∣

≤ C
(
ε+

(
ε

µ

)qx+2

+ µpx+1 + ηpt+1 +
1

µ

(
ε2

η

)qt+1
)
.

In all three cases, the constant C is independent of ε, µ and η but might depend on
K, K0 and T .

Given that the initial data to the micro problem is chosen such that ∂βxm(0, 0),
|β| ≤ 2 agree with the corresponding derivatives of the macro solution M at the point
in time and space that one averages around, Theorem 5.1 provides estimates for Ei,
i = 1, 2, 3 as given in Section 2.

To prove the estimates in Theorem 5.1, we consider an approximation mapp :=
m0(x, t) + εm1(x, x/ε, t, t/ε2) to mε. We then proceed in a similar way for all three
models. We first show that averaging of mapp results in approximations to the quan-
tities required to complete the models up to a certain error. The contribution of
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mε −mapp only gives a remainder term resulting in an additional error. More pre-
cisely, it holds for the approximation error in the first model, (M1), that

|K̄µ,η(aε∇mε)−∇m0(0, 0)AH | ≤ |K̄µ,η(aε∇mapp)−∇m0(0, 0)AH |
+ |K̄µ,η(aε∇(mε −mapp)|

=: eM1 + rM1.

(5.1)

Similarly, we have for (M2) that

|K̄µ,η(Lmε)−∇ · (∇m0(0, 0)AH)|
≤ |K̄µ,η(Lmapp)−∇ · (∇m0(0, 0)AH)|+ |K̄µ,η(L(mε −mapp))|(5.2)

=: eM2 + rM2 ,

and in case of (M3)

|K̄µ,η (mε ×∇ · (aε∇mε))−m0(0, 0)×∇ · (∇m0(0, 0)AH)|
≤ |mapp × Lmapp −m0(0, 0)×∇ · (∇m0(0, 0)AH)|
+ |mapp × L(mε −mapp) + (mε −mapp)× Lmapp| =: eM3 + rM3 .

(5.3)

Each of the approximation errors eMi, i = 1, 2, 3, is then bounded using Lemma 4.4
– Lemma 4.7 as shown in the following sections. Finally, estimates for the norms
of the remainder terms rMi are given in Section 5.4, which completes the proof of
Theorem 5.1.

For the derivations, we define the y-periodic functions

(5.4) g(y) := a(y)(I + ∇yχ(y)) , and h(y) = a(y)χ(y).

Since by assumption (A1), a ∈ C∞(Y ), the same holds for χ and thus also g,h ∈
C∞(Y ). Note that g is a matrix-valued function, g : R → Rd×d, and we denote its
elements by gij . By the definition of the homogenized matrix AH in (1.6), it holds
that

(5.5) AH
ij =

∫

Y

gij(y)dy .

The average of h is in general non-zero. In the following, we use the notation gε :=
g(x/ε),hε := h(x/ε) and χε := χ(x/ε). Moreover, we define

u(x, y, t) := m0(x, t) + ε∇xm0(x, t)χ(y),

and let uε := u(x, x/ε, t). Together with (3.6), this implies that

(5.6) mapp = m0(x, t) + εm1(x, x/ε, t, t/ε2) = uε + εvε,

where vε = v(x, x/ε, t, t/ε2), for v as given by Lemma 3.2, and

(5.7) aε∇u(x, x/ε, t) = ∇xm0(x, t)g(x/ε) + ε∇x(∇xm0(x, t)h(x/ε)).

Furthermore, it follows from the definition of χ via the cell problem, that the diver-
gence of g is zero,

(5.8) ∇y · g(y) = ∇y · (a(y)(I + ∇yχ(y))) = ∇ya(y) + ∇y · (a(y)∇yχ(y)) = 0 .
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Hence, we have

Lmapp = ∇ ·
(
a(x/ε)∇

(
u(x, x/ε, t) + εv(x, x/ε, t, t/ε2)

))

= ∇x · (∇xm0g
ε) + ∇y · (∇x(∇xm0h

ε)) + ε∇x · (∇x(∇xm0h
ε)) + εLvε.(5.9)

Finally, for matters of brevity, we define a short-hand notation for the error terms
in Lemma 4.4 and Lemma 4.6,

e44(ε, µ) : =

(
ε

µ

)qx+2

+ µpx+1,(5.10)

e46(ε, µ, η) : =

(
ε

µ

)qx+2

+ µpx+1 + ηpt+1.(5.11)

5.1. Approximating ∇m0A
H . We now apply the lemmas from the previous

sections to obtain an estimate for the error eM1 as given by (5.1).

Lemma 5.2. Under the assumptions in Theorem 5.1, it holds that

|K̄µ,η(aε∇mapp)−∇m0(0, 0)AH |

≤ C
((

ε

µ

)qx+2

+ µpx+1 + ηpt+1 +

(
ε2

η

)qt+1

+ ε

)
,

where C is independent of ε, µ and η.

Proof. We start by splitting eM1 according to (5.6), into a part without fast
oscillations in time and a part containing v,

(5.12) eM1 ≤
∣∣K̄µ,η(aε∇uε)−∇m0(0, 0)AH

∣∣+
∣∣K̄µ,η(εaε∇vε)

∣∣ = I1 + I2.

In the following we use the notation gβ and AH
β to refer to the element in the corre-

sponding matrix that multiplies ∂βm0 according to (5.7) and similarly for h. It then
follows by (5.7) that there are constants cβ , dβ such that

aε∇uε =
∑

|β|=1

cβ∂
β
xm0(x, t)gβ(x/ε) + ε

∑

|β|=2

dβ∂
β
xm0(x, t)hβ(x/ε).

Since by assumption (A5), we have m0(x, t) ∈ C∞(0, T ;H∞(Ω)), an application of
Lemma 4.6 together with (5.5) yields that given a multi-index β,

(5.13) |K̄µ,η(∂βxm0g
ε
β)− ∂βxm0(0, 0)AH

β | ≤ Ce46(ε, µ, η).

As furthermore by the boundedness of K̄η,µ, (4.10) in Lemma 4.5,

|K̄µ,η(∂βxm0h
ε
β)| ≤ C,

(5.13) implies that
I1 ≤ C (ε+ e46(ε, µ, η)) .

The remaining term in (5.12), I2, is rewritten using integration by parts, which to-
gether with the definition of v according to Lemma 3.2 yields

I2 = ε

∣∣∣∣∣Re
(∫

Ωµ

∫ η

−η
K0
η(t)∇ (a (x/ε)Kµ(x)) fv(x, t)Ψ

(
x/ε, t/ε2

)
dtdx

)∣∣∣∣∣ .
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The regularity assumption (A5) for m0 implies that fv ∈ C∞(0, T ;H∞(Ω)) and

max
r≤qt+1

sup
t∈[0,η]

‖∂rt fv(·, t)‖L∞ ≤ C,

wherefore it follows by Lemma 4.7 that

|I2| ≤ C
(
ε

µ
‖a‖L∞ + ‖∂ya‖L∞

)(
ε2

η

)qt+1

≤ C
(
ε2

η

)qt+1

.

Hence, we obtain the estimate in the lemma.

5.2. Approximating ∇ · (∇m0A
H). To estimate the first part of the approx-

imation error in the second model, eM2 as given in (5.2) we proceed in a similar way
as before. However, as we consider the divergence of the gradient, more terms need
to be estimated. This results in the following lemma.

Lemma 5.3. Under the assumptions in Theorem 5.1 it holds that

|K̄µ,η(∇ · (aε∇mapp))−∇ · (∇m0(0, 0)AH)|

≤ C
((

ε

µ

)qx+2

+ µpx+1 + ηpt+1 +
1

µ

(
ε2

η

)qt+1

+ ε

)
,

where C is independent of ε, µ and η.

Proof. To begin with, we again split the error under consideration into two parts,

eM2 ≤
∣∣K̄µ,η(Luε)−∇ · (∇m0(0, 0)AH)

∣∣+ |K̄µ,η(εLvε)| =: II1 + II2.

Based on (5.9) one can deduce that there are constant coefficients cβ , dβ such that

Luε = L(m0 + ε∇m0χ
ε)

= ∇x · (∇xm0g
ε) + ∇y · (∇x(∇xm0h

ε)) + ε∇x · (∇x(∇xm0h
ε))

=
∑

|β|=2

cβ [gβ + (∇yh)β ](x/ε)∂βxm0(x, t) + ε
∑

|β|=3

dβhβ(x/ε)∂βxm0(x, t).
(5.14)

Similar to before, gβ here denotes the component of g that multiplies ∂βxm and
accordingly for the other quantities. Hence, it holds that

II1 ≤
∑

|β|=2

cβ
∣∣K̄µ,η

(
gεβ∂

β
xm0

)
−AH

β ∂
β
xm0(0, 0)

∣∣+
∑

|β|=2

cβ
∣∣K̄µ,η

(
(∇yh

ε)β∂
β
xm0

)∣∣

+ ε
∑

|β|=3

dβ
∣∣K̄µ,η

(
hεβ∂

βm0

)∣∣ .

Note that since h is y-periodic, the average with respect to y of the second term on
the right-hand side here is zero. The averages in the other two sums can be bounded
using (5.13) and (4.10) in Lemma 4.5 and it follows in the same way as in the estimate
of eM1 that

II1 ≤C (ε+ e46(ε, µ, η)) .

Furthermore, using integration by parts and Lemma 3.2, we can rewrite II2 as

II2 = ε

∣∣∣∣∣

∫ η

−η
K0
η(t)

∫

Ωµ

(LKµ(x))vεdxdt

∣∣∣∣∣

= ε

∣∣∣∣∣Re
(∫ η

−η
K0
η(t)

∫

Ωµ

∇ · (a(x/ε)∇Kµ) fv(x, t)Ψ

(
x

ε
,
t

ε2

)
dxdt

)∣∣∣∣∣ ,
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Thus it follows by Lemma 4.7 with |β1| ≤ 1 and |β2| = 2− |β1| that

II2 ≤ C
(
ε

µ2
‖a‖∞ +

1

µ
‖∂ya‖∞

)(
ε2

η

)qt+1

≤ C 1

µ

(
ε2

η

)qt+1

,

which results in the estimate in Lemma 5.3.

5.3. Approximating m0 × ∇ · (∇m0A
H). We now consider eM3, the first

contribution to the error bound for the approximation error in the third model as
given in (5.3). Since we are now considering a nonlinear expression, the derivations
are more involved than for the previous two models. However, the resulting estimate
is very similar to the one in Lemma 5.3, as stated in the following.

Lemma 5.4. Under the assumptions in Theorem 5.1 it holds that

|K̄µ,η(mapp × Lmapp))−m0(0, 0)×∇ · (∇m0(0, 0)AH)|

≤ C
((

ε

µ

)qx+2

+ µpx+1 + ηpt+1 +
1

µ

(
ε2

η

)qt+1

+ ε

)
,

where the constant C is independent of ε, µ and η.

Proof. For the term under consideration here, (5.6) implies that the error eM3

can be split into four parts,

eM3 ≤|K̄µ,η(uε × Luε)−m0(0, 0)×∇ · (∇m0(0, 0)AH)|
+ ε|K̄µ,η(uε × Lvε)|+ ε|K̄µ,η(vε × Luε)|+ ε2|K̄µ,η(vε × Lvε)|

= : III1 + εIII2 + εIII3 + ε2III4.

(5.15)

Using the sums in (5.14) to express Luε, we find

uε × Luε = (m0 + ε
∑

|γ|=1

χεγ∂
γ
xm0)× Luε

=
∑

|γ|≤1


∑

|β|=2

cβ [(εχγ)|γ|(g + ∇yh)β ] (x/ε) [∂γxm0 × ∂βxm0](x, t)

+ ε
∑

|β|=3

dβ [(εχγ)|γ|hβ ] (x/ε) [∂γxm0 × ∂βxm0](x, t)




=:
∑

|β|=2

cβ(g + ∇yh)β (x/ε) [m0 × ∂βxm0](x, t) + εfε0 (x, t) + ε2fε1 (x, t),

(5.16)

for some functions fε0 , f
ε
1 ∈ L∞(0, η;L∞(Ω)). Since m0 ∈ C∞(0, T ;H∞(Ω)), we also

have ∂γxm0 × ∂βxm0 ∈ C∞(0, T ;H∞(Ω)), and obtain using Lemma 4.6 that

|K̄µ,η([m0 × ∂βxm0](x, t)gβ(x/ε))− [m0 × ∂βxm0](0, 0)AH
β | ≤ Ce46(ε, µ, η).

Furthermore, as h is y-periodic, the average of ∂νyhβ for |ν| = 1 is zero, hence

∣∣K̄µ,η([m0 × ∂βxm0](x, t)∂νyhβ ](x/ε))
∣∣ ≤ Ce46(ε, µ, η).
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The remaining terms involved in (5.16) can be bounded using (4.10) in Lemma 4.5,

|K̄µ,ηfε0 | ≤ C, |K̄µ,ηfε1 | ≤ C.
In total, we can thus estimate III1 as

III1 =
∣∣K̄µ,η(uε × Luε)−m0(0, 0)×∇ · (∇m0(0, 0)AH)

∣∣(5.17)

≤ C (ε+ e46(ε, µ, η)) .

The next two terms in (5.15) can be bounded using Lemma 4.7. Consider first
εIII2. Using integration by parts as in the previous sections to obtain v without any
spatial derivatives yields
∫

Ωµ

Kµu
ε × Lvεdx =

∫

Ωµ

[∇ · (aε∇(Kµm0)) + ε∇ · (aε∇(Kµ∇m0χ
ε))]× vεdx.

Let now β = β1 + β2 + β3 a multi-index. Using Lemma 3.2, we can rewrite

∇ · (aε∇(Kµm0))× vε

= −Re


 ∑

|β1|≤1,|β|=2

cβ∂
β1
x a(x/ε)∂β2

x Kµ(x)[∂β3
x m0 × fv](x, t)Ψ(x/ε, t/ε2)




for some coefficients cβ that might also be zero. It therefore follows by Lemma 4.7,
the regularity assumption (A5) and the fact that ε < µ, that

ε

∫ η

0

Kη

∫

Ωµ

∇ · (aε∇(Kµm0))× vεdxdt

≤ C
∑

|β1|≤1,
|β2|≤2−|β1|

ε

µ|β2|ε|β1|
‖∂β1
y a‖L∞

(
ε2

η

)qt+1

≤ C 1

µ

(
ε2

η

)qt+1

.

Similarly, it holds with γ = γ1 + γ2 + γ3 + γ4 that that

∇ · (aε∇(Kµ∇m0χ
ε))× vε

= −Re



∑

|γ1|≤1
|γ|≤2

∑

|ν|=1

cγ [∂γ1x a∂
γ4
x χγ ](x/ε)∂γ2x Kµ(x)[∂γ3x ∂

ν
xm0 × fv](x, t)Ψ(x/ε, t/ε2)




Application of Lemma 4.7, with |β1| = 0 and f(y) = ε−|γ1|−|γ4|[∂γ1y a∂
γ4
y χγ ](y), then

yields

ε2

∫ η

0

Kη

∫

Ωµ

∇ · (aε∇(Kµm0))× vεdxdt

≤ C
∑

|γ1|≤1,
|γ2|+|γ4|≤2−|γ1|

(
ε2

ε|γ1|+|γ4|µ|γ2|
‖∂γ1y a∂γ4y χ‖L∞

)(
ε2

η

)qt+1

≤ C
(
ε2

η

)qt+1

.

By (A1) and since ε/µ < 1, we thus have in total

εIII2 =
∣∣K̄µ,η(εuε × Lvε)

∣∣ ≤ C 1

µ

(
ε2

η

)qt+1

.(5.18)
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The next term in (5.15), εIII3, can be treated similarly. Expressing Luε as given
in (5.14) and using Lemma 3.2, we get

Luε × vε = −Re
( ∑

|β|=2

cβ [gβ + (∇yh)β ](x/ε)[∂βxm0 × fv](x, t)Ψ
(
x/ε, t/ε2

)

+ ε
∑

|β|=3

dβhβ(x/ε)
[
∂βxm0 × fv

]
(x, t)Ψ

(
x/ε, t/ε2

) )
.

Application of Lemma 4.7 thus yields that

ε|III3| =
∣∣∣∣∣

∫ η

0

∫

Ωµ

K0
ηKµ (Luε × vε)dxdt

∣∣∣∣∣(5.19)

≤ C (‖g‖L∞ + ‖∇yh‖L∞ + ε‖h‖L∞) ε

(
ε2

η

)qt+1

.

Finally, consider the last term in (5.15), vε × Lvε, which can be bounded using
Lemma 4.4 and the fact that vε decays exponentially in time. As we mostly consider
spatial averaging only, we in the following suppress the time dependence of v for
matters of brevity and write v(x, y) instead of v(x, y, t, τ). Furthermore, we use the
notation

Labv := ∇a · (a(y)∇bv).(5.20)

Then we can write

ε2vε × Lvε = ε2vε ×
[
Lxx + ε−1(Lxy + Lyx) + ε−2Lyy

]
vε

=: vε × Lyyvε + εf̂ε0 + ε2f̂ε1 ,

Consider first the average of v × Lyyv. Using integration by parts, we find that for
any coordinate direction `,

∫ 1

0

v × ∂y`(a∂y`v)dy` = −
∫ 1

0

a∂y`v × ∂y`vdy` = 0 ,

which implies that the average of v × Lyyv with respect to y is zero. Moreover, we
obtain using (1.3) and (3.11) that

sup
y∈Y
‖v(·, y)× Lyyv(·, y)‖Wpx+1,∞ ≤ C‖v‖Hpx+3,2‖v‖Hpx+3,4 ≤ Ce−2γt/ε2 .

As v is periodic in y, spatial averaging according to Lemma 4.4 thus yields
∣∣∣∣∣

∫

Ωµ

Kµ(vε × Lyyvε)dx
∣∣∣∣∣ ≤ Ce44(ε, µ)e−2γt/ε2 .

The averages of f̂ε0 and f̂ε1 can be bounded using (4.10) in Lemma 4.5. Consequently,
it holds for ε2III4 that

ε2III4 ≤
∣∣∣∣∣

∫ η

0

∫

Ωµ

K0
ηKµ(vε × Lyyvε)dxdt

∣∣∣∣∣+ ε
∣∣∣K̄µ,η f̂ε0

∣∣∣+ ε2
∣∣∣K̄µ,η f̂ε1

∣∣∣(5.21)

≤ C
(
ε+ ε2 + e44(ε, µ)

∫ η

0

∣∣K0
η

∣∣ e−2γt/ε2dt

)
≤ C (ε+ e44(ε, µ)) .

Based on (5.15) together with (5.17), (5.18), (5.19) and (5.21), we thus obtain the
estimate in Lemma 5.4.
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5.4. Remainder terms. In this section, we aim to bound the remainder errors
rM1, rM2 and rM3 that are introduced in the averaging processes of the models (M1)−
(M3) when approximating mε by mapp as shown in (5.1) - (5.3). To be able to
formulate common results for these remainder terms, we introduce four different linear
operators,

A1u : = aε∇u, A2u : = Lu,
A3u : = mapp × Lu, A3u : = u× Lmapp,

where u ∈ H2(Ω) and mapp := m0 +εmε
1 as in the previous section. In terms of these

operators, the remainder terms are

rM1 =
∣∣K̄µ,η(A1(mε −mapp))

∣∣ ,
rM2 =

∣∣K̄µ,η(A2(mε −mapp))
∣∣ ,

rM3 =
∣∣K̄µ,η(A3(mε −mapp) +A4(mε −mapp)

∣∣ .

To bound the remainder errors, we first consider the approximation m̃ε
J as given by

(3.3) and let eJ := mε− m̃ε
J . Note that by definition, mapp = m̃ε

1. It thus holds that

(5.22) mε −mapp = eJ +

J∑

j=2

εjmε
j ,

for some constant J > 1, where mε
j(x, t) := mj(x, x/ε, t, t/ε

2). As explained in
Section 3, bounds for both Hq-norms of eJ as well as for the norms of mε

j have been
proved in [17] and can be used to obtain estimates here. It is important to notice
that the correctors mj(x, y, t, τ), j > 0, are periodic in y. We can therefore apply
Lemma 4.4 to averages of these terms and their derivatives. The error eJ , on the
other hand, can in general not be assumed to be periodic and therefore has to be
treated differently.

According to (4.9) in Lemma 4.5, it holds for the averages of the linear operators
Ak, k = 1, ..., 4 applied to eJ that

∣∣K̄µ,η(AkeJ)
∣∣ ≤ sup

0≤t≤η

1

µd/2
‖AkeJ(·, t)‖L2 ≤ sup

0≤t≤η

1

εd/2
‖AkeJ(·, t)‖L2 .(5.23)

Using the fact that by (3.8), for 0 ≤ t ≤ T ε = εσT with 1 < σ ≤ 2,

‖mapp‖W q,∞ = ‖m̃ε
1‖W q,∞ ≤ Cε, q ≥ 1 ,

and the bound (3.9) for ‖eJ‖Hq , the L2-norms on the right-hand side in (5.23) can
be bounded for 0 ≤ t ≤ T ε as follows,

‖A1eJ(·, t)‖L2 ≤ C‖eJ(·, t)‖H1 ≤ CεσJ+1,

‖A2eJ(·, t)‖L2 ≤ C
(
ε−1‖eJ(·, t)‖H1 + ‖eJ(·, t)‖H2

)
≤ CεσJ ,

‖A3eJ(·, t)‖L2 ≤ C‖mapp‖W 1,∞
(
ε−1‖eJ(·, t)‖H1 + ‖eJ(·, t)‖H2

)
≤ CεσJ ,

‖A4eJ(·, t)‖L2 ≤ C‖eJ(·, t)‖L2

(
ε−1‖mapp‖W 1,∞ + ‖mapp‖W 2,∞

)
≤ CεσJ+1,

where σJ := (σ − 1)(J − 1). We now choose J ≥ (1 + d/2)/(σ − 1) + 1. Then
σJ ≥ 1 + d/2 and since η ≤ T ε, it follows together with (5.23) that

∣∣K̄µ,η(AkeJ)
∣∣ ≤ Cε, k = 1, ..., 4.(5.24)
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This provides a bound for the first part of the remainder errors. To also bound the
second part, we use the L∞-boundedness of K̄µ,η as well as the periodicity of the
correctors mj . To simplify these considerations, we split the operator A3,

A3u = m0 × Lu + εm1 × Lu =: A31u +A32u .

Note that by (3.7), we have for the considered T ε and any p, q > 0

sup
0≤t≤T ε

‖mj(·, ·, t, t/ε2)‖Hp,q ≤ Cεmin(0,2−j), j ≥ 1.(5.25)

Together with Lemma 5.1 in [17], this implies that

sup
0≤t≤T ε

‖mε
j(·, t)‖W q,∞ ≤ sup

0≤t≤T ε
Cε−q‖mj(·, ·, t, t/ε2)‖Hq+2,q+2 ≤ Cεmin(0,2−j)−q.

It therefore follows by (4.10) in Lemma 4.5 that for j ≥ 2 and 0 ≤ t ≤ T ε,
∣∣K̄µ,ηA1m

ε
j

∣∣ ≤ C‖A1m
ε
j‖L∞ ≤ C‖mε

j‖W 1,∞ ≤ Cε1−j ,
∣∣K̄µ,ηA32m

ε
j

∣∣ ≤ C‖A32m
ε
j‖L∞ ≤ Cε‖mε

1‖L∞
(
ε−1‖mε

j‖W 1,∞ + ‖mε
j‖W 2,∞

)
≤ Cε1−j ,

∣∣K̄µ,ηA4m
ε
j

∣∣ ≤ C‖A4m
ε
j‖L∞

≤ C‖mε
j‖L∞

(
ε−1‖mapp‖W 1,∞ + ‖mapp‖W 2,∞

)
≤ Cε1−j ,

To bound the remaining terms, |K̄µ,ηA2mj | and |K̄µ,ηA31mj |, we furthermore have
to exploit the periodicity of the correctors. We proceed in a similar way as for III4
in the previous section, applying Lemma 4.4 and again using the notation given in
(5.20). Suppressing time dependence, let

fj(x, y) :=
(
Lxx + ε−1(Lxy + Lyx) + ε−2Lyy

)
mj(x, y)

As the Y -average of Lyymj is zero, we then find using (5.25) that for j ≥ 2,

∣∣∣∣
∫

Y

fj(0, y)dy

∣∣∣∣ ≤ C
(
‖mj‖H4,0 + ε−1‖mj‖H3,1

)
≤ Cε1−j

and

sup
y∈Y
‖fj(·, y)‖Wpx+1,∞

≤ C
(
‖mj‖Hpx+5,2 + ε−1‖mj‖Hpx+4,3 + ε−2‖mj‖Hpx+3,4

)
≤ Cε−j .

Hence, the spatial average of A2mj is according to Lemma 4.4 bounded as follows,

∫

Ωµ

Kµ(x)A2mj(x, x/ε)dx ≤
∣∣∣∣
∫

Y

fj(0, y)dy

∣∣∣∣+ C sup
y∈Y
‖fj‖Wpx+1,∞e44(ε, µ)

≤ Cε−j (ε+ e44(ε, µ)) ,

and similarly,

∫

Ωµ

KµA31mjdx ≤
∣∣∣∣m0(0)×

∫

Y

fj(0, y)dy

∣∣∣∣+ C sup
y∈Y
‖m0 × fj‖Wpx+1,∞e44(ε, µ)

≤ Cε−j (ε+ e44(ε, µ)) .
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We can therefore conclude that for ` ∈ {2, 31},

∣∣K̄µ,ηA`mj

∣∣ ≤
∫ η

0

|K0
η |
∣∣∣∣∣

∫

Ωµ

KµA`mjdx

∣∣∣∣∣ dt ≤ Cε
−j (ε+ e44(ε, µ)) .

Overall, we finally obtain that when choosing J ≥ (1 + d/2)/(σ − 1) + 1,

rM1
≤
∣∣K̄µ,ηA1eJ

∣∣+

J∑

j=2

εj
∣∣K̄µ,ηA1mj

∣∣ ≤ Cε,

rM2
≤
∣∣K̄µ,ηA2eJ

∣∣+

J∑

j=2

εj
∣∣K̄µ,ηA2mj

∣∣ ≤ Cε+ e44(ε, µ),

rM3
≤
∣∣K̄µ,η(A3 +A4)eJ

∣∣+

J∑

j=2

εj
∣∣K̄µ,η(A31 +A32 +A4)mj

∣∣ ≤ Cε+ e44(ε, µ).

This completes the proof of Theorem 5.1.

6. Numerical results. In this section, we present numerical examples showing
the convergence of the averaged flux, field and torque as specified in the models
(M1) - (M3) to the corresponding homogenized quantities in both one and two space
dimensions. We provide evidence for the estimates given in Theorem 5.1 and show
which of the terms appearing there seem to be dominating in practice.

6.1. One-dimensional examples. In one space dimension, we consider the
periodic material coefficient

aε(x) = a(x/ε), where a(y) = 1 + 0.5 sin(2πy) + 0.5 sin(4πy) .(6.1)

The corresponding homogenized coefficient, given by

aH =

(∫ 1

0

(a(y))−1dy

)−1

,

is computed numerically. To create a better understanding of the problem, Figure 1
shows the x-component of the solution mε to an example problem in time and space as
well as the difference between mε and the solution to the corresponding homogenized
equation, m0. One can observe that mε oscillates in both time and space initially,
but as t increases the temporal oscillations are damped away and only the spatial
ones remain. The oscillations have significantly smaller magnitude than the solution
and appear to have zero average.

We then consider the approximation errors for the three models (M1) - (M3) and
compare the observed behavior with the theoretical bound according to Theorem 5.1,

EMi ≤ C
(
ε+

(
ε

µ

)qx+2

+ µpx+1 + ηpt+1 +
1

µδi

(
ε2

η

)qt+1
)
, i = 1, 2, 3,(6.2)

where δi = 0, i = 1 and δi = 1, i = 2, 3. In Figure 2, the approximation errors for
varying ε is shown. In Figure 2a, the damping constant is set to α = 0.01 and in
Figure 2b we have α = 0.1. For all three models, the errors initially decrease rapidly
with ε. In this regime, the error appears to be dominated by the ε2/η term in (6.2).
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Fig. 1: Left: Development of x-component of solution mε to (2.1) with aε given by
(6.1) in space and time when ε = 1/140 and α = 0.05. Spatial domain [−µ, µ] where
µ = 0.03, time interval t ∈ [0, η] with η = 1.5 · 10−4. Right: difference between that
solution mε and corresponding homogenized solution m0.
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(a) Low damping, α = 0.01
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(b) Higher damping, α = 0.1

Fig. 2: Approximation errors in (M1)-(M3) for varying ε with kernel parameters
px = 5, qx = 7, pt = 5, qt = 7 and averaging domain sizes η = 1.5 · 10−4 and µ = 0.03.

For smaller ε, the errors are proportional to ε2. Note that this is smaller than the
convergence rate of ε suggested by (6.2). In (M1) the error is somewhat lower than
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for (M2) and (M3). The latter two models result in very similar error behavior.
When comparing Figure 2a and Figure 2b, one can moreover observe that choosing

a lower damping parameter α results in more oscillatory errors. However, the overall
error behavior is very similar for both α-values. This is a property that holds for all
the examples considered here. We therefore choose to show plots for higher values of
α in several of the subsequent examples to reduce oscillations and make it easier to
distinguish the different curves.

Next, we consider the influence of the kernel parameters qx and qt on the error
decay. As shown in Figure 3, the choice of qx does not influence the error behavior,
while different values of qt result in different slopes of the initial error decay. This again
shows that the error from time averaging initially dominates in Figure 2 and Figure 3.
In particular, it is proportional to (ε2/η)qt+2 until it reaches the ε2 threshold. This
is slightly better than (ε2/η)qt+1 as given in Theorem 5.1.
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Fig. 3: Approximation error for (M1) for varying ε with α = 0.1 and kernel parameters
px = 5, qx = 7, pt = 5 and qt = 7, if not explicitly stated otherwise in the plot.
Averaging domain sizes η = 1.5 · 10−4 and µ = 0.03. For reference lines, γ := ε2/η.

We continue by examining the influence of the parameters px and pt and the
contribution of the terms Cµpx+1 and Cηpt+1 to the error. As shown in Figure 4,
we find that low choices of both px and pt result in a constant error for low ε, cor-
responding to Cµpx+1 or Cηpt+1, respectively. For larger px and pt, these terms are
presumably smaller than ε2, in the range considered. One can furthermore observe
that the choice of px does not seem to influence the error otherwise, while the initial
convergence happens at different ε-values when varying pt.
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Fig. 4: Approximation error for the model (M2) for varying ε with kernel parameters
px = 5, qx = 7, pt = 5 and qt = 7, if not explicitly stated otherwise in the plot.
Averaging domain sizes η = 1.5 · 10−4 and µ = 0.03 and damping α = 0.1.
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Finally, we investigate the influence of the choice of box sizes µ and η on the
error given a fixed value ε = 1/140. In Figure 5, it is shown that when increasing µ
from a small value, there is some initial decrease in the error due to the reduction
in (ε/µ)qx+2 before it takes a constant value, due to the fact that the other terms
in (6.2) dominate. At some point, depending on px, the error starts increasing again
since the term µpx+1 starts dominating the error. When varying η, we have a similar
behavior. However, increasing η results in a much larger initial error reduction, given
that pt is chosen large enough. The slopes of this decrease depend on qt. Once η is
larger than a certain threshold, the error takes a constant value. When pt = 1, the
error only decreases initially and then starts increasing again due to the term ηpt+1.
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Fig. 5: Influence of the box sizes η and µ on the error in (M1) for fixed ε = 1/140.
Kernel parameters px = 5, qx = 7, pt = 5, qt = 7 if not explicitly stated otherwise
in the plot. Damping α = 0.01. When varying η, µ = 0.03 and when varying µ,
η = 1.5 · 10−4.

Overall, we can conclude that for the 1D example problem, the error is consider-
ably more affected by temporal than spatial averaging. The estimate in Theorem 5.1
matches conceptually well with the observed behavior but is slightly too pessimistic.

6.2. Two-dimensional examples. We here consider a periodic problem where
the material coefficient is chosen to be

a(x1, x2) =
1

2
+

(
1

2
+

1

4
sin(2πx1)

)(
1

2
+

1

4
sin(2πx2)

)

+
1

4
cos(2π(x1 − x2)) +

1

2
sin(2πx1) .

Solving the cell problem (1.7) numerically, the corresponding homogenized coefficient
is computed to be

AH =

[
0.61720765 0.02618130
0.02618130 0.71523722

]
,

a full matrix with two different diagonal elements. The upscaling errors when varying
ε in (M1), (M2) and (M3) for an example problem with this material coefficient is
shown in Figure 6.

One can observe a similar behavior as for the 1D problem. However, note that
the error in (M1) is considerably lower than for (M2) and (M3) in this example. In
(M1) and (M2), we again observe convergence proportional to ε2 for low values of
ε instead of ε as suggested by Theorem 5.1. However, the error in (M3) with low
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damping, α = 0.01, decays only proportionally to ε rather than ε2. We suspect that
this is related to the term εIII4 in the analysis of the error in (M3), (5.21), the term
taking the interaction of fast oscillations in time with each other into account. With
higher α, the temporal oscillations get damped away faster and we do not observe
that behavior.
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Fig. 6: Approximation error in (M1)-(M3) two dimensions for varying ε, where µ =
0.06, η = 0.0003 and the kernel parameters are px = 5, qx = 7, pt = 3 and qt = 7.

Apart from this observation for low ε, the errors in (M2) and (M3) behave very
similar when varying the parameters in the model. We therefore focus on comparing
(M1) and (M2) in the following. The influence of the kernel parameters is similar to
the 1D problem. As shown in Figure 7, choosing low px or pt results in constant error
when decreasing ε, corresponding to Cµpx+1 or Cηpt+1, respectively. The parameter
qt determines the speed of the initial decay. However, in contrast to the 1D case it is
harder to specifically determine the slopes in this example.
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Fig. 7: Approximation error in (M1) and (M2) when varying ε. Damping α = 0.1, spa-
tial averaging parameter µ = 0.06 and averaging time η = 0.0003. Kernel parameters
according to legend, in order px, pt, qx, qt.

In Figure 8, the error in (M1) and (M2) when varying η is shown for two different
values of ε, similar to Figure 5, right, in the 1D case. When choosing low η, the
errors are high but decrease rapidly as η increases. From η ≈ 2ε2 the error stays at a
constant level.

Finally, we investigate the influence of µ as shown in Figure 9. We can observe
rapidly decreasing errors until µ ≈ 3ε, then the errors are almost constant. In contrast
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Fig. 8: Approximation error in (M1) and (M2) when increasing η. Damping α = 0.01,
kernel parameters px = 5, qx = 7, pt = 3, qt = 7 and µ = 0.06.
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Fig. 9: Approximation error in (M1) and (M2) when increasing the spatial averaging
size µ. Damping α = 0.01 and kernel parameters px = 5, qx = 7, pt = 3, qt = 7. For
ε = 1/70, final time η = 4.5 · 10−4 and for ε = 1/120, η = 2 · 10−4.

to the 1D case, shown in Figure 5, left, the choice of µ has a significant impact on the
error in this example. In particular, in (M1) the magnitude of the error is determined
by η and µ equally. In case of (M2), η still has a somewhat larger impact than µ.
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