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UNIFORMLY ACCURATE LOW REGULARITY INTEGRATORS FOR THE

KLEIN–GORDON EQUATION FROM THE CLASSICAL TO

NON-RELATIVISTIC LIMIT REGIME

MARÍA CABRERA CALVO AND KATHARINA SCHRATZ

Abstract. We propose a novel class of uniformly accurate integrators for the Klein–Gordon equa-
tion which capture classical c = 1 as well as highly-oscillatory non-relativistic regimes c ≫ 1 and,
at the same time, allow for low regularity approximations. In particular, the schemes converge
with order τ and τ

2, respectively, under lower regularity assumptions than classical schemes, such
as splitting or exponential integrator methods, require. The new schemes in addition preserve the
nonlinear Schrödinger (NLS) limit on the discrete level. More precisely, we will design our schemes
in such a way that in the limit c → ∞ they converge to a recently introduced class of low regularity
integrators for NLS.

1. Introduction

We consider the nonlinear Klein–Gordon equation

c−2∂ttz −∆z + c2z = |z|2z, z(0, x) = z0(x), ∂tz(0, x) = c2z′0(x) (1)

which in the so-called non-relativistic limit regime c → ∞ collapses to the classical cubic nonlinear
Schrödinger equation. More precisely, the exact solution z of (1) allows (for sufficiently smooth
data) the expansion

z(t, x) =
1

2

(
eic

2tu∗,∞(t, x) + e−ic2tv∗,∞(t, x)
)
+O(c−2) (2)

on a time-interval uniform in c, where (u∗,∞, v∗,∞) satisfy the cubic Schrödinger limit system

i∂tu∗,∞ =
1

2
∆u∗,∞ +

1

8

(
|u∗,∞|2 + 2 |v∗,∞|2

)
u∗,∞ u∗,∞(0) = ϕ− iγ

i∂tv∗,∞ =
1

2
∆v∗,∞ +

1

8

(
|v∗,∞|2 + 2 |u∗,∞|2

)
v∗,∞, v∗,∞(0) = ϕ− iγ

(3)

with initial values

z(0, x)
c→∞−→ ϕ(x) and c−1

(
c2 −∆

)−1/2
∂tz(0, x)

c→∞−→ γ(x),

see [14, Formula (1.3)] and for the periodic setting [10, Formula (37)].
Reproducing this limit behaviour, and in general non relativistic regimes of large c, on the discrete

level is highly challenging as the large parameter c triggers oscillations of type
(
eℓic

√
c2−∆t

)
ℓ∈Z

which are difficult to resolve numerically without imposing severe step size restrictions at the cost
of huge computational costs. We refer to [9, 11] and the references therein for an introduction
and overview on highly-oscillatory problems. Gautschi-type methods (see [12]) were first analyzed
in [3] and introduce a global error of order c4τ2 which requires the CFL-type condition c2τ < 1.
To overcome this difficulty so-called limit integrators which reduce the highly-oscillatory problem
to the corresponding non-oscillatory limit system (i.e., c → ∞ in (1)) as well as uniformly accurate
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schemes based on multiscale expansions were introduced in [10] and [2, 5, 7] for smooth solutions
(at least in H6).

We also refer to [1] for recent results on improved error bounds on time splitting methods for long-
time dynamics of the nonlinear Klein–Gordon equation with weak nonlinearity in the relativistic
c = 1 regime.

In the very recent work [16], a low regularity approximation technique for a class of abstract
evolution equations, including parabolic as well as wave type systems, was introduced. This new
approach in general allows us to resolve the time dynamics of PDEs under lower regularity as-
sumptions (in space) than classical methods, such as splitting or exponential integrator methods,
require.

Up to now it was an open question whether one can couple the idea of low regularity integrators
in space and low regularity (or more precisely uniformly accurate) integrators in time. The main
difficulty lies in controlling - on the discrete level - the underlying oscillations triggered by the
leading operator

c〈∇〉c = c
√

−∆+ c2. (4)

This is much more involved than in previous works [5, 16] where either (i) c = 1 such that no
time oscillations appear or (ii) all regimes of c are captured, however, −∆ is considered to be

“neglectable” (as smooth solutions are imposed) and the coupled oscillations eitc〈∇〉c can be simply
expanded into a Taylor series

eitc〈∇〉c = eitc
2

+O(t∆) (5)

reducing the full spectrum of high frequencies to only one single oscillation eitc
2

.
The aim of this paper lies in closing this gap: We will develop a new class of uniformly accurate

schemes for the Klein–Gordon equation (1) which resolve the time oscillations in c and at the same
time allow for a low regularity approximation in space (in the spirit of [16]). The central idea to
achieve this lies in embedding the full spectrum of oscillations – in space and in time – into the
numerical discretisation. The new schemes will in particular

(I) allow convergence for rougher data than splitting or exponential integrator methods
(involving only first instead of second order derivatives in the local error)

(II) converge uniformly in c with error bounds independent of c (allowing us to capture non-
oscillatory classical c = 1 up to highly-oscillatory non-relativistic regimes c ≫ 1), and

(III) preserve the NLS limit (3) on the discrete level.

More precisely, we will design our schemes in such a way that in the limit c → ∞ we recover a low
regularity integrator discretisation of NLS (see, e.g., [15]).

Compared to previously proposed uniformly accurate schemes (such as [5]) and the new regu-
larity framework introduced for non oscillatory problems ([16]) the construction is in our setting
much more delicate as the full spectrum of frequencies triggered by −∆ is coupled with the possible
large parameter c. The key step lies in suitable two- and three-scale expansions and the essentiel
estimates on the commutator structure of (4) (see Lemma 3.2). This will allow us, in the construc-
tion and error analysis of the new schemes, to establish estimates that hold uniformly in c.

Outline of the paper. We will motivate the new first order scheme (31) in Section 3 and its
second order counterpart (56) in Section 4. We state their uniform and asymptotic convergence
in Theorem 3.10, Theorem 3.12, Theorem 4.6 and Remark 4.8, respectively. Our ideas can be
extended to higher order methods. Numerical experiments in Section 5 underline our theoretical
findings.

Notation. In the following we fix r > d/2. We will assume periodic boundary conditions that
is x ∈ T

d. Our ansatz can, however, be extended to bounded domains x ∈ Ω ⊂ R
d (equipped
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with suitable boundary conditions) and the full space x ∈ R
d with Fourier analysis on R

d and
suitable extension techniques on bounded domains. For the possible implementation on bounded
domains we refer to finite difference and finite element methods, see, also [4], and for the full space
setting to Malmquist–Takenaka functions (see, e.g., [13]). For reasons of clarity of presentation we
will sometimes use the O notation. We stress that we only employ this notation with constants
independent of c, i.e., we say that

v −w = O(z) if ‖v −w‖r ≤ k‖z‖r
for some constant k that can be chosen independently of c.

2. Formulation as a first order system

For a given c > 0, we define the operator

〈∇〉c =
√
−∆+ c2 (6)

which as a Fourier multiplier takes the form (〈∇〉c)k =
√
k2 + c2. With this notation at hand, we

can rewrite the Klein–Gordon equation (1) as a first-order system in time. For this purpose we set

u = z − ic−1〈∇〉−1
c ∂tz, v = z − ic−1〈∇〉−1

c ∂tz (7)

such that in particular

z =
1

2
(u+ v). (8)

Remark 2.1. If z is real, then u ≡ v.

A short calculation shows that in terms of the variables u and v equation (1) reads

i∂tu = −c〈∇〉cu+ c〈∇〉−1
c f(12(u+ v)),

i∂tv = −c〈∇〉cv + c〈∇〉−1
c f(12(u+ v))

(9)

with the nonlinearity
f(z) = |z|2z.

and initial conditions (see (1))

u(0) = z(0) − ic−1〈∇〉−1
c z′(0), and v(0) = z(0)− ic−1〈∇〉−1

c z′(0). (10)

Now we are in the position to derive the first order low regularity uniformly accurate scheme. To
present the main ideas more clearly, in the following we will restrict our attention to the real case
z(t, x) ∈ R such that by Remark 2.1 we have that u = v. However, the proposed construction and
analysis can be easily extended to the complex setting.

3. A first order low regularity uniformly accurate integrator

Duhamel’s formula for (9) reads

u(t) = eitc〈∇〉cu(0)− i
1

8
c〈∇〉−1

c eitc〈∇〉c
∫ t

0
e−isc〈∇〉c (u(s) + u(s))3 ds (11)

and we are left with approximating the above integral. Naively we could apply a straightforward
Taylor series expansion of the solution

u(s) = u(0) + s · ∂tu(0) + . . . .

This would, however, introduce powers of c2 due to the observation that

∂tu(t) = c〈∇〉cu(t) + lower order terms, c〈∇〉c = c2 − 1

2
∆ + . . . .
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In order to overcome this and allow for uniform convergence in c at low regularity we will iterate
Duhamel’s formula (11) in the spirit of

u(s) = eisc〈∇〉cu(0) +R1(s, u), (12)

where the remainder can be bounded uniformly in c and does not require any spatial regularity of
the solution. More precisely, thanks to the observations that

‖c〈∇〉−1
c ‖r ≤ 1 ‖eitc〈∇〉c‖r = 1 ∀t ∈ R (13)

it holds that

‖R1(s, u)‖r =
∥∥∥∥
1

8
c〈∇〉−1

c eisc〈∇〉c
∫ s

0
e−is1c〈∇〉c (u(s1) + u(s1))

3 ds1

∥∥∥∥
r

≤ sK( sup
0≤t≤s

‖u(t)‖r). (14)

Plugging the expansion (12) into (11) thus yields that

u(t) = eitc〈∇〉cu(0) − i
1

8
c〈∇〉−1

c eitc〈∇〉c
∫ t

0
e−isc〈∇〉c

(
eisc〈∇〉cu(0) + e−isc〈∇〉cu(0)

)3
ds

+R2(t, u)

(15)

where the remainder R2(t, u) satisfies the bound

‖R2(t, u)‖r ≤ t2K( sup
0≤t≤t

‖u(t)‖r). (16)

Hence, we are left with deriving a low regularity uniformly accurate approximation to the central
oscillatory integral

I(t, c〈∇〉c, u(0)) :=
∫ t

0
e−isc〈∇〉c

(
eisc〈∇〉cu(0) + e−isc〈∇〉cu(0)

)3
ds. (17)

For this purpose we introduce the operator

Lc = c〈∇〉c − c2.

With this notation at hand the principal oscillations (17) take the form

I(t, c〈∇〉c, u(0)) =
∫ t

0
e−is(Lc+c2)

(
eis(Lc+c2)u(0) + e−is(Lc+c2)u(0)

)3
ds. (18)

Note that the operator Lc can be (for smooth solutions) uniformly bounded with respect to c.
More precisely, it holds that

‖Lcv‖r =
∥∥∥
(
c
√

−∆+ c2 − c2
)
v
∥∥∥
r
≤ 1

2
‖v‖r+2. (19)

In contrast to previous works we, however, will not base our schemes on the above estimate. In
contrast, it will be essential in our low regularity approximations to also embed the oscillations
eitLc (triggered by −∆) into our numerical discretisation and not simply neglect them by a Taylor
series expansion

eitLc = 1 +O(t∆)

in the spirit of (5).
4



In order to capture all oscillations we will tackle each oscillatory integral in (18) separately

I(t, c〈∇〉c, u(0)) =
∫ t

0
e−is(c2+Lc)

(
eis(c

2+Lc)u(0)
)3

ds (20)

+ 3

∫ t

0
e−is(c2+Lc)

[(
eis(c

2+Lc)u(0)
)2

e−is(c2+Lc)u(0)

]
ds (21)

+ 3

∫ t

0
e−is(c2+Lc)

[(
e−is(c2+Lc)u(0)

)2
eis(c

2+Lc)u(0)

]
ds (22)

+

∫ t

0
e−is(c2+Lc)

(
e−is(c2+Lc)u(0)

)3
ds. (23)

Beforehand we introduce a commutator type definition which will be essential in our local error
estimates.

Definition 3.1. Let us define for a function H(v1, · · · vn), n ≥ 1 and the linear operator Lc the
commutator type term C[H,Lc] by

C[H,Lc](v1, · · · , vn) = −Lc(H (v1, · · · vn)) +
n∑

i=1

DiH(v1, · · · , vn) · Lcvi (24)

where DiH stands for the partial differential of H with respect to the variable vi. We will also make
use of the iterated commutator

C2[H,Lc](v1, · · · , vn) = C[C[H,Lc],Lc](v1, · · · , vn).
Furthermore, we set

fcub(v,w, z) = vwz.

Lemma 3.2 (Bound on the commutator). We have that

‖C[fcub(·, ·, ·),Lc](v,w, z)‖r ≤ k1‖v‖r+1‖w‖r+1‖z‖r+1

‖C2[fcub(·, ·, ·),Lc](v,w, z)‖r ≤ k2‖v‖r+2‖w‖r+2‖z‖r+2.

for constants k1, k2 > 0 which can be chosen independently of c.

Proof. We will show that for fquad(v,w) = vw have that

C[fquad(·, ·),Lc](v,w) = O (∇v∇w) (25)

and
C2[fquad(·, ·),Lc](v,w) = O (∆v∆w) . (26)

The assertion s for fcub then follow the line of argumentation.
Note that

C[fquad(·, ·),Lc](v,w) = −(c〈∇〉c − c2)(vw) + w(c〈∇〉c − c2)v + v(c〈∇〉c − c2)w. (27)

In the following we use for k, l ∈ Z
d the notation

kl = k1l1 + . . .+ kdld and |k|2 = k21 + . . .+ k2d.

Then we observe that in Fourier space we obtain

(c〈∇〉c − c2)(vw) = c2

(√
1− ∆

c2
− 1

)
(vw) =

∑

k,l

eikxv̂k−lŵlc
2

(√
1 +

k2

c2
− 1

)

=
∑

k,l∈Zd

eikxv̂k−lŵl
k2√

1 + k2

c2
+ 1

5



such that by (27) we have

C[fquad(·, ·),Lc](v,w) = −
∑

k,l∈Zd

eikxv̂k−lŵl


 k2√

1 + k2

c2
+ 1

− (k − l)2√
1 + (k−l)2

c2
+ 1

− l2√
1 + l2

c2
+ 1




=
∑

k,l∈Zd

eikxv̂k−lŵl

(
T1(k)− T2(k − l)− T3(l)

)
.

(28)
Without loss of generality let us assume that |l| < |k − l|. Then we can bound the third term T3

in (28) as follows
∣∣∣∣∣∣

∑

k,l∈Zd

eikxv̂k−lŵlT3(l)

∣∣∣∣∣∣
=

∣∣∣∣∣∣

∑

k,l∈Zd

eikxv̂k−lŵl
l2√

1 + l2

c2 + 1

∣∣∣∣∣∣
<
∑

k,l∈Zd

|v̂k−l||k − l||ŵl||l| (29)

such that only first order derivatives are required and it remains to establish a suitable bound on
the difference T1(k)− T2(k − l) in (28). For this purpose we set

D1(k) =

√
1 +

k2

c2
+ 1, D2(k − l) =

√
1 +

(k − l)2

c2
+ 1.

Then we have that

T1(k)− T2(k − l) =
k2√

1 + k2

c2
+ 1

− (k − l)2√
1 + (k−l)2

c2
+ 1

=

k2
(√

1 + (k−l)2

c2 + 1

)
− (k − l)2

(√
1 + k2

c2 + 1

)

D1(k)D2(k − l)

=

k2
(√

1 + (k−l)2

c2 −
√

1 + k2

c2

)
+2kl

(√
1 + k2

c2 + 1

)
−l2

(√
1 + k2

c2 + 1

)

D1(k)D2(k − l)
.

As we assume that |l| < |k− l| we can bound the second and third term similarly as in (29) and it
remains to bound the first term

T0(k, k − l) =

k2
(√

1 + (k−l)2

c2
−
√

1 + k2

c2

)

D1(k)D2(k − l)
.

We note that

T0(k, k − l) =
k2
((

1 + (k−l)2

c2

)
−
(
1 + k2

c2

))

D1(k)D2(k − l) (D1(k) +D2(k − l)−2)
=

k2

c2

(
−2kl + l2

)

D1(k)D2(k − l) (D1(k) +D2(k − l)−2)
.

Next we use that∣∣∣∣
1

D1(k)D2(k − l) (D1(k) +D2(k − l)−2)

∣∣∣∣ ≤
∣∣∣∣

1

D1(k)D1(k)

∣∣∣∣ ≤
c2

k2
.

Hence, thanks to |l| < |k − l| we obtain that

|T0(k, k − l)| ≤
∣∣−2kl + l2

∣∣ ≤ 3|k − l||l|
and we can conclude similar to (29). Therefore, we obtain that

‖C[fquad(·, ·),Lc](v,w)‖r ≤ k1‖v‖r+1‖w‖r+1

6



for some constant k1 independent of c.
For the second assertion (26) we observe by using Definition 3.1 that

C2[fquad(·, ·),Lc](v,w) = L2
c

[
vw
]
− 2Lc

[
(Lcv)w + (Lcw)v

]
+ 2
[
Lcv

][
Lcw

]
+
[
L2
cv
]
w +

[
L2
cw
]
v

=
∑

k,l∈Zd

eikxv̂k−lŵlM(k, l, k − l),

where

M(k, l) =

[
k2

D(k)

]2
− 2

k2

D(k)

[
l2

D(l)
+

(k − l)2

D(k − l)

]
+ 2

l2

D(l)

(k − l)2

D(k − l)
+

[
l2

D(l)

]2
+

[
(k − l)2

D(k − l)

]2

with

D(j) =

√
1 +

j

c2
+ 1 for j ∈ Z

d.

Rearranging the terms, i.e., using that

2
l2

D(l)

(k − l)2

D(k − l)
+

[
l2

D(l)

]2
+

[
(k − l)2

D(k − l)

]2
=

[
l2

D(l)
+

(k − l)2

D(k − l)

]2

we find that

M(k, l) =

[
k2

D(k)

]2
− 2

k2

D(k)

[
l2

D(l)
+

(k − l)2

D(k − l)

]
+

[
l2

D(l)
+

(k − l)2

D(k − l)

]2

=

[
k2

D(k)
− l2

D(l)
− (k − l)2

D(k − l)

]2
.

Thus, we can conclude, by the proof of the first assertion, see also (28) that

‖C2[fquad(·, ·),Lc](v,w)‖r ≤ k2‖v‖r+2‖w‖r+2

for some constant k2 independent of c. �

Now we are in the position to develop suitable uniformly accurate low regularity approximations
to the central oscillations I(t, c〈∇〉c, u(0)) given in (20) - (23). We will make use of the ϕ1 function

defined by ϕ1(ξ) =
eξ−1
ξ .

Lemma 3.3 (Approximation of the integral (20)). It holds that
∫ t

0
e−is(c2+Lc)

(
eis(c

2+Lc)v
)3

ds = tϕ1(2ic
2t)v3 +O

(
t2C[fcub(·, ·, ·),Lc](v, v, v)

)
.

Proof. We note that

I1(t, c〈∇〉c, v) :=
∫ t

0
e−is(c2+Lc)

(
eis(c

2+Lc)v
)3

ds =

∫ t

0
e2ic

2se−isLc
(
eisLcv

)3
ds.

Next we define the filtered function

N (s1,Lc, v) = e−is1Lc
(
eis1Lcv

)3

which allows us to express the oscillatory integral as follows

I1(t, c〈∇〉c, v) =
∫ t

0
e2ic

2sN (s,Lc, v)ds.

Taylor series expansion of N (s1,Lc, v) around s1 = 0 yields by noting that

N (0,Lc, v) = v3

7



the following expansion

I1(t, c〈∇〉c, v) =
∫ t

0
e2ic

2s

(
v3 +

∫ s

0
∂s1N (s1,Lc, v)ds1

)
ds.

The assertion thus follows from the observation that

∂s1N (s1,Lc, v) = −iLce
−is1Lc

(
eis1Lcv

)3
+ 3ie−is1Lc

(
eis1Lcv

)2 (
eis1LcLcv

)

which implies

∂s1N (s1,Lc, v) = e−is1LcC[fcub(·, ·, ·), iLc]
(
eis1Lcv, eis1Lcv, eis1Lcv

)
.

�

Lemma 3.4 (Approximation of the integral (21)). It holds that

3

∫ t

0
e−is(c2+Lc)

[(
eis(c

2+Lc)v
)2

e−is(c2+Lc)v

]
ds

= 3tv2ϕ1(−2itLc)v +O
(
t2C[fcub(·, ·, ·),Lc](v, v, v)

)
.

Proof. We note that

∫ t

0
e−is(c2+Lc)

[(
eis(c

2+Lc)v
)2

e−is(c2+Lc)v

]
ds =

∫ t

0
e−isLc

[(
eisLcv

)2
e−isLcv

]
ds

=

∫ t

0

(
v2e−2isLcv +

∫ s

0
∂s1N (s, s1,Lc, v)ds1

)
ds,

where we have introduced the filtered function

N (s, s1,Lc, v) = e−is1Lc

[(
eis1Lcv

)2
eis1Lce−2isLcv

]
. (30)

The assertion thus follows from the observation that

∂s1N (s, s1,Lc, v) = e−is1LcC[fcub(·, ·, ·), iLc]
(
eis1Lcv, eis1Lcv, eis1Lce−2isLcv

)
.

�

Lemma 3.5 (Approximation of the integral (22)). It holds that

3

∫ t

0
e−is(c2+Lc)

[(
e−is(c2+Lc)v

)2
eis(c

2+Lc)v

]
ds

= 3tvϕ1(−2itc〈∇〉c)v2 +O
(
t2C[fcub(·, ·, ·),Lc](v, v, v)

)
.

Proof. Similarly to above we define a filtered function, where we now need a three scale formulation
due to the quadratic term u2,

N (s, s1, s2,Lc, v) = e−is1Lc

[(
eis1Lcv

)
e−2isLceis1Lceis2Lc

(
e−is2Lcv

)2]
.

Taylor series expansion around s1 = 0 and s2 = 0 yields with the observation

N (s, 0, 0,Lc, v) = ve−2isLcv2

8



that
∫ t

0
e−is(c2+Lc)

[(
e−is(c2+Lc)v

)2
eis(c

2+Lc)v

]
ds =

∫ t

0
e−2isc2N (s, s, s,Lc, v)ds

=

∫ t

0
e−2isc2

(
N (s, 0, s,Lc, v) +

∫ s

0
∂ξN (s, ξ, s,Lc, v)dξ

)
ds

=

∫ t

0
e−2isc2

(
N (s, 0, 0,Lc, v) +

∫ s

0
∂s1N (s, s1, s,Lc, v)dξ +

∫ s

0
∂s2N (s, 0, s2,Lc, v)dξ

)
ds

=

∫ t

0
e−2isc2

(
ve−2isLcv2 +

∫ s

0
∂s1N (s, s1, s,Lc, v)ds1 +

∫ s

0
∂s2N (s, 0, s2,Lc, v)ds2

)
ds

=

∫ t

0
ve−2is(Lc+c2)v2ds+

∫ t

0

(∫ s

0
∂s1N (s, s1, s,Lc, v)ds1 +

∫ s

0
∂s2N (s, 0, s2,Lc, v)ds2

)
ds.

The assertion follows by noting that Lc+ c2 = c〈∇〉c together with the definition of the ϕ1 function
and commutator C. �

Lemma 3.6 (Approximation of the integral (23)). It holds that

∫ t

0
e−is(c2+Lc)

(
e−is(c2+Lc)v

)3
ds = tϕ1(−2it(c〈∇〉c + c2))v3 + O

(
t2C[fcub(·, ·, ·),Lc](v, v, v)

)
.

Proof. Similarly to above we define the filtered function

N (s, s1,Lc, v) = eis1Lce−2isLc
(
e−is1Lcv

)3

such that
∫ t

0
e−is(c2+Lc)

(
e−is(c2+Lc)v

)3
ds =

∫ t

0
e−4isc2N (s, s,Lc, v)ds

=

∫ t

0
e−4isc2

(
N (s, 0,Lc, v) +

∫ s

0
∂s1N (s, s1,Lc, v)ds1

)
ds

=

∫ t

0
e−4isc2e−2isLcv3ds+

∫ t

0

∫ s

0
∂s1N (s, s1,Lc, v)ds1ds

The assertion follows by noting that 2Lc + 4c2 = 2(c〈∇〉c + c2). �

Lemma 3.3 - 3.6 together with the commutator bound given in Lemma 3.2 allow us to obtain the
following corollary on a uniformly accurate low regularity expansion of the underlying oscillations.

Corollary 3.7. The oscillations I(t, c〈∇〉c, v) defined in (17) allow the expansion

I(t, c〈∇〉c, v) = tϕ1(2ic
2t)v3 + 3tv2ϕ1(−2itLc)v + 3tvϕ1(−2itc〈∇〉c)v2 + tϕ1(−2it(c〈∇〉c + c2))v3

+O
(
t2(∇v)3

)
.

Corollary 3.7 together with the expansion of the exact solution given in (15) motivates the first
order uniformly accurate low regularity integrator

un+1 = eiτc〈∇〉cun − iτ
1

8
c〈∇〉−1

c eiτc〈∇〉c
[
ϕ1(2ic

2τ)(un)3 + 3(un)2ϕ1(−2iτLc)un

+ 3unϕ1(−2iτc〈∇〉c)(un)2 + ϕ1(−2iτ(c〈∇〉c + c2))(un)3
]
.

(31)
In the next sections we will carry out the error and asymptotic analysis of the above scheme.
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3.1. Local error analysis. We start with the local error analysis. For this purpose we will denote
by ϕt the exact flow of (1) and by Φτ the numerical flow defined by the scheme (31), such that

u(tn + τ) = ϕτ (u(tn)) and un+1 = Φτ (un).

Lemma 3.8. Fix r > d/2. The local error ϕτ (u(tn))− Φτ (u(tn)) satisfies

ϕτ (u(tn))− Φτ (u(tn)) = O
(
τ2C[fcub(·, ·, ·),Lc](v1, v2, v3)(t)

)

for vj(t) ∈ {u(t), u(t)}.
Proof. The assertion follows by the expansion of the exact solution given in (15) together with the
error bound (16) and Corollary 3.7. �

3.2. Stability analysis.

Lemma 3.9. Fix r > d/2. The numerical flow defined by the scheme (31) is stable in Hr in the
sense that for two functions v,w ∈ Hr we have that

‖Φτ (v)− Φτ (w)‖r ≤ eτL‖v − w‖r
where the constant L depends on the Hr norm of v and w.

Proof. The assertion follows thanks to the estimates in (13) together with the fact that |ϕ1(iξ)| ≤ 1
for all ξ ∈ R. �

3.3. Global error.

Theorem 3.10. Fix r > d/2 and assume that the solution of (1) satisfies u ∈ C([0, T ];Hr+1).
Then there exists a τ0 > 0 such that for all 0 < τ ≤ τ0 the following global error estimate holds for
un defined in (31)

‖u(tn)− un‖r ≤ τK

(
sup

0≤t≤tn

‖u(t)‖r+1

)
,

where K depends on tn and the Hr+1 norm of the solution u, but can be chosen independently of c.

Proof. The proof follows by the local error estimate in Lemma 3.8 together with the stability
estimate in Lemma 3.9 by a Lady Windamere’s fan argument ([11]). �

Remark 3.11. Note that by (10) we have that u(0) ∈ Hr+1 if

z(0) ∈ Hr+1, c−1〈∇〉−1
c z′(0) ∈ Hr+1. (32)

Hence, if the solution z of (1) satisfies (32) we can conclude by local wellposedness of (9) that there
exists a T = Tr+1 > 0 such that u ∈ C([0, Tr+1];H

r+1).

3.4. Asymptotic convergence to low regularity NLS limit integrator. Note that for c → ∞
we formally observe that

c〈∇〉−1
c → 1, Lc → −1

2
∆, τϕ1(−miτc〈∇〉c) → 0 for m 6= 0

such that our scheme (31) formally reduces to

un+1 → eic
2τe−iτ 1

2
∆

[
un − iτ

3

8
(un)2ϕ1(iτ∆)un

]
.

The latter is exactly the low regularity integrator for the NLS limit system (3) originally proposed
in [15]. In the following we will establish the precise asymptotic approximation result.
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Let us denote by un∗,∞ the low regularity NLS integrator defined by the sequence (cf. [15])

un+1
∗,∞ = e−iτ 1

2
∆

[
un∗,∞ − iτ

3

8
(un∗,∞)2ϕ1(iτ∆)un∗,∞

]
. (33)

Then we obtain the following asymptotic convergence of the uniformly accurate low regularity
integrator un (defined in (31)) for the Klein–Gordon equation (1) towards the low regularity NLS
integrator un∗,∞ (defined in (33)) which approximates the NLS equation (3).

Theorem 3.12. Fix r > d/2 and assume that the solution of (1) satisfies u ∈ C([0, T ];Hr+3+ε)
for some ε > 0. Then there exists a τ0 > 0 such that for all τ < τ0 the asymptotic error estimate
holds for un defined in (31) and un∗,∞ defined in (33)

‖un − eic
2tnun∗,∞‖Hr ≤ c−1K

(
sup

0≤t≤tn

‖u(t)‖r+3+ε

)

where K depends on the Hr+3+ε norm of the solution u, but can be chosen independently of c.

Proof. First we note that for τ ≤ 1
c we have, by the asymptotic approximation on the continuous

level which holds at order 1
c (cf. (2)) as well as the first order time convergence of the scheme un

towards Klein–Gordon and un∗,∞ towards NLS, that
∥∥∥un+1 − eic

2tn+1un+1
∗,∞

∥∥∥
Hr

≤
∥∥∥u(tn+1)− eic

2tn+1u∗,∞(tn+1)
∥∥∥
Hr

+
∥∥un+1 − u(tn+1)

∥∥
Hr +

∥∥un+1
∗,∞ − u∗,∞(tn+1)

∥∥
Hr

≤ k

(
τ +

1

c

)
≤ k

1

c
.

Next let us assume that τ > 1
c . Taking the difference of (31) and (33) (the latter multiplied with

the oscillatory phase eic
2tn+1 (cf. (2))) we see thanks to (13) that

‖un+1 − eic
2tn+1un+1

∗,∞‖Hr ≤
∥∥∥eiτc〈∇〉cun − eic

2τe−iτ 1

2
∆eic

2tnun∗,∞

∥∥∥
r

+ τ
3

8

∥∥∥eiτc〈∇〉cc〈∇〉−1
c

[
(un)2ϕ1(−2iτLc)un

]
− eic

2τe−iτ 1

2
∆
[
(eic

2tnun∗,∞)2ϕ1(iτ∆)e−ic2tnun∗,∞
]∥∥∥

r

+ τ
∥∥ϕ1(2ic

2τ)(un)3
∥∥
r
+ 3τ

∥∥unϕ1(−2iτc〈∇〉c)(un)2
∥∥
r
+ τ

∥∥ϕ1(−2iτ(c〈∇〉c + c2))(un)3
∥∥
r
.
(34)

First we use that

c〈∇〉−1
c =

1√
1− ∆

c2

= 1 +O
(
∆

c2

)

such that

‖
(
c〈∇〉−1

c − 1
)
v‖r ≤

k

c2
‖v‖r+2

and hence

τ
3

8

∥∥∥eiτc〈∇〉cc〈∇〉−1
c

[
(un)2ϕ1(−2iτLc)un

]
− eic

2τe−iτ 1

2
∆
[
(eic

2tnun∗,∞)2ϕ1(iτ∆)e−ic2tnun∗,∞
]∥∥∥

r

≤ τ
3

8

∥∥∥eiτc〈∇〉c (c〈∇〉−1
c − 1

) [
(un)2ϕ1(−2iτLc)un

]∥∥∥
r

+ τ
3

8

∥∥∥eiτc〈∇〉c
[
(un)2ϕ1(−2iτLc)un

]
− eic

2τe−iτ 1

2
∆
[
(eic

2tnun∗,∞)2ϕ1(iτ∆)e−ic2tnun∗,∞
]∥∥∥

r

≤ k
τ

c2
‖un‖r + τ

3

8

∥∥∥eiτc〈∇〉c
[
(un)2ϕ1(−2iτLc)un

]
− eic

2τe−iτ 1

2
∆
[
(eic

2tnun∗,∞)2ϕ1(iτ∆)e−ic2tnun∗,∞
]∥∥∥

r
.
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Newt we use that for any 0 6= ξ ∈ R it holds that

τ‖ϕ1(ic
2τξ)‖r =

∥∥∥∥∥
eic

2τξ − 1

ic2ξ

∥∥∥∥∥
r

≤ 2

c2|ξ| .

Furthermore, by the expansion

c〈∇〉c = c2 − 1

2
∆ +O

(
∆1+α

c2α

)
for 0 ≤ α ≤ 1

we see (by choosing α = 1
2 ) that

∥∥∥
(
eiτc〈∇〉c − eic

2τe−iτ 1

2
∆
)
v
∥∥∥
r
≤ k

τ

c
‖v‖r+3.

Finally let us note that

τϕ1(−2iτLc)− τϕ1(iτ∆) =

∫ τ

0

(
e−2isLc − eis∆

)
ds =

∫ τ

0
eis∆

(
e−2is(Lc− 1

2
∆) − 1

)
ds

which implies that

τ ‖(ϕ1(−2iτLc)− ϕ1(iτ∆)) v‖r ≤
τ

c
‖v‖r+3.

Applying the above estimates in (34) we obtain that

∥∥∥un+1 − eic
2tn+1un+1

∗,∞

∥∥∥
Hr

≤ (1 + τk0)
∥∥∥un − eic

2tnun∗,∞

∥∥∥
r
+ τ

1

c
k1
(
‖un‖r+3

)
+ c−2k2 (‖un‖r) ,

(35)
where the constant k0 depends on ‖un‖r and ‖un∗,∞‖r, k1 depends on ‖un‖r+3 and k2 on ‖un‖r, but
both constants can be chosen independently of c. Iterating (35) we obtain that

∥∥∥un+1 − eic
2tn+1un+1

∗,∞

∥∥∥
Hr

≤ 1

c
K1

(
sup

0≤k≤n
‖uk‖r+3

)
+

1

c2τ
K2

(
sup

0≤k≤n
‖uk‖r

)
,

where K1, K2 can be chosen independently of c. As we assume that τ > 1
c we can conclude that

∥∥∥un+1 − eic
2tn+1un+1

∗,∞

∥∥∥
Hr

≤ 1

c
K1

(
sup

0≤k≤n
‖uk‖r+3

)
.

Note that the regularity assumption u ∈ C([0, T ];Hr+3+ε) implies a priori the boundedness of the
numerical solution in Hr+3, i.e., that sup0≤k≤n ‖uk‖r+3 < +∞ by the global convergence result in
Theorem 3.10. This yields the assertion. �

Remark 3.13. On the theoretical level one chan show asymptotic convergence (without or lower
rate) under much lower regularity assumptions, see, e.g. [14, Theorem 1.1].
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4. A second order low regularity uniformly accurate integrator

Iterating Duhamel’s formula for (9) we obtain

u(t) = eitc〈∇〉cu(0) − i
1

8
c〈∇〉−1

c eitc〈∇〉cI(t, c〈∇〉c, u(0))

− 3i
1

8
c〈∇〉−1

c eitc〈∇〉c
∫ t

0
e−isc〈∇〉c

((
eisc〈∇〉cu(0)

)2
(−i

1

8
c〈∇〉−1

c )eisc〈∇〉cI(s, c〈∇〉c, u(0))
)
ds

− 3i
1

8
c〈∇〉−1

c eitc〈∇〉c
∫ t

0
e−isc〈∇〉c

((
eisc〈∇〉cu(0)

)2
(i
1

8
c〈∇〉−1

c )e−isc〈∇〉cI(s, c〈∇〉c, u(0))
)
ds

− 3i
1

8
c〈∇〉−1

c eitc〈∇〉c
∫ t

0
e−isc〈∇〉c

((
e−isc〈∇〉cu(0)

)2
(−i

1

8
c〈∇〉−1

c )eisc〈∇〉cI(s, c〈∇〉c, u(0))
)
ds

− 3i
1

8
c〈∇〉−1

c eitc〈∇〉c
∫ t

0
e−isc〈∇〉c

((
e−isc〈∇〉cu(0)

)2
(i
1

8
c〈∇〉−1

c )e−isc〈∇〉cI(s, c〈∇〉c, u(0))
)
ds

− 6i
1

8
c〈∇〉−1

c eitc〈∇〉c
∫ t

0
e−isc〈∇〉c

(∣∣∣eisc〈∇〉cu(0)
∣∣∣
2
(−i

1

8
c〈∇〉−1

c )eisc〈∇〉cI(s, c〈∇〉c, u(0))
)
ds

− 6i
1

8
c〈∇〉−1

c eitc〈∇〉c
∫ t

0
e−isc〈∇〉c

(∣∣∣eisc〈∇〉cu(0)
∣∣∣
2
(i
1

8
c〈∇〉−1

c )e−isc〈∇〉cI(s, c〈∇〉c, u(0))
)
ds

+ B1(t, u)
(36)

where we have used the notation (17), i.e., that

I(s, c〈∇〉c, u(0)) =
∫ s

0
e−is1c〈∇〉c

(
eis1c〈∇〉cu(0) + e−is1c〈∇〉cu(0)

)3
ds1.

The remainder B1(t, u) thereby satisfies

‖B1(t, u)‖r ≤ t3K( sup
0≤t≤s

‖u(t)‖r). (37)

Thanks to the first order scheme we know that

I(s, c〈∇〉c, u(0)) = sϕ1(2ic
2s)(u(0))3 + 3s(u(0))2ϕ1(−2isLc)u(0)

+ 3su(0)ϕ1(−2isc〈∇〉c)(u(0))2 + sϕ1(−2is(c〈∇〉c + c2))(u(0))3

+ B2(s, u)

where the remainder satisfies

‖B2(s, u)‖r ≤ s2K( sup
0≤t≤s

‖u(t)‖r+1).

Together with the expansion c〈∇〉c = c2 +O(∆) (cf. (19)) which formally implies that

sϕ1(−ℓisc〈∇〉c) =
∫ s

0
e−ℓis1c〈∇〉cds1 =

∫ s

0

(
e−ℓis1c2 +O(s1∆)

)
ds1 = sϕ1(−ℓisc2) +O(s2∆)
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we thus obtain

u(t) = eitc〈∇〉cu(0)− i
1

8
c〈∇〉−1

c eitc〈∇〉cI(t, c〈∇〉c, u(0))

− 3i
1

8
c〈∇〉−1

c eitc
2

∫ t

0
e−isc2

((
eisc

2

u(0)
)2

Ĩ(s, c2, u(0))
)
ds

− 3i
1

8
c〈∇〉−1

c eitc
2

∫ t

0
e−isc2

((
eisc

2

u(0)
)2

Ĩ(s, c2, u(0))
)
ds

− 3i
1

8
c〈∇〉−1

c eitc
2

∫ t

0
e−isc2

((
e−isc2u(0)

)2
Ĩ(s, c2, u(0))

)
ds

− 3i
1

8
c〈∇〉−1

c eitc
2

∫ t

0
e−isc2

((
e−isc2u(0)

)2
Ĩ(s, c2, u(0))

)
ds

− 6i
1

8
c〈∇〉−1

c eitc
2

∫ t

0
e−isc2

(∣∣∣eisc2u(0)
∣∣∣
2
Ĩ(s, c2, u(0))

)
ds

− 6i
1

8
c〈∇〉−1

c eitc
2

∫ t

0
e−isc2

(∣∣∣eisc
2

u(0)
∣∣∣
2
Ĩ(s, c2, u(0))

)
ds

+ B3(t, u)

(38)

with

Ĩ(s, c〈∇〉c, u(0)) = −is
1

8
c〈∇〉−1

c eisc
2
[
(ϕ1(2ic

2s)(u(0))3 + 3|u(0)|2u(0)

+ 3u(0)ϕ1(−2isc2)(u(0))2 + ϕ1(−4isc2)(u(0))3
]

and where the remainder B3(t, u) satisfies

‖B3(t, u)‖r ≤ t3K( sup
0≤t≤s

‖u(t)‖r+2). (39)

Next we state an essential Lemma on the integration of the oscillations.

Lemma 4.1. For m, l ∈ Z, l 6= 0, c ≥ 0 and t ≥ 0 we have
∫ t

0
seimc2sϕ1(iℓc

2s)ds =
t

iℓc2
(
ϕ1(i(ℓ+m)c2t)− ϕ1(imc2t)

)
.

Proof. The assertion follows thanks to

∫ t

0
seimc2sϕ1(ilc

2s)ds =

∫ t

0
s
ei(m+ℓ)c2s − eimc2s

iℓc2s
=

t

iℓc2
(
ϕ1(i(ℓ +m)c2t)− ϕ1(imc2t)

)
.

�

In particular, we have
∫ t

0
sϕ1(iℓc

2s)ds =
1

iℓc2

∫ t

0

(
eiℓc

2s − 1
)
ds =

t

iℓc2
(
ϕ1(iℓc

2t)− 1
)
=: t2ϕ2(iℓc

2t). (40)

Furthermore, for m ∈ Z, we define

t2Ψ2(imc2t) :=

∫ t

0
seimc2sds. (41)
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With this definition at hand we obtain that

−i
1

8
c〈∇〉−1

c eitc
2

∫ t

0
e−isc2

((
eisc

2

u(0)
)2

Ĩ(s, c2, u(0))
)
ds

= −i
1

8
c〈∇〉−1

c eitc
2

∫ t

0
e2isc

2

u(0)2
(
− is

1

8
c〈∇〉−1

c

[
ϕ1(2ic

2s)(u(0))3 + 3|u(0)|2u(0)

+ 3u(0)ϕ1(−2isc2)(u(0))2 + ϕ1(−4isc2)(u(0))3
])

ds

= −1

8
· 1
8
c〈∇〉−1

c eitc
2
(
u(0)2c〈∇〉−1

c

[ t

2ic2
(ϕ1(4ic

2t)− ϕ1(2ic
2t))(u(0))3

+ 3t2Ψ2(2ic
2t)|u(0)|2u(0) + 3t2u(0)ϕ2(2itc

2)(u(0))2

+
t

−4ic2
(ϕ1(−2ic2t)− ϕ1(2ic

2t))(u(0))3
])

=: M1(t, c
2, u(0))

(42)

−i
1

8
c〈∇〉−1

c eitc
2

∫ t

0
e−isc2

((
eisc

2

u(0)
)2

Ĩ(s, c2, u(0))
)
ds

= −i
1

8
c〈∇〉−1

c eitc
2

∫ t

0
u(0)2

(
is
1

8
c〈∇〉−1

c

[
ϕ1(−2ic2s)(u(0))3 + 3|u(0)|2u(0)

+ 3u(0)ϕ1(2isc
2)(u(0))2 + ϕ1(4isc

2)(u(0))3
])

ds

= +t2
1

64
c〈∇〉−1

c eitc
2
(
u(0)2c〈∇〉−1

c

[
ϕ2(−2ic2t)u(0)

3
+

3

2
|u(0)|2u(0)

+ 3u(0)ϕ2(2itc
2)u(0)2 + ϕ2(4itc

2)u(0)3
])

=: M2(t, c
2, u(0))

(43)

−i
1

8
c〈∇〉−1

c eitc
2

∫ t

0
e−isc2

((
e−isc2u(0)

)2
Ĩ(s, c2, u(0))

)
ds

= −i
1

8
c〈∇〉−1

c eitc
2

∫ t

0
e−2isc2u(0)

2
(
− is

1

8
c〈∇〉−1

c

[
ϕ1(2ic

2s)(u(0))3 + 3|u(0)|2u(0)

+ 3u(0)ϕ1(−2isc2)u(0)
2
+ ϕ1(−4isc2)(u(0))3

])

= − 1

64
c〈∇〉−1

c eitc
2
(
u(0)

2
c〈∇〉−1

c

[
t2ϕ2(−2ic2t)u(0)3 + 3t2Ψ2(−2ic2t)|u(0)|2u(0)

+
3t

−2ic2
u(0)(ϕ1(−4ic2t)− ϕ1(−2ic2t))u(0)

2
+

t

−4ic2
(ϕ1(−6itc2)− ϕ1(−2itc2))u(0)

3
])

=: M3(t, c
2, u(0))

(44)
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−i
1

8
c〈∇〉−1

c eitc
2

∫ t

0
e−isc2

((
e−isc2u(0)

)2
Ĩ(s, c2, u(0))

)
ds

= −i
1

8
c〈∇〉−1

c eitc
2

∫ t

0
e−4isc2u(0)

2
(
is
1

8
c〈∇〉−1

c

[
ϕ1(−2ic2s)(u(0))3 + 3|u(0)|2u(0)

+ 3u(0)ϕ1(2isc
2)(u(0))2 + ϕ1(4isc

2)(u(0))3
])

=
1

64
c〈∇〉−1

c eitc
2
(
u(0)

2
c〈∇〉−1

c

[ t

−2ic2
(ϕ1(−6ic2t)− ϕ1(−4ic2t))u(0)

3

+ 3t2Ψ2(−4ic2t)|u(0)|2u(0) + 3t

2ic2
u(0)(ϕ1(−2ic2t)− ϕ1(−4ic2t))u(0)2

+ t2ϕ2(−4ic2t)u(0)3
])

=: M4(t, c
2, u(0))

(45)

−i
1

8
c〈∇〉−1

c eitc
2

∫ t

0
e−isc2

(∣∣∣eisc2u(0)
∣∣∣
2
Ĩ(s, c2, u(0))

)
ds

= −i
1

8
c〈∇〉−1

c eitc
2

∫ t

0
|u(0)|2

(
− is

1

8
c〈∇〉−1

c

[
ϕ1(2ic

2s)(u(0))3 + 3|u(0)|2u(0)

+ 3u(0)ϕ1(−2isc2)(u(0))2 + ϕ1(−4isc2)(u(0))3
])

ds

= − t2

64
c〈∇〉−1

c eitc
2
(
|u(0)|2c〈∇〉−1

c

[
ϕ2(2ic

2t)u(0)3 +
3

2
|u(0)|2u(0)

+ 3u(0)ϕ2(−2ic2t)u(0)
2
+ ϕ2(−4ic2t)u(0)

3
])

=: M5(t, c
2, u(0))

(46)

−i
1

8
c〈∇〉−1

c eitc
2

∫ t

0
e−isc2

(∣∣∣eisc2u(0)
∣∣∣
2
Ĩ(s, c2, u(0))

)
ds

= −i
1

8
c〈∇〉−1

c eitc
2

∫ t

0
e−2isc2 |u(0)|2

(
is
1

8
c〈∇〉−1

c

[
ϕ1(−2ic2s)(u(0))3 + 3|u(0)|2u(0)

+ 3u(0)ϕ1(2isc
2)(u(0))2 + ϕ1(4isc

2)(u(0))3
])

ds

=
1

64
c〈∇〉−1

c eitc
2
(
|u(0)|2c〈∇〉−1

c

[ t

−2ic2
(ϕ1(−4ic2t)− ϕ1(−2ic2t))u(0)

3

+ 3u(0)t2Ψ2(−2ic2t)u(0)
2
+ 3u(0)t2ϕ2(−2ic2t)u(0)2

+
t

4ic2
(ϕ1(2ic

2t)− ϕ1(−2ic2t))u(0)3
])

=: M6(t, c
2, u(0)).

(47)
The above calculations allow us to express (38) as follows

u(t) = eitc〈∇〉cu(0) − i
1

8
c〈∇〉−1

c eitc〈∇〉cI(t, c〈∇〉c, u(0))

+ 3

4∑

j=1

Mj(t, c
2, u(0)) + 6M5(t, c

2, u(0)) + 6M6(t, c
2, u(0))

+ B3(t, u),

(48)

where the remainder satisfies (39). Thus, it remains to derive a second order uniformly accurate,
low regularity approximation to the central oscillations I(t, c〈∇〉c, u(0)) defined in (17). We will

16



again treat each integral separtely

I(t, c〈∇〉c, u(0)) =
∫ t

0
e−is(c2+Lc)

(
eis(c

2+Lc)u(0)
)3

ds (49)

+ 3

∫ t

0
e−is(c2+Lc)

[(
eis(c

2+Lc)u(0)
)2

e−is(c2+Lc)u(0)

]
ds (50)

+ 3

∫ t

0
e−is(c2+Lc)

[(
e−is(c2+Lc)u(0)

)2
eis(c

2+Lc)u(0)

]
ds (51)

+

∫ t

0
e−is(c2+Lc)

(
e−is(c2+Lc)u(0)

)3
ds. (52)

Lemma 4.2 (Second order approximation of the integral (49)). It holds that
∫ t

0
e−is(c2+Lc)

(
eis(c

2+Lc)v
)3

ds

= tϕ1(2ic
2t)v3 + tϕ2(2ic

2t)
(
e−itLc

(
eitLcv

)3 − v3
)
+O

(
t3C2[fcub(·, ·, ·),Lc](v, v, v)

)
.

Proof. As in Lemma 3.3 we define the filtered function

N (s1,Lc, v) = e−is1Lc
(
eis1Lcv

)3

which allows us to express the oscillatory integral (49) as follows

I1(t, c〈∇〉c, v) =
∫ t

0
e2ic

2sN (s,Lc, v)ds.

Now we employ a second order expansion of N (s,Lc, v) around s = 0

N (s,Lc, v) = N (0,Lc, v) + s∂sN (0,Lc, v) +

∫ s

0

∫ s1

0
∂2
ξN (ξ,Lc, v)dξds1

where ∂2
s1N (s1,Lc, v) obeys the improved error structure

∂2
s1N (s1,Lc, v) = e−is1LcC2 [f,Lc]

(
eis1Lcv, eis1Lcv, eis1Lcv

)
(53)

where we recall that

C2 [f,Lc] = C [C [f,Lc] ,Lc] .

Thanks to Lemma 3.2 and the fact that eis1Lc is a linear isometry in Hr we have that
∥∥∥∥
∫ s

0

∫ s1

0
∂2
ξN (ξ,Lc, v)dξds1

∥∥∥∥
r

≤
∫ s

0

∫ s1

0

∥∥C2 [f,Lc]
(
eis1Lcv, eis1Lcv, eis1Lcv

)∥∥
r
dξds1

≤ k

∫ s

0

∫ s1

0

∥∥eis1Lcv
∥∥3
r+2

dξds1

≤ ks2 ‖v‖3r+2 .

Thus, we obtain that

I1(t, c〈∇〉c, v) =
∫ t

0
e2ic

2s
(
v3 + s∂sN (0,Lc, v)

)
ds+O

(
t3C2[fcub(·, ·, ·),Lc](v, v, v)

)
. (54)

where we have used that N (0,Lc, v) = v3.
In order to guarantee stability of the scheme we will not explicitly embed ∂sN (0,Lc, v) into our

scheme. Instead we will exploit that formally we have for some 0 ≤ η ≤ t that

∂sN (0,Lc, v) =
δsN (s,Lc, v)

t
|s=t +O

(
t∂2

sN (0,Lc, v)
)

17



with the standard shift operator

δζg(ζ) := g(ζ)− g(0)

such that
δζN (ζ,Lc, v)

t
|ζ=t =

1

t

(
e−itLc

(
eitLcv

)3 − v3
)
.

Together with (54) and the definition of the ϕ2 function (see (40)) this yields the assertion. �

Lemma 4.3 (Second order approximation of the integral (50)). It holds that

3

∫ t

0
e−is(c2+Lc)

[(
eis(c

2+Lc)v
)2

e−is(c2+Lc)v

]
ds

= 3tv2ϕ1(−2itLc)v + 3t
(
e−itLc

[(
eitLcv

)2
eitLcϕ2(−2itLc)v

]
− v2ϕ2(−2itLc)v

)

+O
(
t3C2[fcub(·, ·, ·),Lc](v, v, v)

)
.

Proof. The proof follows similarly to the proof of Lemma 4.2 by including the approximation

∂sN (s, 0,Lc, v) =
δs1N (s, s1,Lc, v)

t
|s1=t +O

(
t∂2

s1N (s, s1,Lc, v)
)

for the appropriate filtered function (cf. (30))

N (s, s1,Lc, v) = e−is1Lc

[(
eis1Lcv

)2
eis1Lce−2isLcv

]

into the numerical discretisation. With the observation that

∂sN (s, 0,Lc, v) =
1

t

(
e−itLc

[(
eitLcv

)2
eitLce−2isLcv

]
− v2e−2isLcv

)
+O

(
t∂2

s1N (s, s1,Lc, v)
)

we thus obtain
∫ t

0
e−is(c2+Lc)

[(
eis(c

2+Lc)v
)2

e−is(c2+Lc)v

]
ds

=

∫ t

0

(
N (s, 0,Lc, v) + s∂s1N (s, 0,Lc, v) +

∫ s

0
∂2
s1N (s, s1,Lc, v)dξ

)
ds

= tv2ϕ1(−2itLc)v + t
(
e−itLc

[(
eitLcv

)2
eitLcϕ2(−2itLc)v

]
− v2ϕ2(−2itLc)v

)

+O
(
t3C2[fcub(·, ·, ·),Lc](v, v, v)

)
.

�

Lemma 4.4 (Approximation of the integral (51)). It holds that

3

∫ t

0
e−is(c2+Lc)

[(
e−is(c2+Lc)v

)2
eis(c

2+Lc)v

]
ds

= 3tvϕ1(−2itc〈∇〉c)v2 + 3t
(
e−itLc

[(
eitLcv

)
ϕ2(−2itc〈∇〉c)eitLcv2

]
− vϕ2(−2itc〈∇〉c)v2

)

+ 3t
(
vϕ2(−2itc〈∇〉c)eitLc

(
e−itLcv

)2 − vϕ2(−2itc〈∇〉c)v2
)
+O

(
t2C[fcub(·, ·, ·),Lc](v, v, v)

)
.

Proof. Again we define the three scale expansion

N (s, s1, s2,Lc, v) = e−is1Lc

[(
eis1Lcv

)
e−2isLceis1Lceis2Lc

(
e−is2Lcv

)2]

18



such that (cf. proof of Lemma 3.5)
∫ t

0
e−is(c2+Lc)

[(
e−is(c2+Lc)v

)2
eis(c

2+Lc)v

]
ds =

∫ t

0
e−2isc2N (s, s, s,Lc, v)ds

=

∫ t

0
ve−2is(Lc+c2)v2ds+

∫ t

0
s
(
∂s1N (s, 0, s,Lc, v) + ∂s2N (s, 0, 0,Lc, v)ds2

)
ds

+O
(
∂2
s1N

)
+O

(
∂2
s2N

)

=

∫ t

0
ve−2is(Lc+c2)v2ds+

∫ t

0
s
(
∂s1N (s, 0, 0,Lc, v) + ∂s2N (s, 0, 0,Lc, v)ds2

)
ds

+O
(
t3∂2

s1N
)
+O

(
t3∂2

s2N
)
+O

(
t3∂s1∂s2N

)
.

Next we use that

∂s1N (s, 0, 0,Lc, v) =
1

t
(N (s, t, 0,Lc, v)−N (s, 0, 0,Lc, v)) +O

(
t∂2

s1N
)

∂s2N (s, 0, 0,Lc, v) =
1

t
(N (s, 0, t,Lc, v)−N (s, 0, 0,Lc, v)) +O

(
t∂2

s2N
)

as well as that

N (s, t, 0,Lc, v)−N (s, 0, 0,Lc, v) = e−itLc
[(
eitLcv

)
e−2isLceitLcv2

]
− ve−2isLcv2

N (s, 0, t,Lc, v)−N (s, 0, 0,Lc, v) = ve−2isLceitLc
(
e−itLcv

)2 − ve−2isLcv2.

This implies the assertion. �

Lemma 4.5 (Approximation of the integral (52)). It holds that
∫ t

0
e−is(c2+Lc)

(
e−is(c2+Lc)v

)3
ds

= tϕ1(−2it(c〈∇〉c + c2))v3 + t
(
eitLcϕ2(−2it(c〈∇〉c + c2))

(
e−itLcv

)3 − ϕ2(−2it(c〈∇〉c + c2))v3
)

+O
(
t3C2[fcub(·, ·, ·),Lc](v, v, v)

)
.

Proof. The assertion follows similarly to the previous lemmata by choosing the appropriate filtered
function

N (s, s1,Lc, v) = eis1Lce−2isLc
(
e−is1Lcv

)3
.

�

Plugging the above lemmata into (48) yields together with the double commutator bound of
Lemma 3.2 that for v = u(0)

u(t) = eitc〈∇〉cv − i
1

8
c〈∇〉−1

c eitc〈∇〉c
{
tϕ1(2ic

2t)v3 + tϕ2(2ic
2t)
(
e−itLc

(
eitLcv

)3 − v3
)

+ 3tv2ϕ1(−2itLc)v + 3t
(
e−itLc

[(
eitLcv

)2
eitLcϕ2(−2itLc)v

]
− v2ϕ2(−2itLc)v

)

+ 3tvϕ1(−2itc〈∇〉c)v2 + 3t
(
e−itLc

[(
eitLcv

)
ϕ2(−2itc〈∇〉c)eitLcv2

]
− vϕ2(−2itc〈∇〉c)v2

)

+ 3t
(
vϕ2(−2itc〈∇〉c)eitLc

(
e−itLcv

)2 − vϕ2(−2itc〈∇〉c)v2
)

+ tϕ1(−2it(c〈∇〉c + c2))v3 + t
(
eitLcϕ2(−2it(c〈∇〉c + c2))

(
e−itLcv

)3 − ϕ2(−2it(c〈∇〉c + c2))v3
)}

+ 3

4∑

j=1

Mj(t, c
2, v) + 6M5(t, c

2, v) + 6M6(t, c
2, v) + B3(t, u),

(55)
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where the remainder B3(t, u) satisfies (39). The expansion (55) motivates the second order uniformly
accurate low regularity scheme

un+1 = eiτc〈∇〉cun − iτ
1

8
c〈∇〉−1

c eiτc〈∇〉c
{
ϕ1(2ic

2τ)(un)3 + ϕ2(2ic
2τ)
(
e−iτLc

(
eiτLcun

)3 − (un)3
)

+ 3(un)2ϕ1(−2iτLc)un + 3
(
e−iτLc

[(
eiτLcun

)2
eiτLcϕ2(−2iτLc)un

]
− (un)2ϕ2(−2iτLc)un

)

+ 3unϕ1(−2iτc〈∇〉c)(un)2 + 3
(
e−iτLc

[(
eiτLcun

)
ϕ2(−2iτc〈∇〉c)eiτLc(un)2

]
− unϕ2(−2iτc〈∇〉c)(un)2

)

+ 3
(
unϕ2(−2iτc〈∇〉c)eiτLc

(
e−iτLcun

)2 − unϕ2(−2iτc〈∇〉c)(un)2
)

+ ϕ1(−2iτ(c〈∇〉c + c2))(un)3 +
(
eiτLcϕ2(−2iτ(c〈∇〉c + c2))

(
e−iτLcun

)3 − ϕ2(−2iτ(c〈∇〉c + c2))(un)3
)}

+ 3

4∑

j=1

Mj(τ, c
2, un) + 6M5(τ, c

2, un) + 6M6(τ, c
2, un)

(56)
where M1,2,3,4,5,6(τ, c

2, un) are defined in (42) up to (47). The following global error estimates
holds true for the second order scheme (56).

Theorem 4.6. Fix r > d/2 and assume that the solution of (1) satisfies u ∈ C([0, T ];Hr+2). Then
there exists a τ0 > 0 such that for all 0 < τ ≤ τ0 the following global error estimate holds for un

defined in (56)

‖u(tn)− un‖r ≤ τ2K

(
sup

0≤t≤tn

‖u(t)‖r+2

)
,

where K depends on tn and the Hr+2 norm of the solution u, but can be chosen independently of c.

Proof. The proof follows the line of argumentation as the proof of Theorem 3.10 where we note
that the local error B3(t, u) (compare (55) and (56)) satisfies (39) and only involves second order
derivatives of the solution. �

Remark 4.7. Note that by (10) we have that u(0) ∈ Hr+2 if

z(0) ∈ Hr+2, c−1〈∇〉−1
c z′(0) ∈ Hr+2. (57)

Hence, if the solution z of (1) satisfies (32) we can conclude by local wellposedness of (9) that there
exists a T = Tr+2 > 0 such that u ∈ C([0, Tr+2];H

r+2).

Remark 4.8. Again we can show that the scheme (56) asymptotically (in the limit c → ∞)
converges to a second order low regularity integrator for NLS (3) in the sense that for sufficiently
smooth solutions

‖un − eic
2tnun∗,∞‖r ≤ kc−1

where un∗,∞ is a second order low regularity approximation of the NLS limit equation (3) (see [6])

un+1
∗,∞ = e−iτ 1

2
∆un∗,∞ − iτ

3

8
e−iτ 1

2
∆
[ (

un∗,∞
)2 (

ϕ1(iτ∆)− ϕ2(iτ∆)
)
un∗,∞

+
(
e−iτ 1

2
∆un∗,∞

)2
ϕ2(iτ∆)e−iτ 1

2
∆un∗,∞

]
− 9τ2

2 · 64 |u
n
∗,∞|4un∗,∞.

(58)

5. Numerical Experiments

In this section we numerically underline our theoretical findings. In particular we observe the
uniform accuracy in c and low regularity approximation of the schemes as stated in Theorem 3.10
and Theorem 4.6.
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In the convergence order experiments we approximate the spatial differential operators via a
standard Fourier pseudo-spectral method, choosing M = 200 as the highest Fourier mode, which
corresponds to ∆x = 0.005. We considered randomly generated H1 and H2 initial data respectively
(see for instance [15]) and we integrate them up to t = 1. The step size τ we have chosen to be
2−i, where i = 6, . . . , 16.

In Figure 3 we plot the convergence of the first order scheme (31) for various values of c for a
rough initial data u(0) ∈ H1. In Figure 2 we plot the convergence of the second order scheme (56)
for various values of c for a rough initial data u(0) ∈ H2. For the spatial discretisation we use a
classical Fourier pseudo spectral method. Our numerical findings underline the uniform accuracy
of the schemes for rough data.
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Figure 1. Convergence plot of the first order scheme (31) with H1 initial data (left).
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Figure 2. Convergence plot of the second order scheme (56) with H2 initial data (left).

In this last numerical experiment, we employed the same spatial approximation method and we
integrate H2 initial data up to t = 100 using our second order method. We show the difference in
absolute value of the energy at time 0 < t ≤ 100 and at time t = 0.
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Figure 3. Plot showing the difference between the initial energy and the energy at
time t, up to t = 100 for the values c = 1, c = 10 and c = 100 respectively.
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