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#### Abstract

The success of matrix factorizations such as the singular value decomposition (SVD) has motivated the search for even more factorizations. We catalog 53 matrix factorizations, most of which we believe to be new.

Our systematic approach, inspired by the generalized Cartan decomposition of Lie theory, also encompasses known factorizations such as the SVD, the symmetric eigendecomposition, the CS decomposition, the hyperbolic SVD, structured SVDs, the Takagi factorization, and others thereby covering familiar matrix factorizations as well as ones that were waiting to be discovered.

We suggest that Lie theory has one way or another been lurking hidden in the foundations of the very successful field of matrix computations with applications routinely used in so many areas of computation. In this paper, we investigate consequences of the Cartan decomposition and the little known generalized Cartan decomposition for matrix factorizations.

We believe that these factorizations once properly identified can lead to further work on algorithmic computations and applications.
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## 1. Introduction

1.1. Matrix factorizations. An insightful exercise might be to ask what is the most important idea in linear algebra. Our answer would be "matrix factorizations." It is as straightforward as it is unlikely to be the one we think you might hear, such as: "linearity," "eigenvalues" or "singular values." Matrix factorizations have shown up relatively recently in linear algebra classes, when before they may have taken a backseat to the study of structure. However, they are critical to applications in both pure/applied mathematics, as well as science and engineering ${ }^{1}$

The search for new matrix factorizations has motivated numerical linear algebraists for decades. The search has often been driven by a specific demand, a particular problem or sometimes a generalization of a known factorization. While we enjoy learning specialized new factorizations, we were motivated to understand a unifying structure.

[^1]Table of 53 Matrix Factorizations

|  |  | R | C | HI |
| :---: | :---: | :---: | :---: | :---: |
|  | $\mathcal{F}_{1}$ |  | $\begin{gathered} U_{n}=O_{n} D O_{n}{ }^{\prime} \\ \text { ODO }(2013,2018)[75] \\ \hline \end{gathered}$ | $U_{n}^{\mathbb{H}}=U_{n} D U_{n}^{\prime}$ <br> Bloch, Messiah (1962) |
|  | $\mathcal{F}_{2}$ | $O_{2 n}=\left[U_{n}^{\mathbb{C}}\right]_{\mathbb{R}}\left[{ }^{R}{ }_{R^{-1}}\right]\left[U_{n}^{\mathbb{C}}\right]_{\mathbb{R}}{ }^{\prime}$ | $U_{2 n}=\left[U_{n}^{\mathbb{H}}\right]_{\mathbb{C}}\left[{ }^{D}{ }_{D}\right]\left[U_{n}^{\mathbb{H}}\right]_{\mathbb{C}}{ }^{\prime}$ |  |
|  | $\mathcal{F}_{3}$ |  | $U_{2 n}=O_{2 n}\left[\begin{array}{cc}D^{\prime} \\ D\end{array}\right]\left[U_{n}^{\underline{H 1}}\right]_{\mathrm{C}}$ |  |
|  | $\mathcal{F}_{4}$ | $\begin{gathered} O_{n}= \\ {\left[\begin{array}{lll} O_{p} & \\ & O_{q} \end{array}\right]\left[\begin{array}{cc} C & S_{1} \\ -S & C \end{array}\right]\left[\begin{array}{ll} O_{r} & \\ & O_{s} \end{array}\right]} \end{gathered}$ <br> $\operatorname{CSD}(p, q)=(r, s)(1968) \mathrm{Wi}$ CSD general Davis, Kahan (1 | $\begin{gathered} U_{n} \\ {\left[\begin{array}{lll} U_{p} & \\ & & \\ & U_{q} \end{array}\right]\left[\begin{array}{cc} C & S \\ -S & C \end{array}\right]\left[\begin{array}{lll} U_{r} & \\ & & U_{s} \end{array}\right]} \end{gathered}$ <br> gner 77, Davis, Kahan 19 969) 18, GSVD (1981) 58 | $\left[\begin{array}{cc} U_{p}^{\mathbb{H}} & \\ & \\ & U_{n}^{\mathbb{H}}= \\ & \\ & U_{q}^{\mathbb{H}} \end{array}\right]\left[\begin{array}{cc}  \\ -S & S \\ -S & C \end{array}\right]\left[\begin{array}{ll} U_{r}^{\mathbb{H}} & \\ & \\ & U_{s}^{\mathbb{H}} \end{array}\right]$ |
|  | $\mathcal{F}_{5}$ |  | $U_{n}=O_{n}\left[\begin{array}{ccc}C & i S \\ i S & C\end{array}\right]\left[\begin{array}{lll}U_{p} & \\ & U_{q}\end{array}\right]$ | $U_{n}^{\mathrm{H}}=U_{n}\left[\begin{array}{ccc}C & j S \\ j S & C\end{array}\right]\left[\begin{array}{lll}U_{p}^{\mathrm{H}} & \\ & \\ & & U_{q}^{\mathrm{H}}\end{array}\right]$ |
|  | $\mathcal{F}_{6}$ | $O_{2 n}=\left[U_{n}^{\mathbb{C}}\right]_{\mathbb{R}} \Theta\left[\begin{array}{ll}O_{2 p} & \\ & O_{2 q}\end{array}\right]$ | $U_{2 n}=\left[U_{n}^{\mathbb{H}}\right]_{\mathbb{C}} \Theta\left[\begin{array}{ll}U_{2 p} & \\ & \\ & U_{2 q}\end{array}\right]$ |  |
| § | $\mathcal{F}_{7}$ | $G_{n}^{\mathbb{R}}=O_{n} \Sigma O_{n}^{\prime}$ | $G_{n}^{\mathrm{C}}=U_{n} \Sigma U_{n}^{\prime}$ <br> Singular value decomposition | $G_{n}^{\mathrm{HI}}=U_{n}^{\mathrm{H}} \Sigma U_{n}^{\underline{H}{ }^{\prime}}$ |
|  | $\mathcal{F}_{8}$ | $G_{n}^{\mathbb{R}}=O_{n}\left[\begin{array}{ccc}C h & S h \\ S h & C h\end{array}\right]\left[\begin{array}{lll}G_{p}^{\mathbb{R}} & \\ & \\ & G_{q}^{\mathbb{R}}\end{array}\right]$ | $G_{n}^{\mathbb{C}}=U_{n}\left[\begin{array}{lll}C h & S h \\ S h & C h\end{array}\right]\left[\begin{array}{lll}G_{p}^{\mathbb{C}} & \\ & \\ & G_{q}^{\mathbb{C}}\end{array}\right]$ | $G_{n}^{\mathrm{H}}=U_{n}^{\mathrm{H}}\left[\begin{array}{lll}C h & S h \\ S h & C h\end{array}\right]\left[\begin{array}{lll}G_{p}^{\mathrm{HI}} & \\ & \\ & & \\ & G_{q}^{\mathrm{H}}\end{array}\right]$ |
|  | $\mathcal{F}_{9}$ | $\begin{aligned} & \quad G_{n}^{\mathbb{R}}=O_{n} \Sigma U_{p, q}^{\mathbb{R}} \\ & \text { Hyperbolic SVD (1989) Onn, }, \end{aligned}$ | $G_{n}^{\mathbb{C}}=U_{n} \Sigma U_{p, q}^{\mathbb{C}}$ <br> Steinhardt, Bojanczyk 57 | $G_{n}^{\mathbb{H}}=U_{n}^{\mathbb{H}} \Sigma U_{p, q}^{\mathbb{H}}$ |
|  | $\mathcal{F}_{10}$ | $G_{2 n}^{\mathbb{R}}=O_{2 n}\left[\begin{array}{ll} \Sigma^{\Sigma} & \\ & \Sigma \end{array}\right] S p_{2 n}^{\mathbb{R}}$ <br> SVD-like decomp. (2003) Xu 80 | $G_{2 n}^{\mathbb{C}}=U_{2 n}\left[\Sigma_{\Sigma}{ }^{\Sigma}\right]{ }^{\text {c }}$ S $p_{2 n}^{\mathbb{C}}$ |  |
|  | $\mathcal{F}_{11}$ | $G_{2 n}^{\mathbb{R}}=O_{2 n}\left[\begin{array}{l}\Sigma \\ \Sigma^{-1}\end{array}\right]\left[G_{n}^{\mathbb{C}}\right]_{\mathbb{R}}$ | $G_{2 n}^{\mathrm{C}}=U_{2 n}\left[\begin{array}{l}\Sigma \\ \Sigma^{-1}\end{array}\right]\left[G_{n}^{\mathbb{H}}\right]_{\mathbb{C}}$ |  |
|  | $\mathcal{F}_{12}$ |  | $G_{n}^{\mathrm{C}}=U_{n} B G_{n}^{\mathrm{R}}$ | $G_{n}^{\mathrm{HI}}=U_{n}^{\mathrm{HI}} B G_{n}^{\mathrm{C}}$ |
|  | $\mathcal{F}_{13}$ |  | $G_{n}^{\mathbb{C}}=U_{n} \Sigma O_{n}^{\mathbb{C}}$ | $G_{n}^{\mathrm{HH}}=U_{n}^{\mathrm{HH}} \Sigma O_{n}^{\mathrm{HH}}$ |
|  | $\mathcal{F}_{14}$ | $S p_{2 n}^{\mathbb{R}}=\left[U_{n}^{\mathbb{C}}\right]_{\mathbb{R}}\left[\begin{array}{c}\Sigma \\ \left.\Sigma^{-1}\right]\end{array}\right]\left[U_{n}^{\mathbb{C}}\right]_{\mathbb{R}}{ }^{\prime}$ Balian (1965) 3 , $\mathrm{Xu}(2003) 80$ 80 | $S p_{2 n}^{\mathbb{C}}=\left[U_{n}^{\mathbb{H}}\right]_{\mathbb{C}}\left[\begin{array}{c} \Sigma-1 \end{array}\right]\left[U_{n}^{\mathbb{H}}\right]_{\mathbb{C}}^{\prime}$ <br> Faßbender, Ikramov (2005) 21 |  |
|  | $\mathcal{F}_{15}$ | $\begin{gathered} S p_{2 n}^{\mathbb{R}}= \\ {\left[U_{n}^{\mathbb{C}}\right]_{\mathbb{R}}\left[\begin{array}{cc} C h & S h \\ S h & C h \end{array}\right]\left[\begin{array}{ll} G_{n}^{\mathbb{R}} & \\ & \left(G_{n}^{\mathbb{R}}\right)^{-T} \end{array}\right]} \end{gathered}$ | $\begin{gathered} S p_{2 n}^{\mathbb{C}}= \\ {\left[U_{n}^{\mathbb{H}}\right]_{\mathbb{C}}\left[\begin{array}{cc} C h & S h \\ S h & C h \end{array}\right]\left[\begin{array}{ll} G_{n}^{\mathbb{C}} & \\ & \left(G_{n}^{\mathbb{C}}\right)^{-T} \end{array}\right]} \end{gathered}$ |  |
|  | $\mathcal{F}_{16}$ | $\begin{gathered} S p_{2 n}^{\mathbb{R}}= \\ {\left[U_{n}^{\mathbb{C}}\right]_{\mathbb{R}}\left[\begin{array}{cc} H & \\ & H^{-1} \end{array}\right]\left[\begin{array}{ll} S p_{2 p}^{\mathbb{R}} & \\ & \\ & S p_{2 q}^{\mathbb{R}} \end{array}\right]} \end{gathered}$ | $\begin{gathered} S p_{2 n}^{\mathbb{C}}= \\ {\left[U_{n}^{\mathbb{H}}\right]_{\mathbb{C}}\left[\begin{array}{lll} H & \\ & H^{-1} \end{array}\right]\left[\begin{array}{lll} S p_{2 p}^{\mathbb{C}} & \\ & & \\ & & \\ & p_{2 q}^{\mathbb{C}} \end{array}\right]} \end{gathered}$ |  |
|  | $\mathcal{F}_{17}$ |  | $S p_{2 n}^{\mathbb{C}}=\left[U_{n}^{\mathbb{H}}\right]_{\mathbb{C}}\left[\begin{array}{ccc}C h & i S h \\ -i S h & C h\end{array}\right] S p_{2 n}^{\mathbb{R}}$ |  |
| $\begin{aligned} & a \\ & 2 \\ & 0 \\ & 0 \end{aligned}$ | $\mathcal{F}_{18}$ | $\begin{gathered} U_{p, q}^{\mathbb{R}}= \\ {\left[\begin{array}{lll} O_{p} & \\ & & \\ & O_{q} \end{array}\right]\left[\begin{array}{ll} C h & S h \\ S h & C h \end{array}\right]\left[\begin{array}{lll} O_{p}^{\prime} & \\ & & \\ & O_{q}^{\prime} \end{array}\right]} \end{gathered}$ <br> Hyperbolic CS decom | $\begin{gathered} U_{p, q}^{\mathrm{C}}= \\ {\left[\begin{array}{lll} U_{p} & \\ & & \\ & & U_{q} \end{array}\right]\left[\begin{array}{lll} C h & S h \\ S h & C h \end{array}\right]\left[\begin{array}{ll} U_{p}^{\prime} & \\ & \\ & U_{q}^{\prime} \end{array}\right]} \end{gathered}$ <br> osition $28 \boxed{75} 77$ | $\begin{gathered} U_{p, q}^{\mathbb{H}}= \\ {\left[\begin{array}{lll} U_{p}^{\mathbb{H}} & \\ & & \\ & & U_{q}^{\mathbb{H}} \end{array}\right]\left[\begin{array}{lll} C h & S h \\ S h & C h \end{array}\right]\left[\begin{array}{ll} U_{p}^{\mathbb{H}} & \\ & \\ & \\ & \\ & U_{q} \mathbb{H}^{\prime} \end{array}\right]} \end{gathered}$ |
|  | $\mathcal{F}_{19}$ | $\begin{gathered} U_{p, q}^{\mathbb{R}} \\ {\left[\begin{array}{ll} O_{p} & \\ & \\ & O_{q} \end{array}\right]\left[\begin{array}{cc} H & \\ & H^{\prime} \end{array}\right]\left[\begin{array}{lll} U_{a, b}^{\mathbb{R}} & \\ & & U_{c, d}^{\mathbb{R}} \end{array}\right]} \end{gathered}$ | $\begin{gathered} U_{p, q}^{\mathbb{C}}= \\ {\left[\begin{array}{ll} U_{p} & \\ & \\ & U_{q} \end{array}\right]\left[\begin{array}{ll} H & \\ & \\ & H^{\prime} \end{array}\right]\left[\begin{array}{lll} U_{a, b}^{\mathbb{C}} & & \\ & & U_{c, d}^{\mathbb{C}} \end{array}\right]} \end{gathered}$ | $\begin{gathered} U_{p, q}^{\mathbb{H}}= \\ {\left[\begin{array}{lll} U_{p}^{\mathbb{H}} & \\ & & \\ & & U_{q}^{\mathbb{H}} \end{array}\right]\left[\begin{array}{lll} H & & \\ & & H^{\prime} \end{array}\right]\left[\begin{array}{lll} U_{a, b}^{\mathbb{H}} & \\ & & \\ & & U_{c, d}^{\mathbb{H}} \end{array}\right]} \end{gathered}$ |
|  | $\mathcal{F}_{20}$ | $\begin{gathered} U_{2 p, 2 q}^{\mathbb{R}}= \\ {\left[\begin{array}{ll} O_{2 p} & \\ & O_{2 q} \end{array}\right]\left[\begin{array}{ll} I & \\ & H \end{array}\right]\left[U_{p, q}^{\mathbb{C}}\right]_{\mathbb{R}}} \end{gathered}$ | $\begin{gathered} U_{2 p, 2 q}^{\mathbb{C}}= \\ {\left[\begin{array}{ll} U_{2 p} & \\ & U_{2 q} \end{array}\right]\left[\begin{array}{ll} I & \\ & H \end{array}\right]\left[U_{p, q}^{\mathbb{H}}\right]_{\mathbb{C}}} \end{gathered}$ |  |
|  | $\mathcal{F}_{21}$ | $\begin{gathered} U_{n, n}^{\mathbb{R}}= \\ {\left[\begin{array}{cc} O_{n} & \\ & O_{n}^{\prime} \end{array}\right]\left[\begin{array}{lll} C h & S h \\ S h & C h \end{array}\right]\left[O_{n}^{\mathbb{C}}\right]_{\mathbb{R}}} \end{gathered}$ | $\begin{gathered} U_{n, n}^{\mathbb{C}}= \\ {\left[\begin{array}{cc} U_{n} & \\ & U_{n}^{\prime} \end{array}\right]\left[\begin{array}{lll} C h & S h \\ S h & C h \end{array}\right]\left[O_{n}^{\mathbb{H}}\right]_{\mathbb{C}}} \end{gathered}$ |  |
|  | $\mathcal{F}_{22}$ |  | $\begin{gathered} U_{p, q}^{\mathbb{C}}= \\ {\left[\begin{array}{lll} U_{p} & \\ & U_{q} \end{array}\right]\left[\begin{array}{cc} C h & i S h \\ -i S h & C h \end{array}\right] U_{p, q}^{\mathbb{R}}} \end{gathered}$ | $\begin{gathered} U_{p, q}^{\mathbb{H}}= \\ {\left[\begin{array}{lll} U_{p}^{\mathbb{H}} & \\ & & \\ & U_{q}^{\mathbb{H}} \end{array}\right]\left[\begin{array}{cc} C h & j S h \\ -j S h & C h \end{array}\right] U_{p, q}^{\mathbb{C}}} \end{gathered}$ |
| $\begin{aligned} & \approx \\ & 0 \\ & 0 \end{aligned}$ | $\mathcal{F}_{23}$ |  | $O_{n}^{\mathbb{C}}=O_{n} B O_{n}^{\prime}$ | $O_{n}^{\text {H/ }}=U_{n} B U_{n}^{\prime}$ |
|  | $\mathcal{F}_{24}$ |  | $O_{n}^{\mathbb{C}}=O_{n}\left[\begin{array}{cc}C h & i S h \\ -i S h & C h\end{array}\right]\left[\begin{array}{lll}O_{p}^{\mathbb{C}} & \\ & \\ & O_{q}^{\mathbb{C}}\end{array}\right]$ | $O_{n}^{\mathbb{H}}=U_{n}\left[\begin{array}{cc} C h & j S h \\ -j S h & C h \end{array}\right]\left[\begin{array}{ll} O_{p}^{\mathbb{H}} & \\ & O_{q}^{\mathbb{H}} \end{array}\right]$ |
|  | $\mathcal{F}_{25}$ |  | $O_{2 n}^{\mathbb{C}}=O_{2 n}\left[\begin{array}{cc}C h & i S h \\ -i S h\end{array}{ }_{C h}^{i S h}\right]\left[O_{n}^{\mathrm{HH}}\right]_{\mathrm{C}}$ |  |

TABLE 1. The list of matrix factorizations obtained in our work. For matrix notations, see Table 2 (last column) and Table 3. All 53 cases can be found as theorems in this work. Brown denotes KAK decompositions, gray denotes factorizations where we have found references. Matrix block structures may be abbreviated to save space.

Our main result, Table 1 is the list of 53 systematically derived matrix factorizations arising from the generalized Cartan $\left(K_{1} A K_{2}\right)$ decomposition [22]. Table 1 may be thought of as a $25 \times 3$ array with entries consisting of matrix factorizations. The rows of Table 1 are labeled $\mathcal{F}_{1}$ through $\mathcal{F}_{25}$.

To assist the reader in getting a quick sense of how to read Table 1 using Tables 2 and 3 to look up notation, we will use the (real orthogonal) $\times$ (unitary diagonal) $\times$ (another real orthogonal) $\mathcal{F}_{1}$ factorization of any unitary matrix as an example:

KEY TO FACTORIZATION TABLES
e.g. $\mathcal{F}_{1}:$ Unitary $=($ real orth. $) \times$ (unitary diagonal) $\times$ (another orth.)


As mathematical background to the factorizations in Table 1, we mention the KAK and $\mathrm{K}_{1} \mathrm{AK}_{2}$ decompositions. The KAK decomposition marked with brown includes the SVD (labeled $\mathcal{F}_{7}$ ) and the square partition CS decomposition (CSD). The $\mathrm{K}_{1} \mathrm{AK}_{2}$ decomposition includes the general CSD (labeled $\mathcal{F}_{4}$ ) and many others. Cells colored in gray denote factorizations where we have found references in such communities as numerical linear algebra and physics.
1.2. The KAK and $\mathbf{K}_{1} \mathbf{A} K_{2}$ decompositions. Like a first edition Superman comic, gathering dust unrecognized in an attic, the KAK and $\mathrm{K}_{1} \mathrm{AK}_{2}$ decompositions are somewhat unknown. The reasons for this provide important lessons from mathematical history. (See Section 9 for details with a timeline.)

The KAK decomposition, may have first appeared in the work of Harish-Chandra [29], described as a refinement or sharpening of the Cartan decomposition by Helgason 30. However it remains unclear if Cartan himself knew about the KAK [33]. Nonetheless, perhaps out of respect, Helgason refers to the KAK as the Cartan decomposition in his 1978 classic [31, p.402].

We point out that neither the explicit name "KAK decomposition" nor the importance of the decomposition is stated in the works above by Harish-Chandra or Helgason. Rather the decomposition is used somewhat in passing as a tool, and hence it was unlikely to be noticed by all but a few.

We found a fascinating parallel in the discovery and the proclamation of the CSD amongst 20th century applied mathematicians, also at first used only as a tool, but later given a name and recognition as a matrix factorization by Stewart as described beautifully by Paige and Wei [61, p.308]. ${ }^{2}$

Unaware of [18, Stewart in an appendix to [66] gave a proof of
the CSD ... [Stewart's] contribution was extremely important, not

[^2]so much because it appears to be the first complete proof given for a CSD, but because it simply stated the CSD as a general decomposition of unitary matrices, rather than just a tool for analyzing angles between subspaces - this was something [18] had not quite done. This elegant and unequivocal statement brought the CSD to the notice of a wider audience, as well as emphasizing its broader usefulness. Stewart widely advocated the use of the CSD, and came up with this appropriate name.
Just as the KAK remained obscure for many years, it is probably safe to say at this time that the generalization to $\mathrm{K}_{1} \mathrm{AK}_{2}$ remains very little known. The $\mathrm{K}_{1} \mathrm{AK}_{2}$ decomposition ${ }^{3}$ appears first in Flensted-Jensen's work of 1978 [22], where he names his result the "generalized Cartan decomposition." As history repeats itself, it seems $K_{1} A K_{2}$ was created as a tool to study the structure of semisimple Lie algebras for specialists in the pure mathematical areas of harmonic analysis, Lie theory, and representation theory. For such studies, there seems to be little interest in individual factorizations so important in applied mathematics, engineering, the sciences, and probably, in the end, also useful to pure mathematics.
1.3. Unified approaches to matrix factorizations. Given the importance of matrix factorizations for applications, it would be of no surprise that various attempts towards unification have been considered. We begin with a brief survey on the applied side. Mackey, Mackey and Tisseur [50, 51] provide an overview of structural tools for factorizations in the context of automorphism groups of scalar products. We were inspired by their work, especially their open questions suggested in Section 5.2 and 8.3 of [51], whose answer mostly lies in the global Cartan decompositions and KAK decompositions discussed in this paper and their isomorphic forms as described in Remark 2.4, e.g., the perplectic SVD in Remark 7.3 .

Notably, Kleinsteuber provides a unified algorithmic approach on the decomposition that Cartan for sure has in his work: $\mathfrak{p}=\bigcup_{k \in K} \operatorname{Ad}(k) \mathfrak{a}=\bigcup_{k \in K} k \mathfrak{a} k^{-1}$ (see Figure 5 in Section 9), in a framework of a generalization of the Givens algorithm. The structure preserving Jacobi algorithms proposed in Kleinsteuber's thesis (2005) 44 treats the SVD, Hermitian eigendecomposition and more in a unified scheme. A broad chart of structured eigenproblems with references is also nicely listed in 12 . Bhatia (1994) [7] considers a few cases where the tangent spaces are decompositions of matrix spaces.

The abstraction approach is great for the soul as it lets us understand so much, and can lead to new discoveries, but often the discoverers are unaware or uninterested in the details of what might seem to them as tedious examples. The applied approach is critical for applications and impact. We applaud both the pure and applied styles as valuable intellectual achievements. We credit Cartan for discovering an abstraction for the aforementioned class of matrix factorizations: $\mathfrak{p}=\bigcup_{k \in K} k \mathfrak{a} k^{-1}$ [15, p.359], and credit many 20th century mathematicians for forthcoming abstractions. Cartan, Iwasaws 4 , Kostant and Bruhat represent a line of mathematicians that skip past any one matrix factorization and do what is admirable in pure mathematics, create an abstraction, one might even say a blueprint

[^3]for many factorizations. We will argue, in contrast, that specialists in matrix factorizations, some examples in this context include Golub, Kahan, Paige, Stewart, Van Loan and many others did what is admirable in applied mathematics. They discovered, developed, named, found applications, properties, and/or algorithms $5^{5}$ for specific matrix factorizations.
1.4. Organization of the paper. Section 2 provides an overview of the matrices in classical Lie groups (summarized in Table 2) from a linear algebra point of view intended for a modern audience. Section 3 discusses the basics of the KAK and $\mathrm{K}_{1} \mathrm{AK}_{2}$ decomposition, with easy-to-follow examples in Sections 3.3 and 3.4 . Sections 4 to 8 are the main results of this paper (summarized in Table 1), the matrix factorizations of the following matrices:

- Section 4 : Orthogonal and unitary matrices
- Section 5 : Invertible matrices
- Section 6 : Symplectic matrices
- Section 7: Indefinite unitary matrices
- Section 8: Complex and quaternionic orthogonal matrices

Section 9 points out some important lessons of mathematical history, together with a discussion from Élie Cartan's dicoveries to the developments of relatively newer matrix factorizations, in a chronological order.

## 2. Matrices from the classical Lie groups

It has long been established that orthogonal matrices enjoy very special numerical and analytical properties. The classical Lie groups named by Weyl 76 consist of invertible matrices and generalizations of orthogonal matrices (Table 2). These generalizations are very simple and are the building blocks of our 53 factorizations.

### 2.1. Preliminaries.

Real, complex and quaternionic matrices: Let $\mathbb{R}, \mathbb{C}, \mathbb{H}$ denote the reals, complexes and (real) quaternions. The symbol $\mathbb{F}$ will be used in all three cases, though quaternions are not a field. The $\beta$-symbol with $\beta=1,2,4$ is often used, representing each of the three cases respectively. $m \times n$ matrices are denoted by $\mathbb{F}^{m \times n}$.

Definition 2.1. The matrices $J_{n}$ and $I_{p, q}$ are defined as follows. $(p, q, n \in \mathbb{N})$

$$
J_{n}:=\left[\begin{array}{cc}
0 & I_{n}  \tag{2.1}\\
-I_{n} & 0
\end{array}\right], \quad I_{p, q}:=\left[\begin{array}{cc}
I_{p} & 0 \\
0 & -I_{q}
\end{array}\right] .
$$

Realify and complexify: Sometimes, we may represent a complex matrix as a real matrix ${ }^{6}$ (which we call "realify"), and a quaternion matrix as a complex matrix ("complexify"). The realify map $[\cdot]_{\mathbb{R}}: \mathbb{C}^{m \times n} \rightarrow \mathbb{R}^{2 m \times 2 n}$ is defined as

$$
\text { Realify : } X \mapsto[X]_{\mathbb{R}} \equiv\left[\begin{array}{rr}
\Re(X) & \Im(X)  \tag{2.2}\\
-\Im(X) & \Re(X)
\end{array}\right] .
$$

The complexify map $[\cdot]_{\mathbb{C}}: \mathbb{H}^{m \times n} \rightarrow \mathbb{C}^{2 m \times 2 n}$ is defined as

$$
\text { Complexify : } Y \mapsto[Y]_{\mathbb{C}} \equiv\left[\begin{array}{rr}
\Re(Y)+i \Im_{i}(Y) & \Im_{j}(Y)+i \Im_{k}(Y)  \tag{2.3}\\
-\Im_{j}(Y)+i \Im_{k}(Y) & \Re(Y)-i \Im_{i}(Y)
\end{array}\right]
$$

[^4]where $Y=\Re(Y)+i \Im_{i}(Y)+j \Im_{j}(Y)+k \Im_{k}(Y)$.
The Transposes $\left(M^{T}, M^{H}, M^{D}, M^{D_{i}}, M^{D_{j}}, M^{D_{k}}\right)$ : The following defines variations on transpose for real, complex, and quaternion matrices:
\[

$$
\begin{array}{ll}
\left(M^{T}\right)_{a b}=M_{b a},(\text { for } \mathbb{R}, \mathbb{C}, \mathbb{H}), & \left(M^{H}\right)_{a b}=\overline{M_{b a}}, \quad(\text { for } \mathbb{C})  \tag{2.4}\\
\left(M^{D}\right)_{a b}=\overline{M_{b a}},(\text { for } \mathbb{H}) & \left(M^{D_{\eta}}\right)_{a b}=-\eta \overline{M_{b a}} \eta,(\text { for } \mathbb{H}, \eta \in\{i, j, k\})
\end{array}
$$
\]

We define $M^{D_{i}}, M^{D_{j}}, M^{D_{k}}$ for quaternion matrices as the transpose that only "conjugates" the $i, j$, or $k$ term respectively. (See Figure 1 for an example of $M^{T}, M^{D}$ and $M^{D_{j}}$ for a quaternionic matrix $M$.) Formally we state the following 62].

Definition 2.2. For a quaternionic matrix $M \in \mathbb{H}^{n \times n}$, the $\eta$-conjugat $\rrbracket^{7}$ transpose $M^{D_{\eta}}$ is defined as $(\eta \in\{i, j, k\})$,

$$
\begin{equation*}
M^{D_{\eta}}:=\eta^{-1} M^{D} \eta=-\eta M^{D} \eta \tag{2.6}
\end{equation*}
$$

Moreover, if $A=A^{D_{\eta}}$ we say $A$ is $\eta$-Hermitian.


Figure 1. Transpose $T$, conjugate transpose $D$, and $j$-conjugate transpose $D_{j}$ of a quaternionic matrix. $i$-conjugate transpose and $k$-conjugate transpose are defined similarly.

The symbols $T, H$, and $D$ refer to the transpose, Hermitian transpose, and dual respectively. $H$ and $D$ both serve as conjugate transposes. When it is unambiguous, we use the common notation $M^{\dagger}$ to denote the complex/quaternionic conjugate transpose $\left(M^{H}\right.$ or $\left.M^{D}\right)$.

[^5]Some identities are useful. Suppose $C \in \mathbb{C}^{n \times n}$ and $Q \in \mathbb{H}^{n \times n}$. Then we have

$$
\begin{align*}
{\left[C^{H}\right]_{\mathbb{R}} } & =[C]_{\mathbb{R}}^{T}  \tag{2.7}\\
{\left[C^{T}\right]_{\mathbb{R}} } & =I_{n, n}[C]_{\mathbb{R}}^{T} I_{n, n},  \tag{2.8}\\
{\left[Q^{D}\right]_{\mathbb{C}} } & =[Q]_{\mathbb{C}}^{H}  \tag{2.9}\\
{\left[Q^{D_{j}}\right]_{\mathbb{C}} } & =[Q]_{\mathbb{C}}^{T}=-J_{n}[Q]_{\mathbb{C}}^{H} J_{n} . \tag{2.10}
\end{align*}
$$

Additionally, $-J_{n}[C]_{\mathbb{R}} J_{n}=[C]_{\mathbb{R}}$ and $-J_{n} \overline{[Q]_{\mathbb{C}}} J_{n}=[Q]_{\mathbb{C}}$ holds.
2.2. Solutions $G$ to $G^{*} J G=J$ create Lie groups. The classical Lie groups can be derived by solving the quadratic matrix equation $G^{*} J G=J$ for $G$ (invertible solutions), given a fixed $J$ (top of Table 22. One can select $*$ to be $\{T, H, D\}$ or $\{T, T, T\}$ for $\mathbb{R}, \mathbb{C}, \mathbb{H}$ respectively. (For $\mathbb{H}, T$ is applied through the complexified matrix as $T$ is not an involution on $\mathbb{H}^{n \times n}$. See Remark 2.9.) For a choice of $J$, one can select among $0_{n}, I_{n}, I_{p, q}$ and $J_{n} 8^{8}$ For example, choosing $J=I_{n}$ and $*=\{T, H, D\}$ gives three groups, $\left\{G: G^{T} G=I_{n}\right\},\left\{G: G^{H} G=I_{n}\right\}$, $\left\{G: G^{D} G=I_{n}\right\}$ corresponding to $\beta=1,2,4$.

Out of 24 combinations ${ }^{9}$, we omit the overlapping (i.e., isomorphic, so double counting) 11. (Remark 2.7 talks about one such isomorphism.) The remaining 13 Lie groups are presented in the upper part of Table 2 denoted by 5 simplified $\beta$-notated symbol: $\mathrm{GL}_{\beta}(n), \mathrm{U}_{\beta}(n), \mathrm{U}_{\beta}(p, q), \mathrm{Sp}_{\beta}(2 n)$ and $\mathrm{O}_{\beta}(n)$. The lower table drills down into the complete list of 13 classical Lie groups including the commonly used Lie group symbols (column 3), the names of matrices (column 4) and definitions (column 5). The last column is our symbol for individual matrices which will be used throughout this paper.

Remark 2.3 (isomorphic Lie groups that change $\mathbb{F}$ ). The realify and complexify maps create isomorphic Lie groups. In the Lie theory literature, we rarely find a distinction between isomorphic representations of the same Lie group as the algebraic structure is considered more important than the specific representation. On the other hand, we have chosen to be more explicit: we denote the isomorphic representation with a distinct matrix/Lie group notation ${ }^{10}$

Consider an example where the isomorphism $[\cdot]_{\mathbb{C}}$ (the complexify map) is at play: the $n \times n$ quaternionic general linear group $\operatorname{GL}(n, \mathbb{H})$ has an isomorphic copy $\mathrm{U}^{*}(2 n)$, which can be obtained by the complexify map. Matrices from each group will be distinctively denoted by $G_{n}^{\mathbb{H}}$ and $\left[G_{n}^{\mathbb{H}}\right]_{\mathbb{C}}$, respectively. (See the last column of Table 2 for the complete list of such distinct matrix symbols.)

Remark 2.4 (isomorphic Lie groups that change $J$ but preserve $\mathbb{F}$ ). On first glance the explicit $J$ 's that are commonly used such as $I_{n}, I_{p, q}, J_{n}$ (and the less common $J=0_{n}$ ) seem arbitrary but they are not. If we may make an analogy with the

[^6]Classical Lie groups, $\left\{\right.$ Invertible $\left.G: G^{*} J G=J\right\}$
A transpose $*$ and a matrix $J$ can produce a classical Lie group $(\beta=1,2,4$ represents $\mathbb{R}, \mathbb{C}, \mathbb{H})$

| Transpose $J$ | $0_{n}$ | $I_{n}$ | $I_{p, q}=\left[\begin{array}{cc}I_{p} & 0 \\ 0 & -I_{q}\end{array}\right]$ | $J_{n}=\left[\begin{array}{cc}0 & I_{n} \\ -I_{n} & 0\end{array}\right]$ |
| :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} \text { Conjugate } \\ \text { transposes } \\ M^{T}, M^{H}, M^{D} \end{gathered}$ |  | The below are all generalizations of orthogonal matrices |  |  |
|  | $\begin{gathered} \mathrm{GL}_{\beta}(n) \\ \text { "Invertibles" } \\ \beta=1,2,4 \end{gathered}$ | $\mathrm{U}_{\beta}(n)$ <br> "Unitaries" $\beta=1,2,4$ | $\mathrm{U}_{\beta}(p, q)$ "Indefinite Unitaries" $\beta=1,2,4$ | - |
| Transpose (only) $M^{T}$ | - | $\begin{gathered} \mathrm{O}_{\beta}(n) \\ \text { "C, } \mathbb{H} \text { Orthogonals" } \\ \beta=2,4 \end{gathered}$ | - | $\begin{gathered} \operatorname{Sp}_{\beta}(2 n) \\ \text { "Symplectics" } \\ \beta=1,2 \end{gathered}$ |


|  | $\beta$ | Lie group Symbol | Matrix Name | Definition | Ambient Space | Our <br> Matrix <br> Symbol |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{array}{\|c} \text { z} \\ 0 \\ 0 \end{array}$ | 1 | $\mathrm{GL}(n, \mathbb{R})$ | $\begin{gathered} \text { Real } \\ \text { Invertible } \end{gathered}$ | $\{G: \operatorname{det} G \neq 0\}$ | $\mathbb{R}^{n \times n}$ | $G_{n}^{\mathbb{R}}$ |
|  | 2 | $\mathrm{GL}(n, \mathbb{C})$ | Complex Invertible | $\{G: \operatorname{det} G \neq 0\}$ | $\mathbb{C}^{n \times n}$ | $G_{n}^{\text {C }}$ |
|  | 4 | $\mathrm{GL}(n, \mathbb{H})$ | Quaternion Invertible | $\{G: \operatorname{det} G \neq 0\}$ | $\mathbb{H}^{n \times n}$ | $G_{n}^{\mathrm{HH}}$ |
|  |  | $\mathrm{U}^{*}(2 n)$ |  | Complexify ( $\uparrow$ ) | $\mathbb{C}^{2 n \times 2 n}$ | $\left[G_{n}^{\mathrm{H}}\right]_{\mathrm{C}}$ |
| $\frac{\bar{y}}{\substack{\text { m}}}$ | 1 | $\mathrm{O}(n)$ | Orthogonal | $\left\{O: O^{T} O=I_{n}\right\}$ | $\mathbb{R}^{n \times n}$ | $O_{n}$ or $U_{n}^{\mathbb{R}}$ |
|  | 2 | $\mathrm{U}(n)$ | Unitary | $\left\{U: U^{H} U=I_{n}\right\}$ | $\mathbb{C}^{n \times n}$ | $U_{n}$ or $U_{n}^{\text {C }}$ |
|  |  | $\mathrm{OSp}(2 n)$ |  | Realify ( $\uparrow$ ) | $\mathbb{R}^{2 n \times 2 n}$ | $\left[U_{n}^{\mathrm{C}}\right]_{\mathbb{R}}$ |
|  | 4 | $\mathrm{U}(n, \mathbb{H})$ | Quaternionic Unitary | $\left\{U: U^{D} U=I_{n}\right\}$ | $\mathbb{H}^{n \times n}$ | $U_{n}^{\mathrm{HH}}$ |
|  |  | $\mathrm{USp}(2 n)$ |  | Complexify ( $\uparrow$ ) | $\mathbb{C}^{2 n \times 2 n}$ | $\left[U_{n}^{\mathrm{H}}\right]_{\mathrm{C}}$ |
| $\begin{array}{\|c} 0 \\ 0 \\ 0 \\ 0 \end{array}$ | 1 | $\mathrm{O}(p, q)$ | Indef orthogonal | $\left\{O: O^{T} I_{p, q} O=I_{p, q}\right\}$ | $\mathbb{R}^{n \times n}$ | $U_{p, q}^{\mathrm{R}}$ |
|  | 2 | $\mathrm{U}(p, q)$ | Indef unitary | $\left\{U: U^{H} I_{p, q} U=I_{p, q}\right\}$ | $\mathbb{C}^{n \times n}$ | $U_{p, q}^{\mathrm{C}}$ |
|  | 4 | $\mathrm{U}(p, q, \mathbb{H})$ | Quaternionic Indef unitary | $\left\{U: U^{D} I_{p, q} U=I_{p, q}\right\}$ | $\mathbb{H}^{n \times n}$ | $U_{p, q}^{\mathrm{HI}}$ |
|  |  | $\mathrm{Sp}(p, q)$ |  | Complexify ( $\uparrow$ ) | $\mathbb{C}^{2 n \times 2 n}$ | $\left[U_{p, q}^{\mathrm{HH}}\right] \mathrm{c}$ |
| $\frac{\mathrm{E}}{\mathrm{c}_{0}}$ | 2 | $\mathrm{O}(n, \mathbb{C})$ | Complex Orthogonal | $\left\{O: O^{T} O=I_{n}\right\}$ | $\mathbb{C}^{n \times n}$ | $O_{n}^{\text {C }}$ |
|  | 4 | $\mathrm{O}(n, \mathbb{H})$ | Quaternionic Orthogonal | $\left\{O: O^{D_{j}} O=I_{n}\right\}$ | $\mathbb{H}^{n \times n}$ | $O_{n}^{\mathrm{HH}}$ |
|  |  | $\mathrm{O}^{*}(2 n)$ |  | $\begin{gathered} \text { Complexify }(\uparrow) \\ \text { (If complexified, } \left.O^{T} O=I_{2 n}\right) \end{gathered}$ | $\mathbb{C}^{2 n \times 2 n}$ | $\left[O_{n}^{\left[\frac{H}{4}\right]}\right]_{\mathrm{C}}$ |
|  | 1 | $\mathrm{Sp}(2 n, \mathbb{R})$ | Real Symplectic | $\left\{S: S^{T} J_{n} S=J_{n}\right\}$ | $\mathbb{R}^{2 n \times 2 n}$ | $S p_{2 n}^{\mathbb{R}}$ |
|  | 2 | $\mathrm{Sp}(2 n, \mathbb{C})$ | Complex Symplectic | $\left\{S: S^{T} J_{n} S=J_{n}\right\}$ | $\mathbb{C}^{2 n \times 2 n}$ | $S p_{2 n}^{\text {C }}$ |

Table 2. Not satisfied with the organization of tables of classical Lie groups in the literature, we propose the following simplified organization of the 13 classical Lie groups.

Jordan form of a matrix, these $J$ 's represent equivalence classes which may be built up in to a theory that can cover any $J$ [63, p.92].

The perplectic group and perplectic matrices 50 defined in 2.14, (2.23) provide interesting examples (see Remarks 2.6 and 2.10 for real and complex cases, respectively). Another example is conjugate symplectic matrices in Remark 2.7 .

Remark 2.5 (Classical Lie groups as automorphism groups). For a given $J$-scalar product $\langle x, y\rangle_{J}:=x^{*} J y$, it is easy to see that $G^{*} J G=J$ if and only if $\langle x, y\rangle_{J}=$ $\langle G x, G y\rangle_{J}$ for all $x, y{ }^{11}$ The set of such $G$ form a group, this group is known as the automorphism group of the scalar product, studied nicely in 50. Effectively, the abstract group is independent of basis, which is another way of seeing the equivalence class of possible $J$ 's as mentioned in Remark 2.3 .
2.3. $\mathrm{GL}_{\beta}(n)$, general linear groups. The groups $\mathrm{GL}(n, \mathbb{R}), \mathrm{GL}(n, \mathbb{C}), \mathrm{GL}(n, \mathbb{H})$ are the groups of $n \times n$ invertible matrices of the corresponding $\mathbb{F}$. We adopt the simplified symbol $\mathrm{GL}_{\beta}(n)$ to express the three groups at once, for $\beta=1,2,4$. Note that the determinant zero condition for $\mathrm{GL}(n, \mathbb{H})$ is defined through its complexified counterpart $\mathrm{U}^{*}(2 n)$, since there is no natural determinant for quaternionic matrices.
2.4. $\mathrm{U}_{\beta}(n)$, unitary groups. Defined with $U^{\dagger} U=I_{n}$ for conjugate transpose $\dagger$, the name "unitary group" (usually complex) can be extended to real and quaternionic cases. The real unitary group is indeed the orthogonal group $\mathrm{O}(n)$ of $n \times n$ orthogonal matrices, and the quaternionic unitary group $\mathrm{U}(n, \mathbb{H})$ is the set of all quaternionic matrices satisfying $U^{D} U=I_{n}$. We denote these three groups at once by $\mathrm{U}_{\beta}(n), \beta=1,2,4$.
2.5. $\mathrm{U}_{\beta}(p, q)$, indefinite unitary groups. Let $n=p+q$. A real matrix $G \in \mathbb{R}^{n \times n}$ is called indefinite orthogonal if it satisfies

$$
\begin{equation*}
G^{T} I_{p, q} G=I_{p, q} \tag{2.11}
\end{equation*}
$$

Similarly we define complex/quaternionic Indefinite unitary matrices with

$$
\begin{equation*}
G^{\dagger} I_{p, q} G=I_{p, q} \tag{2.12}
\end{equation*}
$$

Indefinite orthogonal/unitary matrices have many other names. A matrix $G$ satisfying 2.12 is called a "hypernormal matrix" in 57, a "pseudo-unitary matrix" in 50, 51, and the most commonly used name is " $J$-unitary matrix" in 34 and by many other authors. (Which is confusing since the term " $J$-orthogonal" is sometimes used to describe a real symplectic matrix [6, 80] and as we do in this paper, $J$ is used more generally.) To avoid ambiguities, we use the term "indefinite unitary matrix" (and "indefinite orthogonal matrix") for the matrices satisfying (2.12) (and 2.11).

In the literature, the groups themselves go by various names with more traditional symbols. Our $\mathrm{U}_{1}(p, q)$ goes by the symbol $\mathrm{O}(p, q)$ and is called the indefinite orthogonal group, pseudo-orthogonal group, hyperbolic orthogonal group, the generalized orthogonal group, etc. Our $\mathrm{U}_{2}(p, q)$ is denoted simply $\mathrm{U}(p, q)$, the indefinite unitary group, etc. The quaternionic case is often denoted by the symbol $\operatorname{Sp}(p, q)$ which we will restrict our use to the complex representation of $\mathrm{U}_{4}(p, q)$. The quaternionic representation will be denoted by $\mathrm{U}(p, q, \mathbb{H})$.

[^7]In Remark 7.2 , we will point out the role played by these indefinite unitary groups in explaining a connection between the well-known CS decomposition and the perhaps not as well-known hyperbolic CS decomposition. A key mathematical point is the hyperbolic versions are not only analogous, but are indeed related through a Lie theoretic concept of the compact/noncompact dual KAK decomposition.

Remark 2.6 (the real perplectic group). We remark that the interesting real perplectic group, studied in [50], is isomorphic to the indefinite orthogonal group with $p=\left\lceil\frac{n}{2}\right\rceil$ and $q=\left\lfloor\frac{n}{2}\right\rfloor$ as has already been pointed out in 49].

Take as our $J$ the (backward identity) matrix $E_{n}$ with 1's on its antidiagonal.

$$
E_{n}:=\left[\begin{array}{lll}
0 & & 1  \tag{2.13}\\
& . & \\
1 & & 0
\end{array}\right] .
$$

The eigenvalues of $E_{n}$ are clearly $p=\left\lceil\frac{n}{2}\right\rceil$ positive ones and $q=\left\lfloor\frac{n}{2}\right\rfloor$ negative ones hence the signature is $\left(\left\lceil\frac{n}{2}\right\rceil,\left\lfloor\frac{n}{2}\right\rfloor\right)$. It follows that the real perplectic group

$$
\begin{equation*}
\left\{G \in \mathbb{R}^{n \times n}: G^{T} E_{n} G=E_{n}\right\} \tag{2.14}
\end{equation*}
$$

is isomorphic to corresponding indefinite orthogonals. See Remark 7.3 for isomorphism and the real perplectic SVD. Interestingly, the complex perplectic group is isomorphic to the complex orthogonal group. (See Remark 2.10.)
2.6. $\mathrm{Sp}_{\beta}(2 n)$, symplectic groups. The symplectic groups correspond to J's that are real or complex skew-symmetric (as opposed to skew-Hermitian), represented by $J_{n}$ (see Remark 2.4 ). For $\mathbb{F}=\mathbb{R}, \mathbb{C}($ but not $\mathbb{H}){ }^{12}$ a symplectic matrix $G \in \mathbb{F}^{2 n \times 2 n}$ is defined with the property (the symplectic group is denoted ${ }^{13}$ by $\operatorname{Sp}(2 n, \mathbb{F})$ )

$$
\begin{equation*}
G^{T} J_{n} G=J_{n}, \tag{2.15}
\end{equation*}
$$

where the transpose is the regular transpose without the complex conjugation. $\operatorname{Sp}(2 n, \mathbb{R})$ and $\operatorname{Sp}(2 n, \mathbb{C})$ are the real and the complex symplectic group, sometimes denoted by $\operatorname{Sp}_{\beta}(2 n)$ with $\beta=1,2$.

Remark 2.7 (using $H$ instead of $T$ is not complex symplectic). A natural but ultimately inconsistent and problematic definition for complex symplectic matrices would take as a definition $G^{H} J_{n} G=J_{n}$. This " $H$ " transposing definition may originate in 1979 [59, p.4] and 1981 [60, p.14] (which references and proposes a generalization of [52, Paragraph 4.19.9]), and sometimes called by the name conjugate symplectic matrices ${ }^{14}$ [50. (This confusion has been pointed out several times e.g., Remark 1.2 of [56.) The $2 n \times 2 n$ conjugate symplectic group is denoted by $\mathrm{Sp}^{*}(2 n, \mathbb{C})$ and it is isomorphic to the indefinite unitary group $\mathrm{U}(n, n)$. See Remark 7.4 for the isomorphism and factorizations of conjugate symplectic matrices.

Remark 2.8 ( $\beta$ doubling for $\beta$-unitaries). We describe a charming alchemy that turns (at the group level) orthogonals into unitaries and similarly complex unitaries

[^8]into quaternionic unitaries by the presence of the symplectic structure. Specifically our notation allows us to state both $\beta=1,2$ cases at once (respectively, $\mathbb{F}=\mathbb{R}, \mathbb{C}$ ):
\[

$$
\begin{equation*}
\left[\mathrm{U}_{2 \beta}(n)\right]_{\mathbb{F}}=\mathrm{U}_{\beta}(2 n) \cap \mathrm{Sp}_{\beta}(2 n) \tag{2.16}
\end{equation*}
$$

\]

Nonetheless it is worth spelling out what this says. The real case says that if you have a $2 n \times 2 n$ real orthogonal matrix that is also real symplectic then it is a realified unitary matrix. In addition, if you have a $2 n \times 2 n$ complex unitary matrix that is also complex symplectic then it is a complexified quaternionic unitary matrix.

The group of $2 n \times 2 n$ unitary symplectic matrices is often denoted by $\mathrm{Sp}(n)$ or $\mathrm{USp}(2 n)$, called the unitary (or compact) symplectic group. Similarly the group of $2 n \times 2 n$ orthogonal symplectics is called the orthogonal symplectic group and denoted by $\operatorname{OSp}(2 n)$. The following is an explicit version of 2.16 .

$$
\begin{align*}
& {[\mathrm{U}(n)]_{\mathbb{R}} }=\operatorname{OSp}(2 n)  \tag{2.17}\\
& {[\mathrm{U}(n, \mathbb{H})]_{\mathbb{C}} }=\mathrm{OSp}(2 n) \cap \mathrm{Sp}(2 n, \mathbb{R})  \tag{2.18}\\
& {[=\mathrm{U}(2 n) \cap \operatorname{Sp}(2 n, \mathbb{C})}
\end{align*}
$$

2.7. $\mathrm{O}_{\beta}(n)$, orthogonal groups: complex and quaternion. Although the complex/quaternionic analogues of the orthogonal group (defined with $M^{\dagger}$ ) are often referred to as the complex and quaternionic unitary group, there exist two alternative Lie groups $\mathrm{O}_{\beta}(n), \beta=2,4$ which go by the name complex and quaternionic orthogonal groups. The complex orthogonal grour ${ }^{15}$ is defined in a way that is reminiscent of the real orthogonal group using $M^{T}$ for $M \in \mathbb{C}^{n \times n}$,

$$
\begin{equation*}
\mathrm{O}(n, \mathbb{C}):=\left\{G \in \mathbb{C}^{n \times n} \mid G^{T} G=I_{n}\right\} \tag{2.19}
\end{equation*}
$$

The quaternionic orthogonal group $\mathrm{O}(n, \mathbb{H})$ is a Lie group defined as,

$$
\begin{equation*}
\mathrm{O}(n, \mathbb{H}):=\left\{G \in \mathbb{H}^{n \times n} \mid G^{D_{j}} G=I_{n}\right\} . \tag{2.20}
\end{equation*}
$$

The choice of the $j$-conjugate transpose $M^{D_{j}}$ instead of $M^{T}$ to define $\mathrm{O}_{\beta}(n)$, $\beta=4$ seems somewhat unnatural but it becomes clear if one consider the identity (2.10) of the map $[\cdot]_{\mathbb{C}}$. The complexified $M^{D_{j}}$ is the regular transpose $[M]_{\mathbb{C}}^{T}$. Thus, $\mathrm{O}_{\beta}(n)$ all have the property $O^{T} O=I$ in their complex representations.

A commonly found symbol in the literature is $\mathrm{O}^{*}(2 n)$, the complexified $\mathrm{O}(n, \mathbb{H})$.

$$
\begin{equation*}
\mathrm{O}^{*}(2 n):=\left\{G \in \mathrm{U}^{*}(2 n): G^{T} G=I_{2 n}\right\}=[\mathrm{O}(n, \mathbb{H})]_{\mathbb{C}} . \tag{2.21}
\end{equation*}
$$

The standard choice in 2.20 uses $D_{j}$ but $D_{i}$ or $D_{k}$ can be also used instead of $D_{j}$. Sometimes we explicitly emphasize the choice of $i, j, k$, denoting the group by $\mathrm{O}_{i}(n, \mathbb{H}), \mathrm{O}_{j}(n, \mathbb{H}), \mathrm{O}_{k}(n, \mathbb{H})$. The group structure is isomorphic for all three cases.

Remark 2.9 (the quaternionic matrices satisfying $G^{T} G=I_{n}$ ). A reader might be curious about the straightforward quaternionic extension of orthogonality by the transpose, a quaternion matrix $G \in \mathbb{H}^{n \times n}$ satisfying

$$
\begin{equation*}
G^{T} G=I_{n} \tag{2.22}
\end{equation*}
$$

However the set of such matrices is not a group, since the relationship $(A B)^{T}=$ $B^{T} A^{T}$ does not hold for quaternion matrices. (In other words, the transpose is not an involution for quaternion matrices.)

[^9]Remark 2.10 (the complex perplectic group). As mentioned in Remark 2.6, the complex perplectic group is another interesting group of matrices defined as:

$$
\begin{equation*}
\left\{G \in \mathbb{C}^{n \times n}: G^{T} E_{n} G=E_{n}\right\} \tag{2.23}
\end{equation*}
$$

Whenever $*=T, \mathbb{F}=\mathbb{C}$ are given for the equation $G^{*} J G=J$, the group determined by any invertible complex symmetric $J$ is isomorphi ${ }^{16}$ to the complex orthogonal group $\mathrm{O}(n, \mathbb{C})$. This is due to the fact that any complex symmetric matrix $J_{s}$ can be decomposed as $J_{s}=V^{T} V$ for some $V{ }^{17}$ An isomorphic mapping $G \mapsto V^{-1} G V$ sends $\left\{G: G^{T} J_{s} G=J_{s}\right\}$ to $\mathrm{O}(n, \mathbb{C})$. See Remark 8.2 for details on the isomorphism for the complex perplectic group and the corresponding structure preserving SVD.
2.8. Lie groups and Lie algebras. Until this point, we have discussed exclusively the classical Lie groups. Generally, a Lie group is defined as a differentiable manifold that possesses a group structure. Note that some Lie groups may not have a matrix representation. A Lie algebra can be thought as the tangent space of the Lie group at the identity. For example, the Lie group $G=\mathrm{O}(n)$ has its tangent space at the identity $\mathfrak{g}=\mathfrak{o}(n)$, the set of all skew-symmetric matrices. This is often denoted by $\mathfrak{g}=\operatorname{Lie}(G)$. The Lie algebras of classical Lie groups are listed in Appendix A.
2.9. Some auxiliary matrices. Let us define some useful auxiliary matrices which appears frequently in our 53 matrix factorizations. Let $\theta=\left(\theta_{1}, \ldots, \theta_{n}\right)$ be a real vector in $\mathbb{R}^{n}$. We define nine auxiliary matrices $C_{n}^{\theta}, S_{n}^{\theta}, D_{n}^{\theta}, R_{n}^{\theta}, C h_{n}^{\theta}, S h_{n}^{\theta}, \Sigma_{n}^{\theta}, B_{n}^{\eta, \theta}$ and $H_{m, n}^{\theta}$ as in Table 3 . For simplicity if $n, \theta$ is clear from the context we just denote them by $C, S, D, R, C h, S h, \Sigma, B, H$.

Figure 2 describes the hyperbolic rotation matrix $H_{1,1}$ against the usual $2 \times 2$ rotation matrix. The matrix $H_{m, n}^{\theta}$ is a multi-dimensional extension of the hyperbolic rotation matrix.

Rotation vs. Hyperbolic Rotation


Figure 2. The (usual) rotation $\left(R_{2}^{\alpha}\right)^{T}$ and the hyperbolic rotation $H_{1,1}^{\alpha}$.

[^10]Auxiliary matrices for a real vector $\theta=\left(\theta_{1}, \ldots, \theta_{n}\right) \in \mathbb{R}^{n}$

| Cosine and Sine diagonal matrices $C_{n}^{\theta}, S_{n}^{\theta} \in \mathbb{R}^{n \times n}$ $C=\left[\begin{array}{ccc} \cos \theta_{1} & & \\ & \ddots & \\ & & \cos \theta_{n} \end{array}\right], S=\left[\begin{array}{ccc} \sin \theta_{1} & & n \\ & \ddots & \\ & & \sin \theta_{n} \end{array}\right]$ |
| :---: |
| Unitary diagonal matrix $D_{n}^{\theta} \in \mathbb{C}^{n \times n}$ $D=\left[\begin{array}{lll} e^{i \theta_{1}} & & \\ & \ddots & \\ & & e^{i \theta_{n}} \end{array}\right]^{n}$ |
| Rotation block diagonal matrix $\boldsymbol{R}_{n}^{\boldsymbol{\theta}} \in \mathbb{R}^{n \times n}$ $\begin{aligned} R=\left[\begin{array}{lll} R_{1} & & \\ & \ddots & \\ & & R_{\frac{n}{2}} \end{array}\right],(n \text { even }) \quad R=\left[\begin{array}{llll} 1 & & & \\ & R_{1} & & \\ & & \ddots & \\ & \text { where } R_{l}=\left[\begin{array}{cc} \cos \theta_{i} \sin \theta_{l} \\ -\sin \theta_{l} \cos \theta_{l} \end{array}\right] & & R_{\left\lfloor\frac{n}{2}\right.} \end{array}\right],(n \text { odd }) \end{aligned}$ |

Hyperbolic Cosine and Sine diagonal matrices $\boldsymbol{C h}_{n}^{\theta}, S h_{n}^{\theta} \in \mathbb{R}^{n \times n}$

$$
C h=\left[\begin{array}{ccc}
\cosh \theta_{1} & & \\
& \ddots & \\
& & \cosh \theta_{n}
\end{array}\right], \quad S h=\left[\begin{array}{lll}
\sinh \theta_{1} & & \\
& \ddots & \\
& & \sinh \theta_{n}
\end{array}\right]
$$

Positive real diagonal matrix $\boldsymbol{\Sigma}_{n}^{\boldsymbol{\theta}} \in \mathbb{R}^{n \times n}$

$$
\Sigma=\left[\begin{array}{lll}
\sigma_{1} & & \\
& \ddots & \\
& & \sigma_{n}
\end{array}\right]:=\left[\begin{array}{lll}
e^{\theta_{1}} & & \\
& \ddots & \\
& & e^{\theta_{n}}
\end{array}\right]
$$

Imaginary (hyperbolic) rotation block diagonal matrix $B_{n}^{\eta, \theta} \in \mathbb{H}^{n \times n}$
$B=\left[\begin{array}{lll}B_{1}^{\eta} & & \\ & \ddots & \\ & & B_{\frac{n}{2}}^{\eta}\end{array}\right],\left(\begin{array}{llll} \\ & & \text { even }) & B=\left[\begin{array}{llll}1 & & & \\ & B_{1}^{\eta} & & \\ & & \ddots & \\ & & & B_{\left\lfloor\frac{n}{2}\right.}^{\eta}\end{array}\right],(n \text { odd }) .\end{array}\right.$
where $B_{l}^{\eta}=\left[\begin{array}{cc}\cosh \theta_{l} & \eta \sinh \theta_{l} \\ -\eta \sinh \theta_{l} & \cosh \theta_{l}\end{array}\right], \eta \in\{i, j, k\}$
Hyperbolic block rotation matrix $\boldsymbol{H}_{m, n}^{\theta} \in \mathbb{R}^{(n+m) \times(n+m)}$

$$
H=\left[\begin{array}{ccc}
C h_{n}^{\theta} & & S h_{n}^{\theta} \\
& I_{m-n} \\
S h_{n}^{\theta} & & C h_{n}^{\theta}
\end{array}\right]
$$

TABLE 3. List of auxiliary matrices frequently used in this work.

## 3. Background

An important result in Élie Cartan's work on the Riemannian symmetric space [14. 15) 16] is the Cartan decomposition $\mathfrak{g}=\mathfrak{k}+\mathfrak{p}$. (Some readers may be unfamiliar with $\mathfrak{k}$ pronounced " k " or "fraktur k .") The Cartan decomposition leads to the KAK
decomposition, $G=K A K$ (and also extends to compact cases). The term "decomposition" is used both for $\mathfrak{g}=\mathfrak{k}+\mathfrak{p}$ (additive) and $G=K A K$ (multiplicative). See (3.1), 3.4 for helpful examples.

The decomposition $G=K A K$ itself may have first appeared in Harish-Chandra's work [29, p.590] in 1956. In the 1960s [30, 70, 79 and also Helgason's 1978 textbook [31, p.402], the KAK decomposition shows up under the name ${ }^{18}$ "Cartan decomposition." The name "KAK decomposition" appears in the late 1970s 4] but it is unclear who first started using the name. Refer to Section 9 for more details on the history of the Cartan and the KAK decomposition.

The KAK decomposition has been extended to the generalized Cartan decomposition by Flensted-Jensen in his 1978 paper [22]. Originally his work [22, 23] considered the noncompact cases only but the compact cases were subsequently studied in [35, 36] by Hoogenboom. We will call both of them the " $\mathrm{K}_{1} \mathrm{AK}_{2}$ decomposition". In the 1990s, Matsuki extensively studied specific examples [53, 54, and the idea of visible actions on symmetric spaces 47] led to more case studies [46, 64]. Furthermore, the root systems of the compact $\mathrm{K}_{1} \mathrm{AK}_{2}$ decompositions have been computed and classified by Matsuki [55].
3.1. Symmetric spaces and the KAK decomposition. Let us begin with an elementary example. For the Lie group $G=\mathrm{GL}(n, \mathbb{R})$, its tangent space at the identity (Lie algebra) is $\mathfrak{g}=\{$ All $n \times n$ matrices $\}$. Let $\sigma$ be the involution ${ }^{19} X \mapsto-X^{T}$. Obviously the eigenvalues of $\sigma$ are $\pm 1$ and the following direct sum decomposition $\mathfrak{g}=\mathfrak{k}+\mathfrak{p}$ holds for the $\pm 1$ eigenspaces $\mathfrak{k}, \mathfrak{p} \subset \mathfrak{g}$ of $\sigma$.

$$
\begin{array}{ccc}
\mathfrak{g} & = & \mathfrak{k}  \tag{3.1}\\
\{\text { All } n \times n \text { matrices }\} & =\{\text { Skew-svmmetric matrices }\} & +\left\{S_{\text {vmmetric }}\right.
\end{array}
$$

Recall that $e^{a+b}=e^{a} e^{b}$ holds for numbers $a, b$. Certainly this is not true for matrices. However on the set level the following decomposition

$$
\begin{align*}
e^{\mathfrak{g}} & =e^{\mathfrak{k}} \cdot e^{\mathfrak{p}} \\
\operatorname{GL}(n, \mathbb{R}) & =\{\text { Orthogonal matrices }\} \cdot\{\text { Pos. def. Symmetric matrices }\} \tag{3.2}
\end{align*}
$$

holds $s^{20}$ as it is the well-known polar decomposition. Let us denote $K=\mathrm{O}(n)$ and $P=e^{\mathfrak{p}}=\{$ Pos. def. Symmetric matrices $\}$ so that (3.2) is $G=K \cdot P$.

The (additive) decomposition $\sqrt{3.1}$ is the famous Cartan decomposition. Moreover it is not a coincidence that $(3.2$ holds, as in Lie theory it is proved that 3.2 ) is true given 3.2 is from the Cartan decomposition of any given $G$. The (multiplicative) decomposition (3.2) is sometimes called the global Cartan decomposition.

The involution $\sigma$ is a key ingredient that connects these decompositions. In fact, the involution $\sigma(X)=-X^{T}$ on $\mathfrak{g}$ is not an arbitrary involution. It is a unique involution called the Cartan involution. To be a Cartan involution, the subgroup $K \subset G$ must be a maximal compact subgroup. For example, if we try to add even a single nonorthogonal matrix to $\mathrm{O}(n)$, the generated group is no longer compact. Therefore, the Cartan decomposition is also unique.

[^11]Cartan noticed that the maximal abelian subgroup (largest commuting subgroup) of $P$ plays an important role. Let $A$ be a maximal abelian subgroup of $P$, which is the set of all positive diagonal matrices for our example. (Obviously, positive diagonal matrices form a group, as they are closed under multiplication, are invertible, include the identity, etc., even though the positive definite matrices are not a group.) Also let $\mathfrak{a} \subset \mathfrak{p}$ be the Lie algebra of $A$ (all diagonal matrices). Then, the following decompositions ${ }^{21}$ hold:

$$
\begin{equation*}
\mathfrak{p}=\bigcup_{k \in K} k \mathfrak{a} k^{-1} \quad \stackrel{\exp }{\Longrightarrow} \quad P=\bigcup_{k \in K} k A k^{-1} . \tag{3.3}
\end{equation*}
$$

In linear algebra the left side of the arrow in 3.3 is known as the symmetric eigendecomposition (and on the right, the positive definite case). Finally combining (3.2) and (3.3), we obtain the $K A K$ decomposition $G=K A K$,

$$
\left.\begin{array}{cl}
G & =c h \\
\operatorname{GL}(n, \mathbb{R}) & =\{\text { Orthogonal }\} \cdot \tag{3.4}
\end{array} \cdot A \text { Positive Diagonal }\right\} \cdot\{\text { Orthogonal }\} .
$$

In the current example $(3.4)$ is the SVD of square invertible matrices.
We point out that $G$ is required to be a noncompact Lie group to have the Cartan decomposition. However, decompositions (3.3), (3.4) are also available for compact Lie groups. By the following simple technique 45, Proposition 7.15] (Weyl's unitary trick) we can obtain a compact Lie group $U$ from a noncompact $G$. Let us define the Lie algebra $\mathfrak{u}$ from the Cartan decomposition $\mathfrak{g}=\mathfrak{k}+\mathfrak{p}$ by multiplying the imaginary unit $i$ on the $\mathfrak{p}$ part:

$$
\mathfrak{u}:=\mathfrak{k}+i \mathfrak{p} .
$$

Continuing with the example $G=\mathrm{GL}(n, \mathbb{R})$ the Lie algebra $\mathfrak{u}$ is $\{$ Skew-symmetric $\}+$ $i\{$ Symmetric $\}$, the set of all skew-Hermitian matrices. Letting $U:=e^{\mathfrak{u}}$ we obtain the compact Lie group $U=\mathrm{U}(n)$, the unitary group ${ }^{22}$ For $A^{\prime}=\exp (i \mathfrak{a})$, the set of all unit diagonal matrices, we have the compact counterpart of $3.4, U=K A^{\prime} K$.

We will be concerned with the triples $(G, U, K)$ with the properties thus described. These triples arose historically in connection with Cartan's theory of Riemannian symmetric spaces. Both the noncompact and the compact quotient spaces $G / K$ and $U / K$ are symmetric spaces.

Cartan classified all possible irreducible Riemannian globally symmetric spaces [15]. Table 4 is the complete list of triples $(G, U, K)$ for infinite families of Cartan's Riemannian symmetric spaces. Note that for a fixed $U$, a subgroup $K$ which makes $U / K$ a Riemannian symmetric space might not be unique.

Regarding the theory of symmetric spaces, there are a number of classic textbooks: Helgason [31, [32, Knapp [45], Gilmore [26] and many more. The authors also describe some key ideas with modern linear algebra in Section 3 of [20].

Let us formally state what we have discussed so far in this section. Let $G$ be a noncompact semisimple Lie group with the Lie algebra $\mathfrak{g}$. There exists a unique (up to isomorphism) Cartan involution $\sigma$ on $\mathfrak{g}$ with $\pm 1$ eigenspaces $\mathfrak{k}, \mathfrak{p} \subset \mathfrak{g}$. Then, the Cartan decomposition $\mathfrak{g}=\mathfrak{k}+\mathfrak{p}$ holds. Let $K$ be the analytic subgroup of

[^12]Cartan's 20 symmetric spaces
$G / K$ (noncompact), $U / K$ (compact)

| Cartan's Type | $G$ (noncompact) | $U$ (compact) | Subgroup $K$ |
| :---: | :---: | :---: | :---: |
| A | $\mathrm{GL}(n, \mathbb{C})$ | $\mathrm{U}(n) \times \mathrm{U}(n)$ | $\mathrm{U}(n)$ |
| AI | $\mathrm{GL}(n, \mathbb{R})$ | $\mathrm{U}(n)$ | $\mathrm{O}(n)$ |
| AII | $\mathrm{GL}(n, \mathbb{H})$ | $\mathrm{U}(2 n)$ | $\mathrm{U}(n, \mathbb{H})($ or $\operatorname{USp}(2 n))$ |
| AIII | $\mathrm{U}(p, q)$ | $\mathrm{U}(n)$ | $\mathrm{U}(\underline{p}) \times \mathrm{U}(\underline{q})$ |
| $\overline{\mathrm{B}} \bar{D}^{-}$ | $\overline{\mathrm{O}}\left(n^{-}, \overline{\mathbb{C}}\right)$ | $\overline{\mathrm{O}}(\bar{n}) \overline{\times} \overline{\mathrm{O}} \overline{(n)}$ | $\overline{\mathrm{O}}(\bar{n})^{-}$ |
| BDI | $\mathrm{O}(p, q)$ | $\mathrm{O}(n)$ | $\mathrm{O}(p) \times \mathrm{O}(q)$ |
| DIII | $\mathrm{O}^{*}(2 n)$ | $\mathrm{O}(2 n)$ | $\mathrm{OSp}(2 n)$ |
| $\overline{\mathrm{C}}$ | $\overline{\mathrm{Sp}}(2 \bar{n}, \overline{\mathbb{C}} \overline{)}$ | $\overline{\mathrm{U}} \overline{\mathrm{Sp}} \overline{(2 n)} \overline{\times} \overline{\mathrm{U}} \overline{\mathrm{S}} \overline{\mathrm{p}}(2 n)$ | $\overline{\mathrm{US}} \overline{\mathrm{p}}(2 \bar{n})$ |
| CI | $\mathrm{Sp}(2 n, \mathbb{R})$ | USp( $2 n$ ) | $\operatorname{OSp}(2 n)$ |
| CII | $\mathrm{U}(p, q, \mathbb{H})$ | $\mathrm{U}(n, \mathbb{H})$ | $\mathrm{U}(p, \mathbb{H}) \times \mathrm{U}(q, \mathbb{H})$ |

Table 4. The full list of triples $(G, U, K)$. Cartan's irreducible Riemannian symmetric spaces are $G / K$ (noncompact) and $U / K$ (compact). Refer to Table 2 for Lie group notation. (We do not consider exceptional types here.) For types A, BD, C which does not seem to have proper $U / K$ representations, refer to 31 for details.
$G$ with $\operatorname{Lie}(K)=\mathfrak{k}$, and let $P=\exp (\mathfrak{p})$. The product map $K \times P \rightarrow G$ is a diffeomorphism. The quotient $G / K$ is a noncompact Riemannian manifold, thus it is a (noncompact) Riemannian symmetric space. Define $\mathfrak{u}:=\mathfrak{k}+i \mathfrak{p}$ and let $U$ be the Lie group such that $K \subset U$ and $\operatorname{Lie}(U)=\mathfrak{u}$. The group $U$ is compact and the quotient $U / K$ is a compact Riemannian symmetric space.

Let $\mathfrak{a}$ be a maximal abelian subalgebrd ${ }^{23}$ of $\mathfrak{p}$ and $A:=\exp (\mathfrak{a})$. Then, $\mathfrak{p}=$ $\cup_{k \in K} \operatorname{Ad}(k) \cdot \mathfrak{a}=\cup_{k \in K} k \mathfrak{a} k^{-1}$ holds and on the group level $P=\cup_{k \in K} \operatorname{Ad}(k) \cdot A$ holds. Finally, we obtain the KAK decomposition.
Theorem 3.1 (KAK decomposition, [31, Theorem 6.7, p.249]). For ( $G, U, K$ ) discussed above, let $\mathfrak{a}, \mathfrak{a}^{\prime}$ be maximal abelian subalgebras of $\mathfrak{p}$ and $i \mathfrak{p}$, respectively. Then for $A=\exp (\mathfrak{a})$ and $A^{\prime}=\exp \left(\mathfrak{a}^{\prime}\right)$ we have,

$$
G=K A K \quad \text { and } \quad U=K A^{\prime} K
$$

For a Lie group $G$ there also exist non-Cartan involutions, specifically involutions where the subgroup $K$ (whose Lie algebra is the +1 eigenspace) is noncompact. For example, the $\operatorname{map} \tau: X \mapsto I_{p, q} X I_{p, q}$ is another involution on $\mathfrak{g l}(n, \mathbb{R})$ for $n=p+q$. The $\pm 1$ eigenspace decomposition $\mathfrak{g}=\mathfrak{k}_{\tau}+\mathfrak{p}_{\tau}$ is the following:

$$
\begin{aligned}
\mathfrak{g} & \left.=\begin{array}{cc}
\mathfrak{k}_{\tau} \\
\mathfrak{g l}(n, \mathbb{R}) & =\left\{\left.\left[\begin{array}{ll}
a & 0 \\
0 & d
\end{array}\right] \right\rvert\, a \in \mathbb{R}^{p \times p}, d \in \mathbb{R}^{q \times q}\right\}+\left\{\left[\begin{array}{cc}
0 & b \\
c^{T} & 0
\end{array}\right] \left\lvert\, \begin{array}{l}
\mathfrak{p}_{\tau} \\
\left.b, c \in \mathbb{R}^{p \times q}\right\} .
\end{array} .\right.\right.
\end{array} . \begin{array}{c}
\end{array}\right]
\end{aligned}
$$

[^13]The subgroup $K_{\tau} \subset G$ is $\operatorname{GL}(p, \mathbb{R}) \oplus \operatorname{GL}(q, \mathbb{R})$ (block diagonal sum), which is clearly not compact. For a non-Cartan involution $\tau$ the quotient $G / K_{\tau}$ is a pseudoRiemannian differentiable manifold (pseudo-Riemannian means the metric is indefinite), thus $G / K_{\tau}$ is a pseudo-Riemannian symmetric space. Pseudo-Riemannian symmetric spaces play an important role in the upcoming section.

Remark 3.2 (The use of $\operatorname{GL}(n, \mathbb{R})$ rather than $\operatorname{SL}(n, \mathbb{R}))$. The noncompact Lie group $G$ as one can find in many Lie group textbooks, is usually assumed to be semisimple (or more precisely, has a semisimple Lie algebra). However the Lie groups introduced in Table 2 are mostly reductive Lie groups which can be reduced to semisimple cases by scalar multiplication. A good example would be the special linear group $\mathrm{SL}(n, \mathbb{R})(n \times n$ real matrices with determinant one) which is semisimple and connected. The corresponding reductive Lie group we use is the Lie group $\mathrm{GL}(n, \mathbb{R})$ which is neither semisimple nor connected. We multiply a factor $\mathbb{R}$, abusing the theory of semisimple Lie algebra and applying them on reductive groups. For example the Cartan decomposition for $\operatorname{SL}(n, \mathbb{R})$ would be

$$
\mathfrak{s l}(n, \mathbb{R})=\mathfrak{s o}(n)+\{\text { All traceless symmetric matrices }\}
$$

whereas we use the reductive version (3.1).
3.2. The generalized Cartan decomposition. To construct a generalized Cartan decomposition, we need two ingredients. The first ingredient is a Riemannian noncompact symmetric space $G / K_{\sigma}$. Again, "Riemannian" implies the subgroup $K_{\sigma}$ (usually denoted by $K$ ) is a maximal compact subgroup of $G$, and $\sigma$ is the (unique) Cartan involution. The second ingredient is a pseudo-Riemannian symmetric space $G / K_{\tau}$ arising from a (Cartan or non-Cartan) involution $\tau$ on $\mathfrak{g}$ (the Lie algebra of $G$ ), which satisfies $\tau \sigma=\sigma \tau$. Now we are ready.

The Cartan decomposition arising from $\sigma$ is the following:

$$
\mathfrak{g}=\mathfrak{k}_{\sigma}+\mathfrak{p}_{\sigma} .
$$

Since we have another involution $\tau$, we have another decomposition of $\mathfrak{g}$,

$$
\mathfrak{g}=\mathfrak{k}_{\tau}+\mathfrak{p}_{\tau},
$$

where $\mathfrak{k}_{\tau}$ and $\mathfrak{p}_{\tau}$ are $\pm 1$ eigenspaces of $\tau$, respectively. The subgroup $K_{\tau}$ of $G$ is the subgroup which has $\mathfrak{k}_{\tau}$ as its tangent space. We call this the generalized Cartan triple.

$$
\begin{equation*}
\left(G, K_{\sigma}, K_{\tau}\right) \tag{3.5}
\end{equation*}
$$

The last step is to take the intersection $\mathfrak{p}_{\sigma} \cap \mathfrak{p}_{\tau}$ and compute a maximal abelian subalgebra $\mathfrak{a}$ inside $\mathfrak{p}_{\sigma} \cap \mathfrak{p}_{\tau}$. The choice of $\mathfrak{a}$ may not be unique, as we will see at the end of Section 3.4 . (This is also true for the KAK decomposition.) Once $\mathfrak{a}$ is selected we quotient out the symmetry to make $a \in \exp (\mathfrak{a})$ unique for the factorization, by fixing a Weyl chamber ${ }^{24}$ and computing $\mathfrak{a}^{+}$. Finally we get the subgroup $A=\exp \left(\mathfrak{a}^{+}\right)$. The generalized Cartan decomposition [22] follows.

Theorem 3.3 (generalized Cartan $\left(\mathrm{K}_{1} \mathrm{AK}_{2}\right)$ decomposition [22, Theorem 4.1]). Let $\mathfrak{g}$ be a noncompact semisimple Lie algebra over $\mathbb{R}$. Suppose $G$ is a connected Lie group with Lie algebra $\mathfrak{g}$. Let $\sigma$ be its Cartan involution on $\mathfrak{g}$ and $\tau$ be any

[^14]involution on $\mathfrak{g}$ such that $\tau \sigma=\sigma \tau$. Define $K_{\sigma}, K_{\tau}$ and $A$ as above. Then we have the group decomposition
$$
G=K_{\sigma} A K_{\tau}
$$

More precisely, for any $g \in G$, there exists a unique $a \in A$ such that $g=k_{\sigma} a k_{\tau}$ for some $k_{\sigma} \in K_{\sigma}$ and $k_{\tau} \in K_{\tau}$.

We can write the procedure to obtain a matrix factorization by Theorem 3.3, as Algorithm 1. The following sections then will present step-by-step examples. The list of Lie algebras $\mathfrak{g}$ of the classical Lie groups can be found in Appendix A. The involutions $\tau$ for our 53 matrix factorizations are listed in Appendix B.

```
Algorithm 1: Create a new factorization \(G=K_{\sigma} A K_{\tau}\) (noncompact)
    Input 1: \(G\) : Choose a classical Lie group \(G\) from Table 2
            \(K_{\sigma}\) : Automatically given as the corresponding \(K\) in Table 4
    Input 2: \(\tau\) : Choose an involution on \(\mathfrak{g}\), the tangent space of \(G\) at \(I\).
1 Compute decomposition \(\mathfrak{g}=\mathfrak{k}_{\tau}+\mathfrak{p}_{\tau}\)
    Then, \(K_{\tau}=\exp \left(\mathfrak{k}_{\tau}\right)^{\star}\)
2 Compute the Cartan decomposition \(\mathfrak{g}=\mathfrak{k}_{\sigma}+\mathfrak{p}_{\sigma}\)
    Choose \(\mathfrak{a}=\) Maximal abelian subalgebra of \(\mathfrak{p}_{\sigma} \cap \mathfrak{p}_{\tau}\)
3 Let \(A=\exp (\mathfrak{a})\)
    Output: Factorization \(G=K_{\sigma} A K_{\tau}\)
                                    \(\star\) More precisely, \(K_{\tau} \subset G\) is the analytic subgroup with Lie algebra \(\mathfrak{k}_{\tau}\)
```


### 3.3. A first example: factorization $\mathcal{F}_{13}$, complex (Theorem 5.14).

Input 1. Choose $G=\operatorname{GL}(n, \mathbb{C})$. From Table 4 (first row), $K_{\sigma}=\mathrm{U}(n)$.
Input 2. Involution $\tau(X): X \mapsto-X^{T}$ on $\mathfrak{g}=\mathfrak{g l}(n, \mathbb{C})$.
Step 1. Compute $K_{\tau}, \mathfrak{p}_{\tau}$.
$\mathfrak{g}$ is the set of all complex $n \times n$ matrices. The decomposition $\mathfrak{g}=\mathfrak{k}_{\tau}+\mathfrak{p}_{\tau}$ is,
$\mathfrak{g}=\{$ complex skew-symmetric matrices $\}+\{$ complex symmetric matrices $\}$,
where we obtain $\mathfrak{p}_{\tau}$ immediately, and the group $K_{\tau}$ is obtained as $\exp \left(\mathfrak{k}_{\tau}\right) \cdot{ }^{25}$

$$
K_{\tau}=\{\text { All complex orthogonal matrices }\}=\mathrm{O}(n, \mathbb{C})
$$

Step 2. Compute $\mathfrak{a}$.
The Cartan decomposition $\mathfrak{g}=\mathfrak{k}_{\sigma}+\mathfrak{p}_{\sigma}$ is

$$
\mathfrak{g}=\{\text { All skew-Hermitian matrices }\}+\{\text { All Hermitian matrices }\}
$$

The intersection $\mathfrak{p}_{\sigma} \cap \mathfrak{p}_{\tau}$ is the intersection of all Hermitian matrices with all complex symmetric matrices,

$$
\mathfrak{p}_{\sigma} \cap \mathfrak{p}_{\tau}=\{\text { All real symmetric matrices }\}
$$

An obvious choice of the maximal abelian subalgebra is the set of all diagonal matrices $\mathfrak{a}$.
Step 3. Complete $G=K_{\sigma} A K_{\tau}$.

[^15]Taking the exponential of $\mathfrak{a}$ we obtain $A$, the set of all positive diagonal matrices. The group $K_{\sigma}$ is given as $\mathrm{U}(n)$ and $K_{\tau}$ given in step 1 , is $\mathrm{O}(n, \mathbb{C})$. The matrix factorization we obtain as $G=K_{\sigma} A K_{\tau}$ is the following matrix factorization,

$$
\text { For any } G_{n}^{\mathbb{C}} \in \operatorname{GL}(n, \mathbb{C}), \quad G_{n}^{\mathbb{C}}=U_{n} \Sigma O_{n}^{\mathbb{C}}
$$

where $U_{n}$ is an $n \times n$ unitary matrix and $O_{n}^{\mathbb{C}}$ is an $n \times n$ complex orthogonal matrix. $\Sigma$ is a positive diagonal matrix unique up to the diagonal permutation. This is exactly the factorization $\mathcal{F}_{13}$ complex, Theorem 5.14 in Section 5.7 .
3.4. Another example: factorization $\mathcal{F}_{8}$, real (Theorem 5.3).

Input 1. Choose $G=\mathrm{GL}(n, \mathbb{R})$. From Table 4 (second row), $K_{\sigma}=\mathrm{O}(n)$.
Input 2. Involution $\tau(X): X \mapsto I_{p, q} X I_{p, q}$ on $\mathfrak{g}=\mathfrak{g l}(n, \mathbb{R})$.
Step 1. Compute $K_{\tau}, \mathfrak{p}_{\tau}$.
$\mathfrak{g}$ is the set of all real $n \times n$ matrices. Compute the decomposition $\mathfrak{g}=\mathfrak{k}_{\tau}+\mathfrak{p}_{\tau}$,

$$
\mathfrak{g}=\left\{\left.\left[\begin{array}{cc}
a & 0 \\
0 & d
\end{array}\right] \right\rvert\, a \in \mathbb{R}^{p \times p}, d \in \mathbb{R}^{q \times q}\right\}+\left\{\left.\left[\begin{array}{cc}
0 & b \\
c^{T} & 0
\end{array}\right] \right\rvert\, b, c \in \mathbb{R}^{p \times q}\right\} .
$$

We obtain $\mathfrak{p}_{\tau}$ immediately, and the group $K_{\tau}$ is obtained from $\exp \left(\mathfrak{k}_{\tau}\right)$,

$$
K_{\tau}=\left\{\left.\left[\begin{array}{cc}
A & 0  \tag{3.6}\\
0 & D
\end{array}\right] \right\rvert\, A \in \mathrm{GL}(p, \mathbb{R}), D \in \mathrm{GL}(q, \mathbb{R})\right\}
$$

Step 2. Compute a.
The Cartan decomposition $\mathfrak{g}=\mathfrak{k}_{\sigma}+\mathfrak{p}_{\sigma}$ is

$$
\mathfrak{g}=\{\text { All skew-symmetric matrices }\}+\{\text { All symmetric matrices }\}
$$

The intersection $\mathfrak{p}_{\tau} \cap \mathfrak{p}_{\sigma}$ becomes

$$
\mathfrak{p}_{\tau} \cap \mathfrak{p}_{\sigma}=\left\{\left.\left[\begin{array}{cc}
0 & b  \tag{3.7}\\
b^{T} & 0
\end{array}\right] \right\rvert\, b \in \mathbb{R}^{p \times q}\right\}
$$

and a choice of the maximal abelian subalgebra $\mathfrak{a} \subset \mathfrak{p}_{\tau} \cap \mathfrak{p}_{\sigma}$ is the set of all matrices of the form


Step 3. Complete $G=K_{\sigma} A K_{\tau}$.
Taking the exponential of a matrix $h$ above (with the positive $\theta_{l}$ 's), we obtain the subgroup $A$, consisting of $a$ such that (in fact, this is $H_{p, q}^{\theta}$ of Table 3):

The group $K_{\sigma}$ is $\mathrm{O}(n)$ and $K_{\tau}$ is given in (3.6).

The computed generalized Cartan decomposition $G=K_{\sigma} A K_{\tau}$ is the following matrix factorization. (Theorem 5.3)

$$
\text { For } G_{n}^{\mathbb{R}} \in \mathrm{GL}(n, \mathbb{R}), \quad G_{n}^{\mathbb{R}}=O_{n}\left[\begin{array}{cc:c}
C h & & S h \\
\hdashline S h & I_{p-q} & C \\
\hdashline S & C h
\end{array}\right]\left[\begin{array}{c:c}
G_{p}^{\mathbb{R}} & \\
\hdashline & G_{q}^{\mathbb{R}-}
\end{array}\right],
$$

where $C h, S h \in \mathbb{R}^{q \times q}$ are diagonal matrices with cosh, sinh values of $\theta_{l}$ 's, $G_{p}^{\mathbb{R}} \in$ $\mathrm{GL}(p, \mathbb{R}), G_{q}^{\mathbb{R}} \in \mathrm{GL}(q, \mathbb{R})$ and $O_{n}$ is an $n \times n$ orthogonal matrix. This is $\mathcal{F}_{8}$ (real) matrix factorization which will appear in Section 5.2 .

The choice of a maximal abelian subalgebra $\mathfrak{a}$ changes the matrix factorization. As mentioned in Section 3.1, the choice of $\mathfrak{a}$ inside $\mathfrak{p}_{\sigma} \cap \mathfrak{p}_{\tau}$ is not unique. The choice (3.8) inside (3.7) is the standard choice for obtaining the tridiagonal matrix $a$. Nonetheless, other choices of $\mathfrak{a}$ are isomorphic to the standard choice but may have different matrix representations. For example, another choice of $\mathfrak{a}$ is the collection of the following $h$ matrices:

In this case the subgroup $A$ becomes the collection of the following $a$ matrices:

$$
a=\left[\begin{array}{c:c}
\backslash &  \tag{3.9}\\
\cosh \theta_{l} & \\
\backslash & \sinh \theta_{l} \\
\hdashline I_{p-q} & \\
\hdashline \operatorname{lin}^{\prime} & \\
\hdashline \sinh \theta_{l} & \cosh \theta_{l} \\
\hdashline
\end{array}\right] .
$$

The $\mathrm{K}_{1} \mathrm{AK}_{2}$ decomposition also holds for such alternative choices of $A$.
3.5. Compact case and $\mathbf{K}_{1} \mathbf{A K}_{2}$ decomposition. If the group $G$ is compact, the situation is slightly different. As we discussed in Section 3.1, a compact Lie group $G$ might have multiple choices of $K$ to make $G / K$ a Riemannian manifold. Thus, the two ingredients are $G / K_{\sigma}$ and $G / K_{\tau}$, both being Riemannian symmetric spaces. Then the later steps are nearly identical, as one needs to compute the maximal abelian subalgebra $\mathfrak{a} \subset \mathfrak{p}_{\sigma} \cap \mathfrak{p}_{\tau}$. (In fact, the subgroup $A$ is a torus.) See Theorem 3.4 and Algorithm 2 for the detail.

Theorem 3.4 (generalized Cartan $\left(\mathrm{K}_{1} \mathrm{AK}_{2}\right)$ decomposition, compact case 35, Theorem 3.6]). Let $G$ be a compact semisimple Lie group with $\operatorname{Lie}(G)=\mathfrak{g}$. Let $\sigma, \tau$ be two commuting involutions such that $G / K_{\sigma}, G / K_{\tau}$ are Riemannian symmetric spaces. Let $\mathfrak{g}=\mathfrak{k}_{\sigma}+\mathfrak{p}_{\sigma}$ and $\mathfrak{g}=\mathfrak{k}_{\tau}+\mathfrak{p}_{\tau}$ be the $\pm 1$ eigenspace decompositions of $\mathfrak{g}$. Suppose $\mathfrak{a} \subset\left(\mathfrak{p}_{\sigma} \cap \mathfrak{p}_{\tau}\right)$ be a maximal abelian subalgebra. Fix a Weyl chamber to get $\mathfrak{a}^{+}$and let $A=\exp \left(\mathfrak{a}^{+}\right)$. Then, the generalized Cartan decomposition of $G$ follows:

$$
G=K_{\sigma} A K_{\tau}
$$

```
Algorithm 2: Create a new factorization \(G=K_{\sigma} A K_{\tau}\) (compact)
    Input 1: Compact Lie group \(G\) with Lie algebra \(\mathfrak{g}\)
    Input 2: Choose two involutions \(\tau, \sigma\) on \(\mathfrak{g}\)
    \(\mathfrak{p}_{\sigma}=\{g \in \mathfrak{g} \mid \sigma(g)=-g\}, K_{\sigma}=\exp (\{g \in \mathfrak{g} \mid \sigma(g)=g\})\)
    \(\mathfrak{p}_{\tau}=\{g \in \mathfrak{g} \mid \tau(g)=-g\}, K_{\tau}=\exp (\{g \in \mathfrak{g} \mid \tau(g)=g\})\)
    \(\mathfrak{a}=\) Maximal abelian subalgebra of \(\mathfrak{p}_{\sigma} \cap \mathfrak{p}_{\tau}\)
\(3 A=\exp (\mathfrak{a})\)
    Output: Factorization \(G=K_{\sigma} A K_{\tau}\)
```

3.6. Factorization folding : generalizing the link between the SVD and symmetric eigendecomposition. The (square) SVD and the symmetric eigendecomposition have an important relationship which can be illustrated as follows.

$$
\begin{gather*}
A=U \Sigma V^{T}  \tag{3.10}\\
(\mathrm{SVD})
\end{gathered} \Longrightarrow \begin{gathered}
A A^{T}=U \Sigma^{2} U^{T} \\
\text { (Eigendecomp.) }
\end{gather*}
$$

The SVD is a classical example of the KAK decomposition. Let $G=\operatorname{GL}(n, \mathbb{R})$, $K=\mathrm{O}(n)$ and $P=\left\{A \in \mathbb{R}^{n \times n} \mid A:\right.$ Symmetric positive definite $\}$. Then the SVD is the KAK decomposition of $G$ and the symmetric positive definite eigendecomposition is a decomposition of $P$.

Let $\tau: X \mapsto X^{-T}$ be the group level involution (which satisfies $\tau(k)=k$, $\left.\tau(p)=p^{-1}\right)$. Then since

$$
g \cdot \tau(g)^{-1}=k a k^{\prime} \tau\left(k^{\prime}\right)^{-1} \tau(a)^{-1} \tau(k)^{-1}=k a k^{\prime}\left(k^{\prime}\right)^{-1} a k^{-1}=k a^{2} k^{-1}
$$

the relationship 3.10 can be rewritten with $p:=g \cdot \tau(g)^{-1}$ as the following.

$$
\left.\begin{array}{|c}
\hline g=k a k^{\prime} \\
(\mathrm{SVD}, \text { KAK decomp.) }
\end{array}\right) \stackrel{\text { Fold }}{ } \quad \begin{gathered}
p=k a^{2} k^{-1} \\
\text { (Eigendecomp.) }
\end{gathered}
$$

We call this the folding of the SVD into the eigendecomposition, as we collapse $k^{\prime}$ using the involution ${ }^{26}$ In fact, the folding can be done in both directions (collapsing $k$ or $k^{\prime}$ ), and we call the above example as the right folding. The left folding is a factorization of $p^{\prime}:=\tau(g)^{-1} \cdot g$, as follows.

| $p^{\prime}=k^{\prime} a^{2} k^{\prime-1}$ <br> (Eigendecomp.) | $\stackrel{\text { Left }}{\text { Fold }}$ | $g=k a k^{\prime}$ <br> (SVD) | $\xlongequal[\text { Right }]{\text { Fold }}$ | $p=k a^{2} k^{-1}$ <br> (Eigendecomp.) |
| :---: | :---: | :---: | :---: | :---: |

For the $\mathrm{K}_{1} \mathrm{AK}_{2}$ decomposition, the same folding technique can be applied by generalizing the involution $\tau: X \mapsto X^{-T}$ on each side. Consider a $\mathrm{K}_{1} \mathrm{AK}_{2}$ decomposition $g=k_{1} a k_{2}$, let $\tau_{1}, \tau_{2}$ be two global (group level) involutions such that $\tau_{1}\left(k_{1}\right)=k_{1}$ and $\tau_{2}\left(k_{2}\right)=k_{2}$. We obtain the following two foldings.

$$
\begin{array}{rlrl}
g \cdot \tau_{2}(g)^{-1} & = & k_{1} \cdot a^{2} \cdot \tau_{2}\left(k_{1}\right)^{-1} & \quad \text { (Right Folding) }  \tag{3.11}\\
\tau_{1}(g)^{-1} \cdot g & =\tau_{1}\left(k_{2}\right)^{-1} \cdot a^{2} \cdot k_{2} & (\text { Left Folding })
\end{array}
$$

A nice example is the matrix factorization $\mathcal{F}_{13}$ (Theorem 5.14) of an invertible square complex matrix $G$,

$$
\begin{equation*}
G=U \Sigma V=\text { Unitary } \times \text { Positive diagonal } \times \text { Complex orthogonal. } \tag{3.12}
\end{equation*}
$$

[^16]Let $\Lambda=\Sigma^{2}$. The "left folding" of the above factorization is,

$$
\begin{equation*}
G^{H} G=V^{H} \Sigma U^{H} U \Sigma V=V^{H} \Lambda V \tag{3.13}
\end{equation*}
$$

which is the congruence diagonalization (by a complex orthogonal matrix) of a Hermitian positive definite matrix.

On the other hand, the "right folding" of $\mathcal{F}_{13}$ is interesting in that we use the transpose and not the conjugate transpose:

$$
G G^{T}=U \Sigma V V^{T} \Sigma U^{T}=U \Lambda U^{T}
$$

which is the factorization of a complex symmetric (not Hermitian) matrix $F=G G^{T}$ into $U \Lambda U^{T}$, where $U$ is a unitary matrix and $\Lambda$ is a positive diagonal matrix. This right folding is called the Takagi factorization (Theorem 5.16).
\(\left.\left.$$
\begin{array}{|ccccc|}\hline A=V^{H} \Lambda V \\
\text { (Cong. Diagonalization) }\end{array}
$$\right) \stackrel{Left}{\stackrel{Lold}{ }} \begin{array}{c}G=U \Sigma V <br>

\left(\mathrm{~K}_{1} \mathrm{AK}_{2}, \operatorname{Thm} 5.14\right)\end{array}\right) \xlongequal{Right}\)| Fold |
| :---: |
| (Takagi) |

In the upcoming sections, we will discover many new matrix factorizations computed as the $\mathrm{K}_{1} \mathrm{AK}_{2}$ decomposition of the classical Lie groups. Each factorization naturally has the left and right foldings, as the $\mathrm{K}_{1} \mathrm{AK}_{2}$ decomposition always has two associated involutions (usually one Cartan and one non-Cartan). In this paper, we present many but not all of the folded factorizations. The foldings will be dealt in depth in future work. However the reader can always follow the recipe in (3.11) to obtain a useful folded factorization.

## 4. Matrix factorizations of orthogonal/unitary matrices

The classical compact Lie groups are the three $\beta$-unitary groups, $\mathrm{O}(n), \mathrm{U}(n)$ and $\mathrm{U}(n, \mathbb{H})$, denoted at once by $\mathrm{U}_{\beta}(n)$ (often denoted by the symbol $\operatorname{Sp}(n)$ or $\mathrm{USp}(2 n)$ ). As Cartan classified in his work [14, 15, 16, there are seven infinite families of (Riemannian) compact symmetric spaces $U / K$. Column 2 modulo column $3(U / K)$ of Table 4 are the seven Riemannian compact symmmetric spaces.

The factorizations are categorized into six categories. We denote them by $\mathcal{F}_{1}$ through $\mathcal{F}_{6}$. Note that $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$ are KAK decompositions. ${ }^{27}$ Using the $\beta$-symbols (Table 2) discussed in Section 2 the generalized Cartan triple (3.5), $\left(G, K_{\sigma}, K_{\tau}\right)$ of each category is the following.

$$
\begin{array}{ll}
\mathcal{F}_{1}:\left(\mathrm{U}_{\beta}(n), \mathrm{U}_{\beta / 2}(n), \mathrm{U}_{\beta / 2}(n)\right) \text { (KAK of AI, CI) } & \beta=2,4 \\
\mathcal{F}_{2}:\left(\mathrm{U}_{\beta}(2 n), \mathrm{U}_{2 \beta}(n), \mathrm{U}_{2 \beta}(n)\right) \text { (KAK of DIII, AII) } & \beta=1,2 \\
\mathcal{F}_{3}:\left(\mathrm{U}_{\beta}(2 n), \mathrm{U}_{\beta / 2}(2 n), \mathrm{U}_{2 \beta}(n)\right) & \beta=2 \\
\mathcal{F}_{4}:\left(\mathrm{U}_{\beta}(n), \mathrm{U}_{\beta}(p) \times \mathrm{U}_{\beta}(q), \mathrm{U}_{\beta}(r) \times \mathrm{U}_{\beta}(s)\right) & \beta=1,2,4 \\
\mathcal{F}_{5}:\left(\mathrm{U}_{\beta}(n), \mathrm{U}_{\beta / 2}(n), \mathrm{U}_{\beta}(p) \times \mathrm{U}_{\beta}(q)\right) & \beta=2,4 \\
\mathcal{F}_{6}:\left(\mathrm{U}_{\beta}(2 n), \mathrm{U}_{2 \beta}(n), \mathrm{U}_{\beta}(2 p) \times \mathrm{U}_{\beta}(2 q)\right) & \beta=1,2
\end{array}
$$

The theory and computations of the compact $\mathrm{K}_{1} \mathrm{AK}_{2}$ decomposition are studied thoroughly by Matsuki in 55. This section is the reinterpretation of his work, in terms of matrix factorizations. The full list of matrix factorizations obtained in this section is listed in Table5. For readers familiar with Cartan's classification (Table

[^17](4) we also have Cartan types for the $\mathrm{K}_{1} \mathrm{AK}_{2}$ decomposition (column 3) which is the combination of the two corresponding Cartan types of $G / K_{\sigma}, G / K_{\tau}$.

| $\mathcal{F}$ | Matrix factorization $g=k_{\sigma} a k_{\tau}$ | Cartan type | Ref | Thm |
| :---: | :---: | :---: | :---: | :---: |
| $\mathcal{F}_{1}$ | $U_{n}=O_{n} D O_{n}^{\prime}$ | AI-I | [24, 75] | 4.1 |
|  | $U_{n}^{\mathbb{H}}=U_{n} D U_{n}^{\prime}$ | CI-I | [9] | 4.2 |
| $\mathcal{F}_{2}$ | $O_{2 n}=\left[U_{n}^{\mathbb{C}}\right]_{\mathbb{R}}\left[\begin{array}{ll}R & \\ & R^{-1}\end{array}\right]\left[U_{n}^{\mathbb{C}}\right]_{\mathbb{R}}^{\prime}$ | DIII-III |  | 4.3 |
|  | $U_{2 n}=\left[U_{n}^{\mathbb{H}}\right]_{\mathbb{C}}\left[\begin{array}{ll}D & \\ & D\end{array}\right]\left[U_{n}^{\mathbb{H}}\right]_{\mathbb{C}}^{\prime}$ | AII-II | [20] | 4.4 |
| $\mathcal{F}_{3}$ | $U_{2 n}=O_{2 n}\left[\begin{array}{ll}D & \\ & D\end{array}\right]\left[U_{n}^{\mathbb{H}}\right]_{\mathbb{C}}$ | AI-II |  | 4.5 |
| $\mathcal{F}_{4}$ | $O_{n}=\left[\begin{array}{ll}O_{p} & \\ & O_{q}\end{array}\right]\left[\begin{array}{ccc}C & I_{r-s} & \\ -S & \\ -{ }^{\text {a }}\end{array}\right]\left[\begin{array}{ll}O_{r} & \\ & \\ & O_{s}\end{array}\right]$ | BDI-I | [18, 77] | 4.6 |
|  | $U_{n}=\left[\begin{array}{ll}U_{p} & \\ & U_{q}\end{array}\right]\left[\begin{array}{ccc}C & & \\ -S & I_{r-s} \\ -S & & C\end{array}\right]\left[\begin{array}{ll}U_{r} & \\ & \\ & U_{s}\end{array}\right]$ | AIII-III |  | 4.7 |
|  | $U_{n}^{\mathbb{H}}=\left[\begin{array}{ll}U_{p}^{\mathbb{H}} & \\ & U_{q}^{\mathbb{H}}\end{array}\right]\left[\begin{array}{ccc}C & & \\ \hline-S & I_{r-s} & \\ \hline-\end{array}\right]\left[\begin{array}{lll}U_{r}^{\mathbb{H}} & \\ & & U_{s}^{\mathbb{H}}\end{array}\right]$ | CII-II |  |  |
| $\mathcal{F}_{5}$ | $\begin{gathered} U_{n}=O_{n}\left[\begin{array}{cc} C & \\ I_{p-q} & i S \\ i S & C \end{array}\right]\left[\begin{array}{ll} U_{p} & \\ & U_{q} \end{array}\right] \\ V_{n, q}^{\mathbb{C}}=V_{n, 2 q}^{\mathbb{R}}\left[\begin{array}{c} C \\ i S \end{array}\right] U_{q} \end{gathered}$ | AI-III |  | 4.11 |
|  | $\begin{gathered} U_{n}^{\mathbb{H}}=U_{n}\left[\begin{array}{ccc} C & & j S \\ & I_{p-q} & \\ j S & & C \end{array}\right]\left[\begin{array}{ll} U_{p}^{\mathbb{H}} & \\ & U_{q}^{\mathbb{H}} \end{array}\right] \\ V_{n, q}^{\mathbb{H}}=V_{n, 2 q}^{\mathbb{C}}\left[\begin{array}{c} C \\ j S \end{array}\right] U_{q}^{\mathbb{H}} \end{gathered}$ | CI-II |  | 4.12 |
| $\mathcal{F}_{6}$ | $O_{2 n}=\left[U_{n}^{\mathbb{C}}\right]_{\mathbb{R}}\left[\begin{array}{cccc}I_{p-q} & & & \\ & C \otimes I_{2} & & \\ & & \\ & S \otimes J_{1} \\ & S \otimes J_{1} & \\ \end{array}\right.$ | DI-III |  | 4.13 |
|  | $U_{2 n}=\left[U_{n}^{\mathbb{H}}\right]_{\mathbb{C}}\left[\begin{array}{llll}I_{p-q} & & & \\ & C \otimes I_{2} & & \\ & & \\ & S \otimes J_{1} \\ \\ & \end{array}\right.$ | AII-III |  | 4.14 |

Table 5. List of factorizations of unitary matrices. See the last column of Table 2 and Table 3 for matrix symbols. See Table 4 for Cartan types. Again the matrix block structures are abbreviated to save space.
4.1. $\mathcal{F}_{1}:\left(\mathrm{U}_{\beta}(n), \mathrm{U}_{\beta / 2}(n), \mathrm{U}_{\beta / 2}(n)\right)$, the ODO decomposition.


We start out by reviewing some cases of the KAK decomposition. First we discuss the first matrix factorization $\mathcal{F}_{1}$. They are the KAK decompositions of the compact symmetric spaces AI and CI. The compact symmetric space AI, $G / K=\mathrm{U}(n) / \mathrm{O}(n)$ has the following KAK decomposition.
Theorem 4.1 (ODO decomposition). For any $n \times n$ unitary matrix $U \in \mathrm{U}(n)$ there exist

- Two $n \times n$ orthogonal matrices $O_{1}, O_{2} \in \mathrm{O}(n)$,
- An $n \times n$ unitary diagonal matrix $D=\operatorname{diag}\left(e^{i \theta_{1}}, \ldots, e^{i \theta_{n}}\right)$,
such that the following factorization holds:

$$
\begin{equation*}
U=O_{1} D O_{2} \tag{4.1}
\end{equation*}
$$

Here, $\theta_{l} \in[0, \pi)$ and $D$ is unique up to permutation of the diagonal elements.
We call this the ODO decomposition. Since this is one of the simple KAK decompositions, it sometimes appears in Lie theory literatures (e.g., [75]) as an example of the KAK decomposition. As a matrix factorization, the ODO decomposition has first appeared in [24] and the authors also discussed it in [20]. The ODO decomposition says that for any unitary matrix $U$, we have the identical set of (left and right) singular vectors for the real and imaginary parts of $U$. In other words,

$$
\begin{equation*}
\Re(U)=O_{1} C O_{2}, \quad \Im(U)=O_{1} S O_{2} \tag{4.2}
\end{equation*}
$$

are the (real) SVD of the real and imaginary parts of a unitary matrix $U$. The folding of the ODO decomposition is the eigendecomposition of $U^{T} U$, which is often used to sample the circular orthogonal ensemble (COE). Moreover the eigenvectors can be chosen to be real.

In fact this folding is the Takagi factorization (Theorem 5.16) of a unitary symmetric matrix. The Takagi factorization of any unitary symmetric matrix $A$ is (almost) equivalent to the folding of the ODO decomposition, $A=O D O^{T}$. The Takagi factorization of $A$ is $A=(O \sqrt{D}) I(O \sqrt{D})^{T}$, with all Takagi values being 1.28 More details on the Takagi factorization will be discussed in Section 5.7 .

The quaternion $\mathcal{F}_{1}$ is the KAK decomposition of the compact symmetric space CI, $G / K=\mathrm{U}(n, \mathbb{H}) / \mathrm{U}(n)$.
Theorem $4.2\left(\mathcal{F}_{1}\right.$, quaternion). Fix $\eta \in\{j, k\}$. For any $n \times n$ quaternionic unitary matrix $Q \in \mathrm{U}(n, \mathbb{H})$, there exist

- Two $n \times n$ complex unitary matrices $U_{1}, U_{2} \in \mathrm{U}(n)$,
- An $n \times n$ unitary diagonal matrix $D=\operatorname{diag}\left(e^{\eta \theta_{1}}, \ldots, e^{\eta \theta_{n}}\right)$,
such that the following factorization holds:

$$
\begin{equation*}
Q=U_{1} D U_{2} \tag{4.3}
\end{equation*}
$$

Here, $\theta_{l} \in[0, \pi)$ and $D$ is unique up to permutation of the diagonal elements.

[^18]This is an extension of the ODO decomposition in the quaternionic sense. The complex representation of Theorem 4.2 can be obtained by applying the complexify map [ • ] ${ }_{C}$ on both sides of 4.3. An isomorphic form of the complexified 4.3) is introduced by Bloch and Messiah [9], as a decomposition of the Bogoliubov transformation for fermions. See Remark 6.4 for more details on the Bloch-Messiah decomposition and related works.
4.2. $\mathcal{F}_{2}:\left(\mathrm{U}_{\beta}(2 n), \mathrm{U}_{2 \beta}(n), \mathrm{U}_{2 \beta}(n)\right)$, the QDQ decomposition.


The real and complex $\mathcal{F}_{2}$ are the KAK decompositions of compact symmetric spaces DIII and AII. First, the KAK decomposition of the compact symmetric space DIII, $G / K=\mathrm{O}(2 n) / \mathrm{OSp}(2 n)$ is the following factorization.

Theorem $4.3\left(\mathcal{F}_{2}\right.$, real). For any $2 n \times 2 n$ orthogonal matrix $O$, there exist

- Two realified $n \times n$ complex unitary matrices $U_{1}, U_{2} \in[\mathrm{U}(n)]_{\mathbb{R}}$,
- $m=\left\lfloor\frac{n}{2}\right\rfloor$ unique (up to order) angles $\theta_{1}, \ldots, \theta_{m} \in\left[0, \frac{\pi}{2}\right.$ ),
such that the following factorization holds:

$$
O=U_{1}\left[\begin{array}{ll}
R &  \tag{4.4}\\
& R^{-1}
\end{array}\right] U_{2}
$$

where $R=R_{n}^{\theta}$ is an $n \times n$ rotation block diagonal matrix defined in Table 3.
The inverse matrix $R^{-1}$ is just a block diagonal matrix of $2 \times 2$ rotation blocks $\left[\begin{array}{cc}\cos \theta_{l}-\sin \theta_{l} \\ \sin \theta_{l} & \cos \theta_{l}\end{array}\right]$, where $R$ has inverse rotation blocks $\left[\begin{array}{cc}\cos \theta_{l} & \sin \theta_{l} \\ -\sin \theta_{l} & \cos \theta_{l}\end{array}\right]$ on its diagonal.

The compact symmetric space AII, $\mathrm{U}(2 n) / \mathrm{USp}(2 n)$, has the following KAK decomposition and we call this the $Q D Q$ decomposition [20].

Theorem 4.4 (QDQ decomposition). For any $2 n \times 2 n$ complex unitary matrix $U$, there exist

- Two complexified $n \times n$ quaternionic unitary matrices $Q_{1}, Q_{2} \in[\mathrm{U}(n, \mathbb{H})]_{\mathbb{C}}$,
- An $n \times n$ unitary diagonal matrix $D=\operatorname{diag}\left(e^{i \theta_{1}}, \ldots, e^{i \theta_{n}}\right)$,
such that the following factorization holds:

$$
U=Q_{1}\left[\begin{array}{ll}
D &  \tag{4.5}\\
& D
\end{array}\right] Q_{2}
$$

Here, $\theta_{l} \in\left[0, \frac{\pi}{2}\right)$ and $D$ is unique up to permutation of the diagonal elements.
The QDQ decomposition of a $2 n \times 2 n$ unitary matrix sampled from the Haar measure of $\mathrm{U}(2 n)$ can be used to obtain the circular symplectic ensemble (CSE).
4.3. $\mathcal{F}_{3}:\left(\mathrm{U}_{\beta}(2 n), \mathrm{U}_{\beta / 2}(2 n), \mathrm{U}_{2 \beta}(n)\right)$.


The factorization $\mathcal{F}_{3}$ is the first (non KAK ) $\mathrm{K}_{1} \mathrm{AK}_{2}$ decomposition. In this generalized Cartan triple, we have two $\beta$-unitary groups with $\beta / 2$ and $2 \beta$ as the subgroups $K_{\sigma}$ and $K_{\tau}$, given $G=\mathrm{U}_{\beta}(2 n)$. Thus, we only have the choice of $\beta=2$. Using Cartan's notation, this is compact AI-II.

Theorem 4.5 ( $\mathcal{F}_{3}$, complex). For any $2 n \times 2 n$ complex unitary matrix $U \in \mathrm{U}(2 n)$, there exist

- A $2 n \times 2 n$ orthogonal matrix $O \in \mathrm{O}(2 n)$,
- A complexified $n \times n$ quaternionic unitary matrix $Q \in[\mathrm{U}(n)]_{\mathbb{C}}$,
- An $n \times n$ unitary diagonal matrix $D=\operatorname{diag}\left(e^{i \theta_{1}}, \ldots, e^{i \theta_{n}}\right)$, such that the following factorization holds:

$$
U=O\left[\begin{array}{ll}
D &  \tag{4.6}\\
& D
\end{array}\right] Q
$$

Here, $\theta_{l} \in\left[0, \frac{\pi}{2}\right)$ and $D$ is unique up to permutation of the diagonal elements.
Interestingly $\mathcal{F}_{3}$ can be used to sample the circular unitary ensemble (CUE), from a Haar measured $2 n \times 2 n$ matrix $U$ [20].

## 4.4. $\mathcal{F}_{4}:\left(\mathrm{U}_{\beta}(n), \mathrm{U}_{\beta}(p) \times \mathrm{U}_{\beta}(q), \mathrm{U}_{\beta}(r) \times \mathrm{U}_{\beta}(s)\right)$, the $\mathbf{C S}$ decomposition.



The matrix factorization $\mathcal{F}_{4}$ arising as a $\mathrm{K}_{1} \mathrm{AK}_{2}$ decomposition of $\mathrm{U}_{\beta}(n)$ is a popular matrix factorization, the CS decomposition (CSD). Let $(p, q)$ and $(r, s)$ be two partitions of $n$, so $p, q, r, s$ are four integers such that $p+q=r+s=n$. Without losing generality, suppose $r \geq p \geq q \geq s$. We start with the real (orthogonal) CSD.
Theorem 4.6 (CSD, real). For any $n \times n$ orthogonal matrix $O \in \mathrm{O}(n)$, there exist four orthogonal matrices $O_{r}, O_{p}, O_{q}, O_{s}$ from $\mathrm{O}(r), \mathrm{O}(p), \mathrm{O}(q), \mathrm{O}(s)$ and $s$ angles $\theta_{1}, \ldots, \theta_{s} \in\left[0, \frac{\pi}{2}\right)$ (unique up to order) such that the following holds:

$$
O=\left[\begin{array}{c:c}
O_{p_{0}} &  \tag{4.7}\\
\hdashline & O_{q}
\end{array}\right]\left[\begin{array}{c:c|c}
C & I_{p-s} & S \\
\hdashline-S & I_{q-s} & C
\end{array}\right]\left[\begin{array}{l|l}
O_{r} & \\
\hline & O_{s}
\end{array}\right] .
$$

The matrices $C, S \in \mathbb{R}^{s \times s}$ are diagonal matrices with cosine and sine values of $\theta_{1}, \ldots, \theta_{s}$ on their diagonals. These trigonometric values are called the CS values.

The real CSD is the compact $\mathrm{K}_{1} \mathrm{AK}_{2}$ decomposition of the type BDI-I. If $p=r$ and $q=s$, Theorem 4.6 becomes the KAK decomposition of the compact symmetric space BDI. The following complex and quaternion CSD are compact $\mathrm{K}_{1} \mathrm{AK}_{2}$ decomposition of the types AIII-III and CII-II.

Theorem 4.7 (CSD, complex/quaternion). For any $n \times n$ complex (resp. quaternionic) unitary matrix $U$, there exist four complex (resp. quaternionic) unitary matrices $U_{r}, U_{p}, U_{q}, U_{s}$ with the sizes $r \times r, p \times p, q \times q, s \times s$, and $s$ angles $\theta_{1}, \ldots, \theta_{s} \in\left[0, \frac{\pi}{2}\right)$ (unique up to order) such that the following holds.

$$
U=\left[\begin{array}{c:c}
U_{p} &  \tag{4.8}\\
\hdashline & U_{q}
\end{array}\right]\left[\begin{array}{cc:c}
C & : & S \\
\hdashline-I_{p-s} & & \\
\hdashline-S & \vdots & I_{q-s}
\end{array}\right]-\left[\begin{array}{l|l}
U_{r} & \\
\hline & U_{s}
\end{array}\right]
$$

The matrices $C, S \in \mathbb{R}^{s \times s}$ are defined as in Theorem 4.6.
In some ways the primitive form of the CS decomposition can be traced back to Jordan [42, and Hotelling [39. The explicit form of the CSD with the restricted partition $p=r, q=s$ was first developed by Davis and Kahan in 1968 [19] (which was published in 1970). It is in their later paper [18] where they extended the CSD to cover the general partitions. At the same time, Eugene Wigner also published a result in 1968 equivalent to the CSD with $p=r, q=s$ which he viewed as a generalization of Euler's angles [77, Eq.15]. (Remarkably, Wigner discovered the hyperbolic CS decomposition along the CSD in the same paper. See Section 7.1 for details.) The CSD is covered in standard matrix computation texts [27, and it is used as a basic tool in the matrix perturbation theory and has numerous applications. Refer to 61] for the history and applications of the CSD.

Remark 4.8 (the Stiefel manifold: tall skinny orthogonal/unitary matrices). The Stiefel manifold $V_{p}\left(\mathbb{F}^{n}\right)$ can be defined as a set of (ordered) $p$ orthonormal vectors in $\mathbb{F}^{n}$. A group theoretic definition of Stiefel manifold is (real case)

$$
\begin{equation*}
V_{p}\left(\mathbb{R}^{n}\right):=\mathrm{O}(n) / \mathrm{O}(n-p) \tag{4.9}
\end{equation*}
$$

The complex and quaternionic Stiefel manifolds are similarly defined with $\mathrm{U}(n)$ and $\mathrm{U}(n, \mathbb{H})$, denoted by $V_{p}\left(\mathbb{C}^{n}\right)$ and $V_{p}\left(\mathbb{H}^{n}\right)$ respectively.

The Stiefel manifolds are useful when presenting the factorization of orthogonal and unitary matrices in a tall skinny (partial) format. In linear algebra, the Stiefel manifold is widely known as rectangular (or tall skinny) orthogonal and unitary matrices. A point in the Stiefel manifold $V_{p}\left(\mathbb{R}^{n}\right)$ is an $n \times p$ orthogonal matrix, as its columns are $p$ orthonormal vectors. A good example of a partial format would be the partial CS decomposition, which follows after this remark.

In the following paragraphs, we state the partial format of the CSD, which only involves a subset of columns in (4.7) and 4.8. In the real case it starts with a tall skinny orthogonal matrix, which can be regarded as an element in the Stiefel manifold, $V_{k}\left(\mathbb{R}^{n}\right)$. We introduce the last $s$ column version of Theorem 4.6. We omit the complex and quaternion cases since they are trivially extended.

Theorem 4.9 (tall skinny CSD, real). For any $n \times s$ tall skinny orthogonal matrix $O \in V_{s}\left(\mathbb{R}^{n}\right)$, there exist orthogonal matrices $O_{p}, O_{q}, O_{s}$ and $s$ angles $\theta_{1}, \ldots, \theta_{s}$
such that

$$
O=\left[\begin{array}{ll}
O_{p} &  \tag{4.10}\\
& O_{q}
\end{array}\right]\left[\begin{array}{c}
C^{\prime} \\
S^{\prime}
\end{array}\right] O_{s}=\left[\begin{array}{c}
O_{p} C O_{s} \\
O_{q} S O_{s}
\end{array}\right]
$$

where $C^{\prime} \in \mathbb{R}^{p \times s}, S^{\prime} \in \mathbb{R}^{q \times s}$ are (nonsquare) diagonal matrices with cosine and sine values of $\theta_{1}, \ldots, \theta_{s}$ on their diagonals.

An important algorithm related to the partial format of the CSD is the generalized singular value decomposition (GSVD). The GSVD is an extension of the CSD to general matrices. One can imagine the GSVD equivalently as applying the $Q L$ decomposition ${ }^{29}$ to any invertible matrix first and then applying CSD on the $Q$ part. The relationship between the GSVD and the CSD is well described in [74]. We briefly state the real GSVD here.

Theorem 4.10 (GSVD, real). Let $A \in \mathbb{R}^{p \times s}$ and $B \in \mathbb{R}^{q \times s}$ be two matrices such that the matrix $[A ; B]$ has rank s. Then we have the following decomposition,

$$
\left[\begin{array}{l}
A  \tag{4.11}\\
B
\end{array}\right]=\left[\begin{array}{ll}
O_{p} & \\
& O_{q}
\end{array}\right]\left[\begin{array}{l}
C^{\prime} \\
S^{\prime}
\end{array}\right] H
$$

where $H \in \mathbb{R}^{s \times s}$ is a full rank matrix. $C^{\prime} \in \mathbb{R}^{p \times s}, S^{\prime} \in \mathbb{R}^{q \times s}$ are (nonsquare) diagonal matrices with cosine and sine values of $\theta_{1}, \ldots, \theta_{s}$ on their diagonals.
4.5. $\mathcal{F}_{5}:\left(\mathrm{U}_{\beta}(n), \mathrm{U}_{\beta / 2}(n), \mathrm{U}_{\beta}(p) \times \mathrm{U}_{\beta}(q)\right)$.


The factorization $\mathcal{F}_{5}$ is obtained by the $\mathrm{K}_{1} \mathrm{AK}_{2}$ decomposition with the triple $\left(G, K_{\sigma}, K_{\tau}\right)=\left(\mathrm{U}_{\beta}(n), \mathrm{U}_{\beta / 2}(n), \mathrm{U}_{\beta}(p) \times \mathrm{U}_{\beta}(q)\right)$, for $\beta=2,4$. With Cartan's classification, they are compact types AI-III and CI-II. In this section we assume $n=p+q$ and $p \geq q$. The factorization $\mathcal{F}_{5}$ for $\beta=2$ is the following.
Theorem $4.11\left(\mathcal{F}_{5}\right.$, complex). For any $n \times n$ unitary matrix $U \in \mathrm{U}(n)$, there exist

- An $n \times n$ orthogonal matrix $O \in \mathrm{O}(n)$,
- Two unitary matrices $U_{p} \in \mathrm{U}(p)$ and $U_{q} \in \mathrm{U}(q)$,
- $q$ unique (up to order) angles $\theta_{1}, \ldots, \theta_{q} \in\left[0, \frac{\pi}{2}\right)$,
such that the following factorization of $U$ holds:

$$
U=O\left[\begin{array}{cc:c}
C & & i S  \tag{4.12}\\
\hdashline i S_{p-q} & I_{p} & C
\end{array}\right]\left[\begin{array}{l:l}
U_{p} & \\
\hdashline & U_{q}
\end{array}\right] .
$$

where $C, S$ are cosine, sine matrices defined as in Table 3.
Taking the last $q$ columns of 4.12 we obtain the following partial format factorization for tall skinny unitary matrix $U$ in the Stiefel manifold $V_{q}\left(\mathbb{C}^{n}\right)$.
Corollary 4.11.1. Let $n \geq 2 q$. For any $n \times q$ (tall skinny) unitary matrix $U$, there exist

[^19]- An $n \times 2 q$ (tall skinny) orthogonal matrix $O$,
- $A q \times q$ unitary matrix $V \in \mathrm{U}(q)$,
- $q$ angles $\theta_{1}, \ldots, \theta_{q} \in\left[0, \frac{\pi}{2}\right)$,
such that the following factorization holds:

$$
n\{[\begin{array}{c}
{\left[\begin{array}{l}
U \\
\hline
\end{array}\right.}  \tag{4.13}\\
q \\
{\left[\begin{array}{c}
O \\
\hline
\end{array}\right]} \\
2 q
\end{array} \overbrace{\left[\begin{array}{c}
C \\
i S
\end{array}\right]}^{q} \cdot[V]\} q,
$$

where $C, S \in \mathbb{R}^{q \times q}$ are the cosine/sine diagonal matrices.
For $q$ such that $2 q \geq n$, one can pad 1 's on the diagonal of $C$ (equivalently, selecting the first $p$ columns from (4.12) to obtain a similar result. The quaternionic version of $\mathcal{F}_{5}$ is the following:
Theorem $4.12\left(\mathcal{F}_{5}\right.$, quaternion). Fix $\eta \in\{j, k\}$. For any $n \times n$ quaternionic unitary matrix $Q \in \mathrm{U}(n, \mathbb{H})$, there exist

- An $n \times n$ complex unitary matrix $U \in \mathrm{U}(n)$,
- Two quaternionic unitary matrices, $Q_{p} \in \mathrm{U}(p, \mathbb{H})$ and $Q_{q} \in \mathrm{U}(q, \mathbb{H})$,
- $q$ unique (up to order) angles $\theta_{1}, \ldots, \theta_{q} \in\left[0, \frac{\pi}{2}\right.$ ),
such that the following factorization holds:

$$
Q=U\left[\begin{array}{cc:c}
C & & \eta S  \tag{4.14}\\
\hdashline \bar{\eta} \bar{S} & I_{\underline{p-q}} & C
\end{array}\right]\left[\begin{array}{c:c}
Q_{p} & \\
\hdashline & Q_{q}
\end{array}\right]
$$

Obviously, by the isomorphism between $i, j, k$, one can also select $\eta=i$, with $U$ being a unitary matrix with $j$ or $k$ as the complex unit. The partial format (Stiefel manifold version) of quaternion $\mathcal{F}_{5}$ is the following.

Corollary 4.12.1. For any $n \times q(n \geq 2 q)$ tall skinny quaternionic unitary matrix $Q$ and fixed $\eta=j$ or $k$, there exist

- An $n \times 2 q$ tall skinny complex unitary matrix $U,\left(U^{H} U=I_{2 q}\right)$
- $A q \times q$ quaternionic unitary matrix $V \in \mathrm{U}(q, \mathbb{H})$,
- $q$ angles $\theta_{1}, \ldots, \theta_{q} \in\left[0, \frac{\pi}{2}\right)$,
such that the following factorization holds:

$$
n\{[\begin{array}{c}
{\left[\begin{array}{l}
Q \\
\hline
\end{array}\right.}  \tag{4.15}\\
q
\end{array}=\overbrace{\left[\begin{array}{c}
U \\
\hline
\end{array}\right]}^{2 q} \cdot \overbrace{\left[\begin{array}{c}
C \\
\eta S
\end{array}\right]}^{q} \cdot[V]\} q \cdot
$$

4.6. $\mathcal{F}_{6}:\left(\mathrm{U}_{\beta}(2 n), \mathrm{U}_{2 \beta}(n), \mathrm{U}_{\beta}(2 p) \times \mathrm{U}_{\beta}(2 q)\right)$.


The last factorization in this section involves realified complex (complexified quaternionic) unitary matrices. Recall two matrices

$$
I_{2}=\left[\begin{array}{ll}
1 & 0  \tag{4.16}\\
0 & 1
\end{array}\right], \quad J_{1}=\left[\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right]
$$

and let $n=p+q, p \geq q$. The factorization $\mathcal{F}_{6}, \beta=1$ is the following.
Theorem $4.13\left(\mathcal{F}_{6}\right.$, real). For any $2 n \times 2 n$ orthogonal matrix $O \in \mathrm{O}(2 n)$, there exist

- An $n \times n$ unitary matrix $U \in \mathrm{U}(n)$,
- Two orthogonal matrices $O_{2 p} \in \mathrm{O}(2 p), O_{2 q} \in \mathrm{O}(2 q)$,
- $q$ unique (up to order) angles $\theta_{1}, \ldots, \theta_{q} \in\left[0, \frac{\pi}{2}\right.$ ),
such that the following factorization holds:

$$
O=\left[\begin{array}{c:c}
\Re(U) & \Im(U)  \tag{4.17}\\
\hdashline \Im(\bar{U}) & \frac{\Re(U)}{\Re(U)}
\end{array}\right]\left[\begin{array}{cc:c|c}
I_{p-q} & C^{\prime} & & S^{\prime} \\
\hdashline-S^{\prime} & & C^{\prime}
\end{array}\right]\left[\begin{array}{l|l}
O_{2 p} & \\
\hdashline & S_{p-q}
\end{array}\right]
$$

where $C^{\prime}, S^{\prime} \in \mathbb{R}^{2 q \times 2 q}$ are defined by the Kronecker product,

$$
\begin{equation*}
C^{\prime}:=C \otimes I_{2}, \quad S^{\prime}:=S \otimes J_{1} \tag{4.18}
\end{equation*}
$$

The first factor is indeed the realified $U$. Another choice of a maximal subalgebra $\mathfrak{a}$ can be made so that $C^{\prime}=I_{2} \otimes C$ and $S^{\prime}=J_{1} \otimes S$ (at the same positions of $C^{\prime}, S^{\prime}$ in 4.17). Taking the last $2 q$ columns of the left hand side of (4.17), we obtain the following partial format of Theorem 4.13 .
Corollary 4.13.1. For any $2 n \times 2 q$ tall skinny orthogonal matrix $O$ there exist, ( $n \geq 2 q$ )

- An $n \times 2 q$ complex tall skinny unitary matrix $U$ such that $U^{H} U=I_{2 q}$,
- $A 2 q \times 2 q$ orthogonal matrix $O_{2 q} \in \mathrm{O}(2 q)$,
- $q$ angles $\theta_{1}, \ldots, \theta_{q} \in\left[0, \frac{\pi}{2}\right)$,
such that the following factorization holds:

$$
O=\left[\begin{array}{rr}
\Re(U) & \Im(U)  \tag{4.19}\\
-\Im(U) & \Re(U)
\end{array}\right]\left[\begin{array}{l}
S^{\prime} \\
C^{\prime}
\end{array}\right] O_{2 q}=[U]_{\mathbb{R}}\left[\begin{array}{l}
S^{\prime} \\
C^{\prime}
\end{array}\right] O_{2 q}
$$

where the matrices $C^{\prime}, S^{\prime} \in \mathbb{R}^{2 q \times 2 q}$ are defined as in 4.18.
The $\mathrm{K}_{1} \mathrm{AK}_{2}$ decomposition of compact type AII-III is the complex version of real $\mathcal{F}_{6}$ on $2 n \times 2 n$ complex unitary matrices.

Theorem $4.14\left(\mathcal{F}_{6}\right.$, complex $)$. For any $2 n \times 2 n$ unitary matrix $U \in \mathrm{U}(2 n)$, there exist

- An $n \times n$ quaternionic unitary matrix $Q \in \mathrm{U}(n, \mathbb{H})$,
- Two unitary matrices $U_{2 p} \in \mathrm{U}(2 p), U_{2 q} \in \mathrm{U}(2 q)$,
- $q$ unique (up to order) angles $\theta_{1}, \ldots, \theta_{q} \in\left[0, \frac{\pi}{2}\right.$ ),
such that the following factorization holds:

$$
U=\left[\begin{array}{c:c}
X & Y  \tag{4.20}\\
\hdashline-Y & \bar{X}
\end{array}\right]\left[\begin{array}{cc:c|c}
I_{p-q} & C^{\prime} & & S^{\prime} \\
\hdashline--C^{\prime} & S^{\prime} & - \\
\hdashline S^{\prime} & & C^{\prime}
\end{array}\right]\left[\begin{array}{l|l}
U_{2 p} & \\
\hline & U_{2 q}
\end{array}\right]
$$

where $C^{\prime}, S^{\prime} \in \mathbb{R}^{2 q \times 2 q}$ are defined as 4.18) and $[Q]_{\mathbb{C}}=\left[\begin{array}{cc}X & \frac{Y}{-} \\ -\bar{X}\end{array}\right]$ (complexified $Q$ ).
Finally the tall skinny version of complex $\mathcal{F}_{6}$ is as follows.
Corollary 4.14.1. For any $2 n \times 2 q$ complex tall skinny unitary matrix $U$ there exist, $(n \geq 2 q)$

- A $n \times 2 q$ tall skinny quaternionic unitary matrix $Q$ such that $Q^{D} Q=I_{2 q}$,
- $A 2 q \times 2 q$ complex unitary matrix $U_{2 q} \in \mathrm{U}(2 q)$,
- $q$ angles $\theta_{1}, \ldots, \theta_{q} \in\left[0, \frac{\pi}{2}\right)$,
such that the following factorization holds:

$$
U=[Q]_{\mathbb{C}}\left[\begin{array}{l}
S^{\prime}  \tag{4.21}\\
C^{\prime}
\end{array}\right] U_{2 q}
$$

with $C^{\prime}, S^{\prime} \in \mathbb{R}^{2 q \times 2 q}$ defined as 4.18

## 5. Matrix factorizations of invertible matrices

In this section we discuss matrix factorizations of invertible matrices arising from the generalized Cartan decompositions of $\mathrm{GL}_{\beta}(n)$. We obtain seven matrix factorizations: $\mathcal{F}_{7}$ to $\mathcal{F}_{13}$. The generalized Cartan triple (3.5), $\left(G, K_{\sigma}, K_{\tau}\right)$, of each $\mathcal{F}_{m}$ is as follows with $G=\mathrm{GL}_{\beta}(n)$. Each category as listed may have a $\beta=1,2,4$ version or may only have two of the three values for $\beta$ providing a grand total of 17 possibilities.

$$
\begin{aligned}
\mathcal{F}_{7} & :\left(\mathrm{GL}_{\beta}(n), \mathrm{U}_{\beta}(n), \mathrm{U}_{\beta}(n)\right)(\mathrm{KAK}=\mathrm{SVD}) & \beta=1,2,4 \\
\mathcal{F}_{8} & :\left(\mathrm{GL}_{\beta}(n), \mathrm{U}_{\beta}(n), \mathrm{GL}_{\beta}(p) \times \mathrm{GL}_{\beta}(q)\right) & \beta=1,2,4 \\
\mathcal{F}_{9} & :\left(\mathrm{GL}_{\beta}(n), \mathrm{U}_{\beta}(n), \mathrm{U}_{\beta}(p, q)\right) & \beta=1,2,4 \\
\mathcal{F}_{10} & :\left(\mathrm{GL}_{\beta}(2 n), \mathrm{U}_{\beta}(2 n), \mathrm{Sp}_{\beta}(2 n)\right) & \beta=1,2 \\
\mathcal{F}_{11} & :\left(\operatorname{GL}_{\beta}(2 n), \mathrm{U}_{\beta}(2 n), \mathrm{GL}_{2 \beta}(n)\right) & \beta=1,2 \\
\mathcal{F}_{12} & :\left(\operatorname{GL}_{\beta}(n), \mathrm{U}_{\beta}(n), \mathrm{GL}_{\beta / 2}(n)\right) & \beta=2,4 \\
\mathcal{F}_{13} & :\left(\operatorname{GL}_{\beta}(n), \mathrm{U}_{\beta}(n), \mathrm{O}_{\beta}(n)\right) & \beta=2,4
\end{aligned}
$$

5.1. $\mathcal{F}_{7}:\left(\operatorname{GL}_{\beta}(n), \mathrm{U}_{\beta}(n), \mathrm{U}_{\beta}(n)\right)$, the SVD.


We first discuss the KAK decomposition of the general linear groups $\mathrm{GL}(n, \mathbb{R})$, $\mathrm{GL}(n, \mathbb{C})$ and $\mathrm{GL}(n, \mathbb{H})$. All three $\beta=1,2,4$ cases have the same double coset structure, the set of all positive diagonal matrices. These KAK decompositions are the famous singular value decomposition (SVD) of square invertible matrices ${ }^{30}$ Note that the rectangular SVDs are obtained from the folding of the KAK decompositions of the indefinite unitary groups $G=\mathrm{U}_{\beta}(p, q)$. See Section 7.1] or [20, 44] for details.

[^20]Theorem 5.1. The KAK decomposition of the (Riemannian) noncompact symmetric spaces $\mathrm{GL}(n, \mathbb{R}) / \mathrm{O}(n), \mathrm{GL}(n, \mathbb{C}) / \mathrm{U}(n)$ and $\mathrm{GL}(n, \mathbb{H}) / \mathrm{U}(n, \mathbb{H})$ are the real, complex and quaternionic $S V D$, respectively.

Remark 5.2. An important relationship which will be used throughout the section is the equivalence of the (left) folding of the SVD to the eigenvalue decomposition. As we discuss in Section 3.6, the following well-known left folding of the SVD becomes the symmetric (positive definite) eigenvalue decomposition.

$$
\left.\begin{array}{c}
A^{T} A=V \Sigma^{2} V^{T}  \tag{5.1}\\
\text { (Eigendecomposition) }
\end{array}\right) \stackrel{\text { Fold }}{\rightleftharpoons} \begin{gathered}
A=U \Sigma V^{T} \\
(\mathrm{SVD})
\end{gathered}
$$

The $\mathrm{K}_{1} \mathrm{AK}_{2}$ decomposition of $\mathrm{GL}_{\beta}(n)$ always has the first factor $U \in \mathrm{U}_{\beta}(n)=K_{\sigma}$, which obtains the left folding as follows. $\left(X=A^{\dagger} A\right)$

$$
\begin{gather*}
X=V^{\dagger} \Lambda^{2} V  \tag{5.2}\\
\text { (Eigen-like) }
\end{gathered} \stackrel{\text { Left }}{\stackrel{\text { Fold }}{ }} \quad \begin{gathered}
A=U \Lambda V \\
\left(\mathrm{~K}_{1} \mathrm{AK}_{2}\right)
\end{gather*}
$$

The matrix $\Lambda^{2}$ in 5.2 contains the eigenvalue-like information of the congruence diagonalization. In fact, the values of $\Lambda$ are sometimes named as a variant of the eigenvalues (which will appear in Section 5.3, 5.4), although the values themselves are nothing related to the usual eigenvalues. Being consistent with the names in (5.1) and (5.2), we call some factorizations of $\mathrm{GL}_{\beta}(n)$ as a variant of the SVD. (Equivalently, one can put the factor $\mathrm{U}_{\beta}(n)$ on the right side of the $\mathrm{K}_{1} \mathrm{AK}_{2}$ decomposition and perform the right folding.)
5.2. $\mathcal{F}_{8}:\left(\operatorname{GL}_{\beta}(n), \mathrm{U}_{\beta}(n), \mathrm{GL}_{\beta}(p) \times \mathrm{GL}_{\beta}(q)\right)$.


The factorization $\mathcal{F}_{8}$ is a matrix factorization of real, complex and quaternionic invertible matrices. Let $n=p+q, p \geq q$.
Theorem $5.3\left(\mathcal{F}_{8}\right.$, real). For any real $n \times n$ invertible matrix $G$, there exist

- An $n \times n$ orthogonal matrix $O \in \mathrm{O}(n)$,
- Two real invertible matrices $G_{p} \in \mathrm{GL}(p, \mathbb{R})$ and $G_{q} \in \mathrm{GL}(q, \mathbb{R})$,
- $q$ unique (up to order and signs) real numbers $\theta_{1}, \ldots, \theta_{q}$,
such that the following factorization of $G$ holds:

$$
G=O\left[\begin{array}{cc:c}
C h & & S h  \tag{5.3}\\
\hdashline \bar{S} h & I_{\underline{p}-q} & \bar{C} \bar{h}
\end{array}\right]\left[\begin{array}{c:c}
G_{p} & \\
\hdashline & G_{q}
\end{array}\right],
$$

where $C h, S h \in \mathbb{R}^{q \times q}$ are diagonal matrices with cosh, $\sinh$ values of $\theta_{l}$ 's.
The $\beta=2$ (resp. $\beta=4$ ) $\mathcal{F}_{8}$ factorization is obtained from the generalized Cartan decomposition of $\mathrm{GL}(n, \mathbb{C})$ (resp. $\mathrm{GL}(n, \mathbb{H})$ ).
Theorem $5.4\left(\mathcal{F}_{8}\right.$, complex/quaternion). For any complex (resp. quaternionic) $n \times n$ invertible matrix $G$, there exist

- An $n \times n$ complex (resp. quaternionic) unitary matrix $U$,
- Two complex (resp. quaternionic) invertible matrices $G_{p} \in \mathrm{GL}(p, \mathbb{C})$ and $G_{q} \in \mathrm{GL}(q, \mathbb{C})$, (resp., from $\mathrm{GL}(p, \mathbb{H})$ and $\left.\mathrm{GL}(q, \mathbb{H})\right)$
- $q$ unique (up to order and signs) real numbers $\theta_{1}, \ldots, \theta_{q}$,
such that the following factorization of $G$ holds:

$$
G=U\left[\begin{array}{cc:c}
C h & & S h  \tag{5.4}\\
\hdashline S h & I_{\underline{p}-q} & C \\
\hdashline S & C
\end{array}\right]\left[\begin{array}{l:l}
G_{p} & - \\
\hdashline & G_{q}
\end{array}\right] .
$$

Remark 5.5. The matrix with hyperbolic cosines and sines in $\mathcal{F}_{8}$ factorizations can be replaced by a simpler matrix. Applying appropriate Givens rotations (on the left) and column scaling by a diagonal matrix (on the right), we obtain a simple modification of (5.3) (also a similarly form for (5.4).

$$
G=O^{\prime}\left[\begin{array}{cc:c}
I_{q} & & \Sigma  \tag{5.5}\\
\hdashline & I_{p-q} & \\
\hdashline- & I_{q}
\end{array}\right]\left[\begin{array}{l:l}
G_{p}^{\prime} & - \\
\hdashline & G_{q}^{\prime}
\end{array}\right],
$$

where $\Sigma$ is a $q \times q$ diagonal matrix placed at the top right corner. We use the prime notation to emphasize that the matrices $G_{p}^{\prime}, G_{q}^{\prime}, O^{\prime}$ are modified from 5.3.

It is natural to consider the left folding of $\mathcal{F}_{5}$. By the Cholesky factorization we know that the set of all matrices $G^{T} G, G \in \mathrm{GL}(n, \mathbb{R})$ is equal to the set of all symmetric positive definite matrices. Similarly we have that $\left\{G^{H} G: G \in\right.$ $\mathrm{GL}(n, \mathbb{C})\}$ is the set of all Hermitian positive definite matrices. (Also holds for quaternionic cases which we will omit here.)

Corollary 5.5.1. Any $n \times n$ symmetric (resp. complex Hermitian) positive definite matrix $A$ can be tridiagonalized by a congruence transformation. In other words, there exist $G_{p} \in \mathrm{GL}(p, \mathbb{R}), G_{q} \in \mathrm{GL}(q, \mathbb{R})\left(\right.$ resp. $G_{p} \in \mathrm{GL}(p, \mathbb{C}), G_{q} \in \mathrm{GL}(q, \mathbb{C})$ ) and $q$ real numbers $\theta_{1}, \ldots, \theta_{q}$ such that the following holds:

$$
A=\left[\begin{array}{c:c}
G_{p} &  \tag{5.6}\\
\hdashline & G_{q}
\end{array}\right]\left[\begin{array}{cc:c}
C h & & S h \\
\hdashline S h & I_{p-q} & C \bar{h}
\end{array}\right]\left[\begin{array}{c:c}
G_{p} & \\
\hdashline & G_{q}
\end{array}\right]^{H} .
$$

5.3. $\mathcal{F}_{9}:\left(\operatorname{GL}_{\beta}(n), \mathrm{U}_{\beta}(n), \mathrm{U}_{\beta}(p, q)\right)$, the hyperbolic SVD.


Suppose $n=p+q, p \geq q$ and let $A$ be the group of $n \times n$ positive diagonal matrices. The factorization $\mathcal{F}_{9}$ of real, complex and quaternionic invertible matrices arises from the following three generalized Cartan decompositions:

$$
\begin{aligned}
\operatorname{GL}(n, \mathbb{R}) & =\mathrm{O}(n) \cdot A \cdot \mathrm{O}(p, q) \\
\operatorname{GL}(n, \mathbb{C}) & =\mathrm{U}(n) \cdot A \cdot \mathrm{U}(p, q) \\
\operatorname{GL}(n, \mathbb{H}) & =\mathrm{U}(n, \mathbb{H}) \cdot A \cdot \mathrm{U}(p, q, \mathbb{H})
\end{aligned}
$$

Using $\beta$ symbols we can denote these decompositions at once by

$$
\begin{equation*}
\mathrm{GL}_{\beta}(n)=\mathrm{U}_{\beta}(n) \cdot A \cdot \mathrm{U}_{\beta}(p, q) \tag{5.7}
\end{equation*}
$$

We note that the real and complex cases appeared as a matrix factorization in 1989 [57] and was named the hyperbolic SVD (HSVD).
Theorem 5.6 (HSVD, real). For any $n \times n$ real invertible matrix $G$, there exist

- An $n \times n$ orthogonal matrix $O \in \mathrm{O}(n)$,
- An indefinite orthogonal matrix $V \in \mathrm{O}(p, q)$,
- A unique (up to diagonal permutation) $n \times n$ positive diagonal matrix $\Sigma$, such that the following factorization holds:

$$
\begin{equation*}
G=O \Sigma V \tag{5.8}
\end{equation*}
$$

The diagonal values $\sigma_{1}, \ldots, \sigma_{n}$ of $\Sigma$ are called the hyperbolic singular values.
Recall the discussion regarding the left folding of the SVD in Remark 5.2. The hyperbolic SVD is the hyperbolic analogue of the SVD in a sense that its left folding is the hyperbolic eigenproblem. The hyperbolic eigenproblem for a symmetric positive definite matrix $K$ is defined as finding a pair $(\lambda, x)$ satisfying $(x \neq 0)$

$$
\begin{equation*}
K x=\lambda I_{p, q} x \tag{5.9}
\end{equation*}
$$

where $\lambda$ is called the hyperbolic eigenvalue and the vector $x$ is called the hyperbolic eigenvector. It can be shown that the matrix $X$, such that $X^{T} K X$ is a diagonal matrix, is exactly the matrix consisting of hyperbolic eigenvectors. In addition, the diagonal matrix $\Lambda=X^{T} K X$ is the diagonal matrix with hyperbolic eigenvalues. The left folding of the HSVD $A=O \Sigma V$ is

$$
\begin{equation*}
A^{T} A=V^{T} \Sigma^{2} V \tag{5.10}
\end{equation*}
$$

which is equivalent to the hyperbolic eigenproblem above with $K=A^{T} A, V=X^{-1}$, $\Lambda=\Sigma^{2}$. Thus, we justify the name "HSVD" for Theorem 5.6.
Corollary 5.6.1. Fix $n=p+q$. Any $n \times n$ real symmetric positive definite matrix $S$ can be diagonalized by a congruence transformation of some indefinite orthogonal matrix $V \in \mathrm{O}(p, q)$.

On the other hand, the right folding of the HSVD is the following important factorization. For any invertible matrix $A$, the matrix

$$
\begin{equation*}
A^{T} I_{p, q} A \tag{5.11}
\end{equation*}
$$

is a symmetric matrix containing $p$ positive and $q$ negative eigenvalues. This eigenproblem is the indefinite symmetric eigenproblem. The right folding of the HSVD is the eigendecomposition of (5.11).

Combining the positive definite, negative definite and indefinite cases, we obtain a set of tools for analyzing the symmetric eigenproblems. The Cholesky factorization can be applied for any symmetric matrix $G$ with a small modification, (the LDL decomposition with $D=I_{p, q}$ )

$$
\begin{equation*}
G=L I_{p, q} L^{T} \tag{5.12}
\end{equation*}
$$

where $p, q$ are numbers of positive and negative eigenvalues of $G$. The pair $(p, q)$ is often called the signature or Sylvester's inertia. Taking the HSVD of $L$ (if $q=0$ it is the usual SVD) the eigendecomposition of $G$ is obtained.

Corollary 5.6.2. Any $n \times n$ invertible real symmetric matrix $S$ can be decomposed as the following:

$$
\begin{equation*}
S=O \Lambda O^{T} \tag{5.13}
\end{equation*}
$$

where $O \in \mathrm{O}(n)$ and $\Lambda$ is a real diagonal matrix.
Geometry of the Hyperbolic SVD: $G=O \Sigma V$


Figure 3. The yellow shapes are the standard picture of the ordinary SVD ellipse, while the blue shape is the hyperbolic SVD ellipse: 1) Hyperbolic Rotation ( $V$ ): preserves hyperbolas, yellow unit circle $\rightarrow$ yellow ellipse, blue ellipse $\rightarrow$ blue circle, red and green hyperbolic orthogonal vectors $\rightarrow$ another set of hyperbolic orthogonal vectors. 2) Scaling ( $\Sigma$ ) reveals the hyperbolic singular values 3) Orthogonal ( $O$ ) rotates (or reflects).

Figure 3 illustrates the geometry of the HSVD as a linear mapping on a real matrix $G$ in analogy to the famous three step illustration of the SVD. (Along with the SVD of $G$ which is illustrated by the yellow ellipses.) In Figure 3, $G=O \Sigma V$ is the HSVD of $G$. The red and green vectors in the top left represent two hyperbolic orthogonal vectors. ( $v_{1}^{T} I_{p, q} v_{2}=0$.) Two vectors evolve as the matrices $V, \Sigma$ and $O$ consecutively applied as linear operators. The blue ellipse in the top left is the ellipse circumscribing two vectors, equivalently the inverse image of the unit disk (top right) under $V$. The bottom left picture encodes both singular values and hyperbolic singular values, as the length of axes of blue and yellow ellipse, respectively.

Complex and quaternionic HSVDs and their foldings are the following.

Theorem 5.7 (HSVD, complex/quaternion). For any $n \times n$ complex (resp. quaternionic) invertible matrix $G$, there exist

- An $n \times n$ complex (resp. quaternionic) unitary matrix $U \in \mathrm{U}(n)$ (resp. $U \in \mathrm{U}(n, \mathbb{H}))$,
- An indefinite complex (resp. quaternionic) unitary matrix $V \in \mathrm{U}(p, q)$ (resp $V \in \mathrm{U}(p, q, \mathbb{H}))$,
- A unique (up to diagonal permutation) $n \times n$ positive diagonal matrix $\Sigma$, such that the factorization $G=U \Sigma V$ holds.

Corollary 5.7.1. Any $n \times n$ complex (resp. quaternionic) Hermitian matrix $A$ is $\dagger$-congruent to a real positive diagonal matrix $D$ by a complex (resp. quaternionic) indefinite unitary matrix. In other words, there exist $V \in \mathrm{U}(p, q)$ (resp. $V \in$ $\mathrm{U}(p, q, \mathbb{H}))$ such that

$$
\begin{equation*}
A=V D V^{\dagger} \tag{5.14}
\end{equation*}
$$

5.4. $\mathcal{F}_{10}:\left(\mathrm{GL}_{\beta}(2 n), \mathrm{U}_{\beta}(2 n), \mathrm{Sp}_{\beta}(2 n)\right)$, the symplectic SVD.


The factorization $\mathcal{F}_{10}$ of real and complex invertible matrices involves symplectic matrices from $\mathrm{Sp}_{\beta}(2 n)$. Recall that a $2 n \times 2 n$ real or complex symplectic matrix $A$ satisfies the property $A^{T} J_{n} A=J_{n}$ and the transpose $A^{T}$ is always the (nonconjugate) regular transpose regardless of $\mathbb{F}=\mathbb{R}, \mathbb{C}$. Refer to Section 2.6 for more details on the symplectic group.

The following factorizations are similar to the HSVD with a replacement of the indefinite orthogonal/unitary matrix by a symplectic matrix. Again, recall the discussion about the nomenclature of these factorizations in Remark 5.2. In fact, the left folding of these factorizations are related to the so-called symplectic eigenvalues. Correspondingly, we call this the symplectic SVD.

Theorem 5.8 (symplectic SVD, real). For any $2 n \times 2 n$ real invertible matrix $G$, there exist

- $A 2 n \times 2 n$ orthogonal matrix $O \in \mathrm{O}(2 n)$,
- $A 2 n \times 2 n$ real symplectic matrix $S \in \operatorname{Sp}(2 n, \mathbb{R})$,
- A unique $n \times n$ positive diagonal matrix $\Sigma$ (up to diagonal permutation), such that the following factorization holds:

$$
G=O\left[\begin{array}{ll}
\Sigma &  \tag{5.15}\\
& \Sigma
\end{array}\right] S
$$

The symplectic SVD diagonalizes an invertible matrix by the combination of the (left) orthogonal transformation and the (right) symplectic transformation (or the other way around). This is first introduced by Xu in 2003 [80] and Xu calls this factorization the SVD-like decomposition. (See [81] for an algorithm.) However as we argue in Remark 5.2, we feel that the factorizations of $\operatorname{GL}(n, \mathbb{F})$ in this section are more appropriate to be called a variant of the SVD.

The following left folding of Theorem 5.8 is another eigen-like problem.

Corollary 5.8.1. Any real $2 n \times 2 n$ symmetric positive definite matrix $A$ is congruent to a positive diagonal matrix $\Lambda$ of the form $\left[{ }^{\Sigma}{ }_{\Sigma}\right.$ ] by a real symplectic matrix $S \in \operatorname{Sp}(2 n, \mathbb{R})$. In other words, we have

$$
S A S^{T}=\left[\begin{array}{ll}
\Sigma &  \tag{5.16}\\
& \Sigma
\end{array}\right]
$$

Corollary 5.8.1 is called Williamson's theorem. It is a special case of Corollary of Theorem 2 in Williamson's original paper in 1936 [78], which is later named and summarized in 1978, in Appendix 6 of [1]. It has been studied in several numerical linear algebra papers with applications on the Hamiltonian dynamics, quantum mechanics, quantum information, etc. See [8, 10, 65] for detailed discussions. The establishment of the name "Williamson's theorem" is very well explained in Section 1 of 41] or in the bibliography of 65].

The positive real values appearing on the diagonal of $\Sigma$ are called symplectic eigenvalues [8, 41]. (Note that a similar terminology, symplectic eigenproblem may refer to another concept, the eigenvalue structure of symplectic matrices.) Since this is another special eigenvalues, we again justify the name "symplectic SVD," following the discussion in Remark 5.2

On the other hand, another corollary follows from the right folding of the symplectic SVD.

Corollary 5.8.2. Any real $2 n \times 2 n$ invertible skew-symmetric matrix $A$ has the following factorization:

$$
A=O\left[\begin{array}{rr}
0 & \Lambda  \tag{5.17}\\
-\Lambda & 0
\end{array}\right] O^{T}
$$

where $O \in \mathrm{O}(2 n)$ is an orthogonal matrix, $\Lambda$ is an $n \times n$ positive diagonal matrix.
This result is well studied in 80 . The set of all invertible skew-symmetric matrices is the collection of $G J_{n} G^{T}$ for invertible $G$, due to the $B J B^{T}$ factorization [5]. The right folding of the symplectic SVD $G=O\left[{ }^{\Sigma}{ }_{\Sigma}\right] S$ gives $G J G^{T}=$ $O\left[{ }^{\Sigma}{ }_{\Sigma}\right] J\left[{ }^{\Sigma}{ }_{\Sigma}{ }_{\Sigma}\right] O^{T}$, equivalent to the above result by setting $\Lambda=\Sigma^{2}$.

A complex version of $\mathcal{F}_{10}$ and Corollary 5.8.1 follows. Corollary 5.8.2 is also extended to the complex skew-symmetric cases which we will omit.

Theorem 5.9 (symplectic SVD, complex). For any $2 n \times 2 n$ complex invertible matrix $G$, there exist

- A $2 n \times 2 n$ unitary matrix $U \in \mathrm{U}(2 n)$,
- $A 2 n \times 2 n$ complex symplectic matrix $S \in \operatorname{Sp}(2 n, \mathbb{C})$,
- A unique $n \times n$ positive diagonal matrix $\Sigma$ (up to diagonal permutation), such that the following factorization holds:

$$
G=U\left[\begin{array}{ll}
\Sigma &  \tag{5.18}\\
& \Sigma
\end{array}\right] S
$$

Corollary 5.9.1. Any $2 n \times 2 n$ complex Hermitian positive definite matrix $A$ is $H$-congruent to a positive diagonal matrix $D$ with repeating diagonal values, by $a$ complex symplectic matrix $S \in \operatorname{Sp}(2 n, \mathbb{C})$.
5.5. $\mathcal{F}_{11}:\left(\operatorname{GL}_{\beta}(2 n), \mathrm{U}_{\beta}(2 n), \mathrm{GL}_{2 \beta}(n)\right)$.

| $\left[\begin{array}{c}  \\ 2 n \times 2 n \\ \beta \text {-invertible } \end{array}\right]=\left[\begin{array}{c}  \\ 2 n \times 2 n \\ \beta \text {-unitary } \end{array}\right] \cdot\left[\begin{array}{llll}  & & & \\ & \sigma_{l} & & \\ & & & \\ & & & \\ & & & \\ & & & \\ & & & \\ & & & \\ & & & \\ & & \\ 2 \beta \text {-invertible } \\ & \end{array}\right]$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |

The factorization $\mathcal{F}_{11}$ of a size $2 n \times 2 n \beta$-invertible matrix has a factor of $\mathrm{GL}_{2 \beta}(n)$, with the realify or the complexify map applied. For real invertible matrices, we have the following factorization $\mathcal{F}_{11}$.

Theorem $5.10\left(\mathcal{F}_{11}\right.$, real). For any $2 n \times 2 n$ real invertible matrix $G$, there exist

- A $2 n \times 2 n$ orthogonal matrix $O \in \mathrm{O}(2 n)$,
- Real matrices $X, Y \in \mathbb{R}^{n \times n}$ such that $X+i Y$ is complex invertible,
- A unique $n \times n$ positive diagonal matrix $\Sigma$ (up to diagonal permutation), such that the following factorization holds:

$$
G=O\left[\begin{array}{ll}
\Sigma &  \tag{5.19}\\
& \Sigma^{-1}
\end{array}\right]\left[\begin{array}{rr}
X & Y \\
-Y & X
\end{array}\right]
$$

The last factor $V=\left[\begin{array}{cc}X & Y \\ -Y & X\end{array}\right]$ is a realified complex invertible matrix $[X+i Y]_{\mathbb{R}}$, characterized by $-J_{n} V J_{n}=V$.

Again with the left folding $G \mapsto G^{T} G$ and the Cholesky factorization, we obtain an interesting result on the congruence diagonalization of a symmetric positive definite matrix.

Corollary 5.10.1. Any $2 n \times 2 n$ symmetric positive definite matrix is congruent to a positive diagonal matrix by the realified complex matrix. Moreover, the resulting diagonal matrix has a block structure $\operatorname{diag}\left(\Sigma, \Sigma^{-1}\right)$.

The factorization $\mathcal{F}_{11}$ for complex invertible matrices is as follows.
Theorem $5.11\left(\mathcal{F}_{11}\right.$, complex). For any $2 n \times 2 n$ complex invertible matrix $G$, there exist

- $A 2 n \times 2 n$ unitary matrix $U \in \mathrm{U}(2 n)$,
- $A$ complexified $n \times n$ quaternionic invertible matrix $V \in[G L(n, \mathbb{H})]_{\mathbb{C}}$
- A unique $n \times n$ positive diagonal matrix $\Sigma$ (up to diagonal permutation), such that the following factorization holds:

$$
G=U\left[\begin{array}{cc}
\Sigma &  \tag{5.20}\\
& \Sigma^{-1}
\end{array}\right] V .
$$

Note that in the classical symbol, $V$ is an element of $\mathrm{U}^{*}(2 n)$. Again by the Cholesky factorization we obtain the folded factorization of $\mathcal{F}_{11}$, an $H$-congruence diagonalization a Hermitian positive definite matrix.
Corollary 5.11.1. Any $2 n \times 2 n$ Hermitian positive definite matrix $A$ is $H$-congruent to a positive diagonal matrix by a complexified quaternionic matrix $V \in[\mathrm{GL}(n, \mathbb{H})]_{\mathbb{C}}=$ $\mathrm{U}^{*}(2 n)$. Moreover, the resulting diagonal matrix can be chosen to have a block structure of $\operatorname{diag}\left(\Sigma, \Sigma^{-1}\right)$
5.6. $\mathcal{F}_{12}:\left(\operatorname{GL}_{\beta}(n), \mathrm{U}_{\beta}(n), \mathrm{GL}_{\beta / 2}(n)\right)$.

$$
\left[\begin{array}{c}
n \times n \\
\beta \text {-invertible }
\end{array}\right]=\left[\begin{array}{c}
n \times n \\
\beta \text {-unitary }
\end{array}\right] \cdot\left[\begin{array}{c}
\backslash \\
\operatorname{ch}_{l} i \mathrm{sh}_{l} \\
-i \mathrm{sh}_{l} \mathrm{ch}_{l} \\
\end{array}\right] \cdot\left[\begin{array}{c}
n \times n \\
\frac{\beta}{2} \text {-invertible }
\end{array}\right]
$$

The factorization $\mathcal{F}_{12}$ of complex and quaternionic invertible matrices is introduced. The factors include the real part of a complex matrix, or the complex part (the real part and a single imaginary part) of a quaternionic matrix. We start with the factorization of a complex invertible matrix.
Theorem $5.12\left(\mathcal{F}_{12}\right.$, complex). Let $m=\left\lfloor\frac{n}{2}\right\rfloor$. For any $n \times n$ complex invertible matrix $G$, there exist

- An $n \times n$ unitary matrix $U \in \mathrm{U}(n)$,
- An $n \times n$ real invertible matrix $V \in \mathrm{GL}(n, \mathbb{R})$,
- $m$ unique (up to order and signs) real numbers $\theta_{1}, \ldots, \theta_{m}$,
such that the following factorization holds:

$$
\begin{equation*}
G=U B_{n}^{i, \theta} V \tag{5.21}
\end{equation*}
$$

where $B_{n}^{i, \theta}$ is a block diagonal matrix with $2 \times 2$ blocks defined in Table 3 .
The $2 \times 2$ blocks $\left[\begin{array}{rrr}\cosh \alpha & i \sinh \alpha \\ -i \sinh \alpha & \cosh \alpha\end{array}\right]$ on the diagonal of $B_{n}^{i, \alpha}$ can be thought as the usual rotation matrix with purely imaginary angles $\left[\begin{array}{c}\cos (i \alpha) \\ -\sin (i \alpha) \\ \sin (i \alpha) \\ \cos (i \alpha)\end{array}\right]$, and [48], provides some helpful intuitions with illustrations.

Another way of describing complex $\mathcal{F}_{12}$ is the following. Any complex invertible matrix can be $2 \times 2$ block diagonalized by the combination of the (left) unitary transformation and the (right) real linear transformation. The left folding of Theorem 5.12 implies a simultaneous congruence transform of the real and imaginary parts of a Hermitian positive definite matrix.

Corollary 5.12.1. Any $n \times n$ Hermitian positive definite matrix is congruent to $a$ block diagonal matrix with $2 \times 2$ diagonal blocks $B_{1}^{i}, \ldots, B_{m}^{i}$ defined in Table 3, by a real $n \times n$ invertible matrix.

The significance of Corollary 5.12.1 is that it decouples the real and the imaginary part of a complex Hermitian positive definite matrix $A$ with a simultaneous congruence diagonalization:

$$
\Re(A)=V^{T}\left[\begin{array}{ccccc}
c_{1} & 0 & & &  \tag{5.22}\\
0 & c_{1} & & & \\
& & \ddots & & \\
& & & c_{n} & \\
& & & 0 \\
\hline
\end{array}\right] V, \quad \Im(A)=V^{T}\left[\begin{array}{ccccc}
0 & s_{1} & & & \\
-s_{1} & 0 & & & \\
& & \ddots & & \\
& & & 0 & s_{n} \\
& & & -s_{n} & 0
\end{array}\right] V,
$$

where $V$ is an invertible real matrix. In equation (5.22), the real part $\Re(A)$ is real symmetric and the imaginary part $\Im(B)$ is real skew-symmetric.

The quaternionic version of the factorization $\mathcal{F}_{12}$ is the following.
Theorem $5.13\left(\mathcal{F}_{12}\right.$, quaternion). Let $m=\left\lfloor\frac{n}{2}\right\rfloor$ and fix $\eta \in\{j, k\}$. For any $n \times n$ quaternionic invertible matrix $G$, there exist

- An $n \times n$ quaternionic unitary matrix $U \in \mathrm{U}(n, \mathbb{H})$,
- An $n \times n$ complex invertible matrix $V \in \mathrm{GL}(n, \mathbb{C})$,
- $m$ unique (up to order and signs) real numbers $\theta_{1}, \ldots, \theta_{m}$,
such that the following factorization of $G$ holds:

$$
\begin{equation*}
G=U B_{n}^{\eta, \theta} V \tag{5.23}
\end{equation*}
$$

with block diagonal matrix $B_{n}^{\eta, \theta}$ defined in Table 3 .
Finally the congruence block diagonalization of a quaternionic Hermitian positive matrix is obtained by the left folding of Theorem5.13. Similar to Corollary 5.12.1, it is a decoupled simultaneous diagonalization of the $(1, i)$ basis and $(j, k)$ basis part of a quaternionic Hermitian positive definite matrix.
Corollary 5.13.1. Fix $\eta \in\{j, k\}$. Any $n \times n$ quaternionic Hermitian positive definite matrix is congruent to a block diagonal matrix with $2 \times 2$ blocks $B_{1}^{\eta}, \ldots, B_{m}^{\eta}$ defined in Table 3, by an $n \times n$ real invertible matrix.
5.7. $\mathcal{F}_{13}:\left(\operatorname{GL}_{\beta}(n), \mathrm{U}_{\beta}(n), \mathrm{O}_{\beta}(n)\right)$.


The factorization $\mathcal{F}_{13}$ of complex and quaternionic invertible matrices has the complex and quaternionic orthogonal factors. The $\beta$-orthogonal groups are discussed in Section 2.7. As mentioned, the quaternionic orthogonal matrices do not satisfy the property $O^{T} O=I$, since the set of such quaternion matrices do not form a group. Instead, the quaternionic orthogonal matrices satisfy $O^{D_{j}} O=I$.

In this section, only $\beta=2,4$ cases are presented for $\mathcal{F}_{13}$. However if we take a closer look, the case of $\beta=1$ is identical to the invertible square $\operatorname{SVD}$ (real $\mathcal{F}_{7}$ ), since $\mathrm{U}_{\beta}(n)=\mathrm{O}_{\beta}(n)$ for $\beta=1$. Let us start with the case of $\beta=2$.

Theorem $5.14\left(\mathcal{F}_{13}\right.$, complex). For any $n \times n$ complex invertible matrix $G$, there exist

- An $n \times n$ unitary matrix $U \in \mathrm{U}(n)$,
- An $n \times n$ complex orthogonal matrix $O \in \mathrm{O}(n, \mathbb{C})$,
- A unique $n \times n$ positive diagonal matrix $\Sigma$ (up to diagonal permutation), such that the following factorization holds:

$$
\begin{equation*}
G=U \Sigma O \tag{5.24}
\end{equation*}
$$

Already introduced in 3.12 , Theorem 5.14 is another variant of the SVD with $\beta$ orthogonal groups $\mathrm{O}_{\beta}(n)$. As discussed in Section 3.6, the right folding of Theorem 5.14 is the famous Takagi factorization. Before presenting the Takagi factorization, we need a Lemma.

Lemma 5.15. The set $\left\{G^{T} G: G \in \mathrm{GL}(n, \mathbb{C})\right\}$ is equal to the set of all invertible complex symmetric matrices. In other words, for any invertible complex symmetric matrix $A$, there exists a complex invertible matrix $G$ such that $A=G^{T} G$ holds.
Proof. This is easily proved by the Takagi factorization (Theorem 5.16). However, since we will use this Lemma to prove Theorem 5.16, we proceed differently.

Select a polynomial interpolation $p$ of the matrix square root function (with analytic branches on the eigenvalues of $A$ ) on $A$, which satisfies $p(A)^{2}=A$ (for example, Lagrange-Hermite interpolating polynomial). This agrees with the usual definition of the square root of a complex matrix, see [37, Chapter 6]. Since $A$ is
complex symmetric, $p(A)$ is also complex symmetric. Thus, letting $G=p(A)$ we have $G^{T} G=G^{2}=A$.

The Takagi factorization follows from the right folding of (5.24). In [13], Theorem 5.16 is also called the symmetric singular value decomposition.

Theorem 5.16 (Takagi factorization). For any $n \times n$ square invertible complex symmetric matrix $A$, there exist a unitary matrix $U \in \mathrm{U}(n)$ and a real positive diagonal matrix $\Lambda$ such that the following factorization holds:

$$
\begin{equation*}
A=U \Lambda U^{T} \tag{5.25}
\end{equation*}
$$

Note that the transpose is the regular transpose, not the conjugate transpose.
The factorization $\mathcal{F}_{13}$ in the quaternionic case is the following.
Theorem $5.17\left(\mathcal{F}_{13}\right.$, quaternion). Fix $\eta \in\{i, j, k\}$. For any $n \times n$ quaternionic invertible matrix $G$, there exist

- An $n \times n$ quaternionic unitary matrix $U \in \mathrm{U}(n, \mathbb{H})$,
- An $n \times n$ quaternionic orthogonal matrix $O \in \mathrm{O}(n, \mathbb{H})$, i.e., $O^{D_{\eta}} O=I_{n}$,
- A unique $n \times n$ positive diagonal matrix $\Sigma$ (up to diagonal permutation), such that the following factorization holds:

$$
\begin{equation*}
G=U \Sigma O \tag{5.26}
\end{equation*}
$$

Observing the extension of a complex orthogonal matrix to a quaternionic orthogonal matrix in Section 2.7, we notice that the corresponding quaternionic extension of a complex symmetric matrix is a quaternionic $\eta$-Hermitian matrix defined in (2.6) as $M^{D_{\eta}}=M$. Indeed, the quaternionic extension of Theorem 5.16 is the right folding of Theorem 5.17 and it is pointed out by Horn and Zhang in [38]. Lemma 5.15 can also be extended to the quaternionic version as follows. (Fix $\eta=j$.)

Lemma 5.18. The set $\left\{G^{D_{j}} G: G \in \mathrm{GL}(n, \mathbb{H})\right\}$ is equal to the set of all invertible quaternionic $j$-Hermitian matrices. In other words, for any invertible quaternionic $j$-Hermitian matrix $A$, there exist a quaternionic invertible matrix $G$ such that $A=G^{D_{j}} G$ holds.
Proof. A complex matrix $[A]_{\mathbb{C}}$ has the structure $\left[\begin{array}{cc}X & \frac{Y}{X} \\ -\bar{Y}\end{array}\right]$ where $X$ is complex symmetric and $Y$ is complex skew-Hermitian. For any $k$ the matrix $\left([A]_{\mathbb{C}}\right)^{k}$ has the same block structure. As in Lemma 5.15 the square root of $[A]_{\mathbb{C}}$ can be expressed as a polynomial of $A$, thereby concluding that (a branch of ) $\left([A]_{\mathbb{C}}\right)^{\frac{1}{2}}$ has the same structure $\left[\begin{array}{cc}X & \frac{Y}{X} \\ -\bar{X}\end{array}\right]$ as above. The inverse complexify map sends this matrix to a quaternionic matrix $G$ and $G^{D_{j}} G=G^{2}=A$ holds.

Corollary 5.18.1 (Takagi factorization, quaternionic extension). Fix $\eta \in\{i, j, k\}$. Any $\eta$-Hermitian matrix $A$ can be decomposed into

$$
\begin{equation*}
A=V \Lambda V^{D_{\eta}} \tag{5.27}
\end{equation*}
$$

where $\Lambda$ is a nonnegative diagonal matrix and $V \in \mathrm{O}_{\eta}(n, \mathbb{H})$ is a quaternionic orthogonal matrix satisfying $V^{D_{\eta}} V=I_{n}$.

## 6. Matrix factorizations of symplectic matrices

In Section 6 we discuss matrix factorizations of symplectic matrices, arising from the generalized Cartan decompositions of $\operatorname{Sp}(2 n, \mathbb{R})$ and $\operatorname{Sp}(2 n, \mathbb{C})$. There are four categories, $\mathcal{F}_{14}$ to $\mathcal{F}_{17}$, including the KAK decomposition $\mathcal{F}_{14}$. As always, using the $\beta$-symbol for symplectic groups, $\operatorname{Sp}_{\beta}(2 n)$ with $\beta=1,2$, the generalized Cartan triples $\left(G, K_{\sigma}, K_{\tau}\right)$ are the following.

$$
\begin{array}{ll}
\mathcal{F}_{14}:\left(\operatorname{Sp}_{\beta}(2 n), \mathrm{U}_{2 \beta}(n), \mathrm{U}_{2 \beta}(n)\right)(\mathrm{KAK}) & \beta=1,2 \\
\mathcal{F}_{15}:\left(\operatorname{Sp}_{\beta}(2 n), \mathrm{U}_{2 \beta}(n), \mathrm{GL}_{\beta}(n)\right) & \beta=1,2 \\
\mathcal{F}_{16}:\left(\operatorname{Sp}_{\beta}(2 n), \mathrm{U}_{2 \beta}(n), \operatorname{Sp}_{\beta}(2 p) \times \operatorname{Sp}_{\beta}(2 q)\right) & \beta=1,2 \\
\mathcal{F}_{17}:\left(\operatorname{Sp}_{\beta}(2 n), \mathrm{U}_{2 \beta}(n), \operatorname{Sp}_{\beta / 2}(2 n)\right) & \beta=2
\end{array}
$$

In this section, the subgroup $K_{\sigma}=\mathrm{U}_{2 \beta}(n)$ is better understood as the $\beta$-unitary symplectic groups rather than the $2 \beta$-unitary groups. (Since they are always realified or complexified.) See Remark 2.8 for the isomorphism.
6.1. $\mathcal{F}_{14}:\left(\operatorname{Sp}_{\beta}(2 n), \mathrm{U}_{2 \beta}(n), \mathrm{U}_{2 \beta}(n)\right)$, the symplectic structured SVD.

$$
\left[\begin{array}{c} 
\\
2 n \times 2 n \\
\text { Symplectic }
\end{array}\right]=\left[\begin{array}{c}
2 n \times 2 n \\
\text { Unitary } \\
\text { Symplectic }
\end{array}\right] \cdot\left[\begin{array}{lll}
\searrow_{l} & & \\
& \sigma_{l} & \\
& & \\
& & \\
& & \frac{1}{\sigma_{l}}
\end{array}\right] \cdot\left[\begin{array}{c} 
\\
\\
\\
\\
\end{array}\right] \times 2 n \times\left[\begin{array}{c} 
\\
\text { Unitary } \\
\text { Symplectic }
\end{array}\right]
$$

The KAK decompositions of the real and the complex symplectic groups are introduced. They can be realized as special SVDs with a structure, $S=U \Sigma V$ where all $U, \Sigma, V$ are symplectic. We call this the symplectic structured SVD.

Theorem 6.1 (symplectic structured SVD, real). For any real symplectic matrix $S \in \operatorname{Sp}(2 n, \mathbb{R})$, there exists an $S V D$ of $S$,

$$
S=U\left[\begin{array}{cc}
\Sigma &  \tag{6.1}\\
& \Sigma^{-1}
\end{array}\right] V
$$

where $U, V \in \operatorname{OSp}(2 n)$ are $2 n \times 2 n$ orthogonal symplectic matrices and $\Sigma$ is an $n \times n$ positive diagonal matrix.

The complex $\mathcal{F}_{14}$ follows as the KAK decomposition of $\operatorname{Sp}(2 n, \mathbb{C}) / \operatorname{USp}(2 n)$.
Theorem 6.2 (symplectic structured SVD, complex). For any complex symplectic matrix $S \in \operatorname{Sp}(2 n, \mathbb{C})$, there exists an $S V D$ of $S$,

$$
S=U\left[\begin{array}{cc}
\Sigma &  \tag{6.2}\\
& \Sigma^{-1}
\end{array}\right] V
$$

wehre $U, V \in \operatorname{USp}(2 n)$ are $2 n \times 2 n$ unitary symplectic matrices and $\Sigma$ is an $n \times n$ positive diagonal matrix.

Remark 6.3 (three symplectic structured SVDs). The KAK decompositions of the symplectic matrices, Theorems 6.1, 6.2 and Corollary 7.4.1 (which will be introduced in Section 7.1), are the three "symplectic structured SVDs" of $\operatorname{Sp}(2 n, \mathbb{R})$, $\operatorname{Sp}(2 n, \mathbb{C})$, and $\mathrm{Sp}^{*}(2 n, \mathbb{C})$, respectively. These three SVDs have an interesting intertwining history of appearances in different languages and different fields as the following.

The real symplectic structured SVD, Theorem6.1(real $\mathcal{F}_{14}$ ), appears first in 1965 in a physics paper [3] written in French. It showed up again in 2003 80, Theorem 3] without knowing the presence of [3]. In the following Remark, we explain how Theorem 6.1 obtained the name "Bloch-Messiah decomposition" in physics.

The complex symplectic structured $S V D$, Theorem 6.2 (complex $\mathcal{F}_{14}$ ), appears first in Faßbender and Ikramov [21, Theorem 5] and referred by Mackey et al. 51]. The folding of Theorem 6.2 appears in 21, Proposition 3].

The conjugate symplectic structured SVD is similarly defined as the SVD of a conjugate symplectic matrix with $U, \Sigma, V$ being conjugate symplectic. It is Corollary 7.4.1, which will appear in Section 7.1 as an isomorphic form of complex $\mathcal{F}_{18}$. (The complex $\mathcal{F}_{18}$ first appeared in 1968 [77].) The conjugate symplectic structured SVD appears also in [80, Theorem 2] which is cited again by [51].

The symplectic structured SVD is sometimes referred as the "symplectic SVD" 51]. However as we discussed in Remark 5.2 the name "symplectic SVD" is more consistent with the factorizations in Section 5.4, which we use an alternative name "symplectic structured SVD" for these factorizations.

Remark 6.4 (Bloch-Messiah decomposition and real $\mathcal{F}_{14}$ ). In physics literature, Theorem 6.1 has the name Bloch-Messiah decomposition. In Bloch and Messiah's original paper in 1962 [9, the factorization of the Bogoliubov transformation for fermions are presented:

$$
\left[\begin{array}{cc}
A & \bar{B}  \tag{6.3}\\
B & \bar{A}
\end{array}\right]=\left[\begin{array}{cc}
U & \\
& \bar{U}
\end{array}\right]\left[\begin{array}{cc}
C & S \\
-S & C
\end{array}\right]\left[\begin{array}{cc}
V & \\
& \bar{V}
\end{array}\right],
$$

where $U, V$ are $n \times n$ unitary matrices and $M_{f}=\left[\begin{array}{c}A \\ B \\ B\end{array}\right] \in \mathrm{U}(2 n)$ is implied from the anticommutator conserving property (the Bogoliubov transformation $M_{f}$ for fermions). In fact, (6.3) is an isomorphic form of complexified Theorem 4.2, quaternion $\mathcal{F}_{1}$, the KAK decomposition of the compact symmetric space CI. Notice that the noncompact dual of the quaternion $\mathcal{F}_{1}$ is Theorem 6.1 real $\mathcal{F}_{14}$.

Later in 1965 the result has been extended to bosons [3. The commutator conserving property (the Bogoliubov transformation $M_{b}$ for bosons) implies $M_{b}=$ $\left[\begin{array}{ll}A & \bar{B} \\ B & \frac{A}{A}\end{array}\right] \in \mathrm{U}(n, n)$. The set of such $M_{b}$ (which is a subset of $\mathrm{U}(n, n)$ ) is isomorphic to the group $\operatorname{Sp}(2 n, \mathbb{R}){ }^{31}$ Thus, a factorization similar to 6.3 is transformed to the current Bloch-Messiah decomposition, Theorem 6.1, as presented in (4.23) of [3]. In language of our paper this extension to bosons is equivalent to the extension of the KAK decomposition to the noncompact dual.
6.2. $\mathcal{F}_{15}:\left(\operatorname{Sp}_{\beta}(2 n), \mathrm{U}_{2 \beta}(n), \mathrm{GL}_{\beta}(n)\right)$.


[^21]The factorization $\mathcal{F}_{15}$ of real and complex symplectic matrices is the $\mathrm{K}_{1} \mathrm{AK}_{2}$ decomposition of the symplectic group. First we start with the real symplectic matrices.

Theorem $6.5\left(\mathcal{F}_{15}\right.$, real). For any $2 n \times 2 n$ real symplectic matrix $S \in \operatorname{Sp}(2 n, \mathbb{R})$, there exist

- A $2 n \times 2 n$ orthogonal symplectic matrix $O \in \operatorname{OSp}(2 n)$,
- An $n \times n$ real invertible matrix $G \in \operatorname{GL}(n, \mathbb{R})$
- $n$ unique (up to order and signs) real numbers $\theta_{1}, \ldots, \theta_{n}$,
such that the following factorization holds:

$$
S=O\left[\begin{array}{ll}
C h & S h  \tag{6.4}\\
S h & C h
\end{array}\right]\left[\begin{array}{ll}
G & \\
& G^{-T}
\end{array}\right] .
$$

where $C h, S h$ are $n \times n$ diagonal matrices with $\cosh , \sinh$ values of $\theta_{1}, \ldots, \theta_{n}$.
Observe that the matrix $\operatorname{diag}\left(G, G^{-T}\right)$ is a block diagonal symplectic matrix. The immediate corollary is again obtained by the left folding, $S \mapsto S^{T} S$. The symplectic Cholesky factorization [25] guarantees the left folding of Theorem 6.5 to cover the whole set of symmetric positive definite symplectic matrices.

Corollary 6.5.1. For any symmetric positive definite symplectic matrix $A$, we have the following factorization:

$$
A=\left[\begin{array}{ll}
G^{T} &  \tag{6.5}\\
& G^{-1}
\end{array}\right]\left[\begin{array}{ll}
C h & S h \\
S h & C h
\end{array}\right]\left[\begin{array}{ll}
G & \\
& G^{-T}
\end{array}\right]
$$

where $G$ is some $n \times n$ real invertible matrix and $C h, S h$ are cosh, sinh diagonal matrices as usual.

Complex analogues of Theorem 6.5 and Corollary 6.5.1 are the following.
Theorem $6.6\left(\mathcal{F}_{15}\right.$, complex). For any $2 n \times 2 n$ complex symplectic matrix $S \in$ $\operatorname{Sp}(2 n, \mathbb{C})$, there exist

- A $2 n \times 2 n$ unitary symplectic matrix $U \in \mathrm{USp}(2 n)$,
- An $n \times n$ complex invertible matrix $G \in \mathrm{GL}(n, \mathbb{C})$
- $n$ unique (up to order and signs) real numbers $\theta_{1}, \ldots, \theta_{n}$,
such that the following factorization holds:

$$
S=U\left[\begin{array}{ll}
C h & S h  \tag{6.6}\\
S h & C h
\end{array}\right]\left[\begin{array}{ll}
G & \\
& G^{-T}
\end{array}\right]
$$

Note that the transpose is not the conjugate transpose.
Corollary 6.6.1. For any Hermitian positive definite symplectic matrix $A$, we have the following factorization:

$$
A=\left[\begin{array}{ll}
G^{T} &  \tag{6.7}\\
& G^{-1}
\end{array}\right]\left[\begin{array}{ll}
C h & S h \\
S h & C h
\end{array}\right]\left[\begin{array}{ll}
\bar{G} & \\
& G^{-H}
\end{array}\right]
$$

where $G$ is some $n \times n$ complex invertible matrix and $C h, S h$ are cosh, sinh diagonal matrices as usual.
6.3. $\mathcal{F}_{16}:\left(\operatorname{Sp}_{\beta}(2 n), \mathrm{U}_{2 \beta}(n), \operatorname{Sp}_{\beta}(2 p) \times \mathrm{Sp}_{\beta}(2 q)\right)$.


Suppose $n=p+q, p \geq q$. In $\mathcal{F}_{16}$ we decompose $2 n \times 2 n$ symplectic matrices into smaller symplectic matrices of sizes $2 p \times 2 p$ and $2 q \times 2 q$. Let us first define a permutation matrix $P_{p, q}$.

$$
P_{p, q}:=\overbrace{\left[\begin{array}{cccc}
I_{p} & 0 & 0 & 0 \\
0 & 0 & I_{p} & 0  \tag{6.8}\\
0 & I_{q} & 0 & 0 \\
0 & 0 & 0 & I_{q}
\end{array}\right] \overbrace{\} p}^{q} \overbrace{\}}^{q} q_{q}}^{q}
$$

The map $A \mapsto P_{p, q}^{T} A P_{p, q}$ does the following.
where the sizes of $A_{j}, B_{j}, C_{j}, D_{j}$ are $p \times p, p \times q, q \times p, q \times q$, respectively. With the permutation matrix $P_{p, q}$, we can state the factorization $\mathcal{F}_{16}$ as follows.

Theorem $6.7\left(\mathcal{F}_{16}\right.$, real/complex). Let $P=P_{p, q}$ and $f: A \mapsto P^{T} A P$. For any $2 n \times 2 n$ real (resp. complex) symplectic matrix $S \in \operatorname{Sp}(2 n, \mathbb{R})$ (resp. $S \in \operatorname{Sp}(2 n, \mathbb{C})$ ), there exist

- $A 2 n \times 2 n$ orthogonal (resp. unitary) symplectic matrix $U$,
- Two real (resp. complex) symplectic matrices $S_{p} \in \operatorname{Sp}(2 p, \mathbb{R})$ and $S_{q} \in$ $\mathrm{Sp}(2 q, \mathbb{R})$ (resp. $S_{p} \in \operatorname{Sp}(2 p, \mathbb{C})$ and $S_{q} \in \operatorname{Sp}(2 q, \mathbb{C})$ ),
- $q$ unique (up to order and signs) real numbers $\theta_{1}, \ldots, \theta_{q}$,
such that the following factorization holds:

$$
S=U\left[\begin{array}{ll}
H &  \tag{6.10}\\
& H^{-1}
\end{array}\right] f\left(\left[\begin{array}{lll}
S_{p} & \\
& S_{q}
\end{array}\right]\right)=U\left[\begin{array}{cccccc}
C h & & S h & & & \\
S h & I_{p-q} & & & & \\
& & C h & & & \\
& & & C h & & \\
& & & & & \\
& & & & & \\
& & & & \\
& &
\end{array}\right]\left[\begin{array}{cccc}
X_{1} & 0 & X_{2} & 0 \\
0 & Y_{1} & 0 & Y_{2} \\
X_{3} & 0 & X_{4} & 0 \\
0 & Y_{3} & 0 & Y_{4}
\end{array}\right],
$$

where $S_{p}=\left[\begin{array}{ll}X_{1} & X_{2} \\ X_{3} & X_{4}\end{array}\right]$ and $S_{q}=\left[\begin{array}{cc}Y_{1} & Y_{2} \\ Y_{3} & Y_{4}\end{array}\right]$. The blocks $X_{j}$ 's are $p \times p$ and $Y_{j}$ 's are $q \times q$.
6.4. $\mathcal{F}_{17}:\left(\operatorname{Sp}_{\beta}(2 n), \mathrm{U}_{2 \beta}(n), \operatorname{Sp}_{\beta / 2}(2 n)\right)$.


The factorization $\mathcal{F}_{17}$ is a matrix factorization of complex symplectic matrices. As $\operatorname{Sp}(2 n, \mathbb{R}) \subset \operatorname{Sp}(2 n, \mathbb{C})$, the real symplectic factor of a complex symplectic matrix is factored out in $\mathcal{F}_{17}$. The factorization $\mathcal{F}_{17}$ is as follows.

Theorem $6.8\left(\mathcal{F}_{17}\right.$, complex). For any $2 n \times 2 n$ complex symplectic matrix $S \in$ $\mathrm{Sp}(2 n, \mathbb{C})$, there exist

- A unitary symplectic matrix $U \in \operatorname{USp}(2 n)$,
- A real symplectic matrix $Y \in \operatorname{Sp}(2 n, \mathbb{R})$
- $n$ unique (up to order and signs) real numbers $\theta_{1}, \ldots, \theta_{n}$,
such that the following factorization holds:

$$
S=U\left[\begin{array}{rr}
C h & i S h  \tag{6.11}\\
-i S h & C h
\end{array}\right] Y
$$

This is in fact Theorem $5.12\left(\mathcal{F}_{12}\right.$ real $)$ with the additional symplectic structure. (In $\mathcal{F}_{12}$, an alternative selection of the maximal abelian subgroup $A=$ \{All $\left.\left[\begin{array}{c}C h \\ -i S h \\ C h\end{array}\right]\right\}$ is equivalent to the subgroup $A$ in Theorem 6.8.) Similar to Corollary 5.12.1, the left folding of Theorem 6.8 is the decoupling of real and imaginary parts of a Hermitian positive definite symplectic matrix.

Corollary 6.8.1. Any $2 n \times 2 n$ Hermitian positive definite symplectic matrix $A$ is congruent to a tridiagonal matrix of the form $\left[\begin{array}{cc}C h & i S h \\ -i S h & C h\end{array}\right]$ where $C h, S h$ are $n \times n$ cosh, sinh diagonal matrices. The congruence transformation is done by a $2 n \times 2 n$ real symplectic matrix.

A decoupling of the real and the imaginary part for a given Hermitian positive definite symplectic matrix $A\left(A^{H}=A\right.$ and $\left.A^{T} J A=J\right)$ is,

$$
\Re(A)=S^{T}\left[\begin{array}{ll}
C h &  \tag{6.12}\\
& C h
\end{array}\right] S, \quad \Im(A)=S^{T}\left[\begin{array}{ll} 
& S h \\
-S h &
\end{array}\right] S
$$

where $S$ is some $2 n \times 2 n$ real symplectic matrix.

## 7. Matrix factorizations of indefinite orthogonal/unitary matrices

In this section we discuss the matrix factorizations of indefinite orthogonal and unitary matrices, $\mathcal{F}_{18}$ to $\mathcal{F}_{22}$. Let $n=p+q$ with $p \geq q$. Again we categorize the $\mathrm{K}_{1} \mathrm{AK}_{2}$ decompositions into five categories, including the KAK decomposition $\left(\mathcal{F}_{18}\right.$, the HCSD). The generalized Cartan triple $\left(G, K_{\sigma}, K_{\tau}\right)$ of the five categories
are the following:

$$
\begin{array}{ll}
\mathcal{F}_{18}:\left(\mathrm{U}_{\beta}(p, q), \mathrm{U}_{\beta}(p) \times \mathrm{U}_{\beta}(q), \mathrm{U}_{\beta}(p) \times \mathrm{U}_{\beta}(q)\right)(\mathrm{KAK}=\mathrm{HCSD}) & \beta=1,2,4 \\
\mathcal{F}_{19}:\left(\mathrm{U}_{\beta}(p, q), \mathrm{U}_{\beta}(p) \times \mathrm{U}_{\beta}(q), \mathrm{U}_{\beta}\left(p_{1}, q_{1}\right) \times \mathrm{U}_{\beta}\left(p_{2}, q_{2}\right)\right) & \beta=1,2,4 \\
\mathcal{F}_{20}:\left(\mathrm{U}_{\beta}(2 p, 2 q), \mathrm{U}_{\beta}(2 p) \times \mathrm{U}_{\beta}(2 q), \mathrm{U}_{2 \beta}(p, q)\right) & \beta=1,2 \\
\mathcal{F}_{21}:\left(\mathrm{U}_{\beta}(n, n), \mathrm{U}_{\beta}(n) \times \mathrm{U}_{\beta}(n), \mathrm{O}_{2 \beta}(n)\right) & \beta=1,2 \\
\mathcal{F}_{22}:\left(\mathrm{U}_{\beta}(p, q), \mathrm{U}_{\beta}(p) \times \mathrm{U}_{\beta}(q), \mathrm{U}_{\beta / 2}(p, q)\right) & \beta=2,4
\end{array}
$$

7.1. $\mathcal{F}_{18}:\left(\mathrm{U}_{\beta}(p, q), \mathrm{U}_{\beta}(p) \times \mathrm{U}_{\beta}(q), \mathrm{U}_{\beta}(p) \times \mathrm{U}_{\beta}(q)\right)$, the hyperbolic CSD.


The KAK decomposition of the indefinite orthogonal, indefinite unitary and quaternionic indefinite unitary group is the hyperbolic CS decomposition (HCSD). In Wigner's 1968 work [77, Eq.16] the real and the complex HCSD appeared as a counterpart of the CSD. Interestingly Wigner did not notice the CSD and the HCSD as an examples of the KAK decomposition, which was implicit in Helgason's work he cited. Rather he mentioned how it looked similar to the Iwasawa decomposition 32 appeared in Helgason's work. See Section 9 for details.

The HCSD (Theorem 7.1) was also derived as an example of the KAK decomposition in Representation theory literature, e.g., Vilenkin's book [75]. In numerical linear algebra context it was introduced (with the name "hyperbolic CS decomposition") by Grimme, Sorensen and Van Dooren [28, Lemma 6], with algorithmic considerations coming thereafter by Stewart and Van Dooren 69.

As we mentioned in Section 2.5, the HCSD is the hyperbolic analogue of the CSD. (See Remark 7.2 for the dual relationship.) Let $n=p+q$ and assume $p \geq q$ as always. We state the HCSD (all three $\beta$ 's) as follows.

Theorem $7.1\left(\mathcal{F}_{18}, \mathrm{HCSD}\right)$. Fix $\beta=1,2,4$. For any $\beta$-indefinite unitary matrix $G \in \mathrm{U}_{\beta}(p, q)$, we have the following factorization:

$$
G=\left[\begin{array}{c:c}
U_{p} & { }_{2}  \tag{7.1}\\
\hdashline & U_{q}
\end{array}\right]\left[\begin{array}{cc:c}
C h & & S h \\
\hdashline S h & I_{\underline{p}-q} & \\
\hdashline & C \bar{h}^{-}
\end{array}\right]\left[\begin{array}{c:c}
U_{p_{-}}^{\prime} & \\
\hdashline & U_{q}^{\prime}
\end{array}\right],
$$

[^22]where $U_{p}, U_{p}{ }^{\prime} \in \mathrm{U}_{\beta}(p)$ and $U_{q}, U_{q}{ }^{\prime} \in \mathrm{U}_{\beta}(q)$. The matrices $C h$, Sh are $q \times q$ diagonal matrices with cosh, sinh values (of $q$ unique angles, up to order and signs) on their diagonals, respectively.

The folding (for the KAK decomposition, the left and the right folding are equivalent) of the HCSD can be used to obtain the general nonsquare SVD, as is hinted in an equation of Wigner's work [77, Eq.29] but one has to recognize that the top right block, say, can be an arbitrary $p \times q$ matrix.

The collection of all $G^{T} G$ for $G \in \mathrm{O}(p, q)$ is the following:

$$
\left\{G^{T} G \mid G \in \mathrm{O}(p, q)\right\}=\left\{\left.\left[\begin{array}{cc}
\sqrt{I+X X^{T}} & X  \tag{7.2}\\
X^{T} & \sqrt{I+X^{T} X}
\end{array}\right] \right\rvert\, X \in \mathbb{R}^{p \times q}\right\} .
$$

This can also be realized as the representatives of the noncompact symmetric space type BDI. The folded factorization follows.
Corollary 7.1.1 (nonsquare SVD). For any matrix in $X \in \mathbb{R}^{p \times q}$, we have the following factorization:

$$
\left[\begin{array}{c:c}
\sqrt{I+X X^{T}} & X  \tag{7.3}\\
\hdashline X^{T} & \sqrt{I+X^{T} X}
\end{array}\right]=\left[\begin{array}{c:c}
U & \\
\hdashline & \bar{V}^{-}
\end{array}\right]\left[\begin{array}{cc:c}
C h & & S h \\
\hdashline & I_{\underline{p}-q} & \\
\hdashline S h & C \bar{h}
\end{array}\right]\left[\begin{array}{c:c}
U & \\
\hdashline & V_{-}^{-}
\end{array}\right]^{T} .
$$

The decomposition of the upper right $p \times q$ block, $X=U \cdot S h \cdot V^{T}$, represents the $S V D$ of any $p \times q$ real matrix.

It is a well-known fact that the eigendecomposition of the matrix $\left[\begin{array}{cc}0 & X \\ X^{\dagger} & 0\end{array}\right]$ is an equivalent form of the singular value decomposition ${ }^{33}$ What seems to not be so well-known is that taking the exponential also is an equivalent form of the singular value decomposition. Corollary 7.1.1 is an explicit exponentiation which can be viewed in multipe ways:

- The SVD can be read directly off the top right and bottom left block entries, for any matrix. (With $S h$ playing the role of $\Sigma$.)
- The diagonal block entries (after squaring and subtracting the identity $I$ ) together give the familiar $X X^{\dagger}$ and $X^{\dagger} X$ versions of the SVD often taught in elementary linear algebra textbooks.
Remark 7.2 (dual relationship between the CSD and the HCSD). The noncompactness of $\mathrm{O}(p, q)$ and the dual relationship between $\mathrm{O}(n), \mathrm{O}(p, q)$ can be better understood by comparing the CSD and the HCSD. For a fixed set of matrices $O_{p}, O_{p}^{\prime} \in \mathrm{O}(p), O_{q}, O_{q}^{\prime} \in \mathrm{O}(q)$ and a fixed real vector $\theta \in \mathbb{R}^{q}$, we can define the orthogonal matrix $O_{n}$ and the indefinite orthogonal matrix $O_{p, q}$ with the CSD and the HCSD, respectively,

$$
\begin{aligned}
& O_{n}=\left[\begin{array}{ll}
O_{p} & \\
& O_{q}
\end{array}\right]\left[\begin{array}{ccc}
C & & S \\
& I_{p-q} & \\
-S & & C
\end{array}\right]\left[\begin{array}{ll}
O_{p}{ }^{\prime} & \\
& O_{q}{ }^{\prime}
\end{array}\right], \\
& O_{p, q}=\left[\begin{array}{ll}
O_{p} & \\
& O_{q}
\end{array}\right]\left[\begin{array}{lll}
C h & & S h \\
& I_{p-q} & \\
S h & & C h
\end{array}\right]\left[\begin{array}{ll}
O_{p}{ }^{\prime} & \\
& O_{q}{ }^{\prime}
\end{array}\right]
\end{aligned}
$$

[^23]with the cosine/sine diagonal matrices $C, S$ and the hyperbolic cosine/sine diagonal matrice $C h, S h$. As we make an increasing sequence of $\theta$ we obtain diverging sequence of matrices $O_{p, q}$ while the compact dual $O_{n}$ converges due to the compactness of the trigonometric functions.

Remark 7.3 (real perplectic group and $\left.\mathrm{O}\left(\left\lceil\frac{n}{2}\right\rceil,\left\lfloor\frac{n}{2}\right\rfloor\right)\right)$. Recall the matrix $E_{n}$ with 1's on its antidiagonal, defined in 2.13. Let $m_{1}=\left\lceil\frac{n}{2}\right\rceil, m_{2}=\left\lfloor\frac{n}{2}\right\rfloor$. Then the matrix $V=$ $\frac{1}{\sqrt{2}}\left(I_{m_{1}, m_{2}}+E_{n}\right)$ is the eigenvector matrix (if $n$ is odd set the ( $m_{1}, m_{1}$ ) entry of $V$ to 1 for normalization) of $E_{n}$, with the eigendecomposition $E_{n}=V I_{m_{1}, m_{2}} V^{T}$. The map $A \mapsto V A V^{T}$ is the isomorphism that sends $\mathrm{O}\left(\left\lceil\frac{n}{2}\right\rceil,\left\lfloor\frac{n}{2}\right\rfloor\right)$ to the real perplectic group. Applying the map to the real $\mathcal{F}_{18}$ factorization we obtain the SVD of a perplectic matrix with all factors preserving the perplectic structure. (Similar isomorphism of factorizations have been pointed out by Kleinsteuber in his doctoral thesis [44. He discusses the isomorphism of the folded Lie algebra decompositions between real perplectic and indefinite orthogonal matrices, see Example 4.2 of [44].)

Corollary 7.3.1 (perplectic structured SVD, real). Let $n$ be even so that $m=$ $m_{1}=m_{2}$. For an $n \times n$ real perplectic matrix $P$, there exist

- Two $n \times n$ perplectic orthogonal matrices $O_{1}, O_{2}$
- An $n \times n$ positive diagonal matrix $\Sigma=\operatorname{diag}\left(\sigma_{1}, \cdots, \sigma_{m}, \frac{1}{\sigma_{m}}, \cdots, \frac{1}{\sigma_{1}}\right)$,
such that $P=O_{1} \Sigma O_{2}$ is the SVD of $P$ with all three factors $O_{1}, \Sigma, O_{2}$ being perplectic. (For an odd $n$, we put 1 between $\sigma_{m}$ and $\frac{1}{\sigma_{m}}$ in $\Sigma$.)

Remark 7.4 (conjugate symplectic group and $\mathrm{U}(n, n)$ ). Recall the conjugate symplectic group $\mathrm{Sp}^{*}(2 n, \mathbb{C})$ in Remark 2.7 . Following Remark 7.3 , we can similarly compute the isomorphism between $\mathrm{Sp}^{*}(2 n, \mathbb{C})$ and $\mathrm{U}(n, n)$. Let $V=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}I_{n} & -i I_{n} \\ -i I n & I_{n}\end{array}\right]$. Then $V$ is unitary and the eigendecomposition $i J_{n}=V I_{n, n} V^{H}$ holds. The isomorphism $A \mapsto V A V^{H}$ sends $\mathrm{U}(n, n)$ to $\mathrm{Sp}^{*}(2 n, \mathbb{C})$. Applying this isomorphism, an isomorphic form of the complex HCSD (complex $\mathcal{F}_{18}$ ) is obtained. It is the conjugate symplectic structured SVD. (The symplectic structured SVDs are discussed in Remark 6.3.)

Corollary 7.4.1 (conjugate symplectic structured SVD). For any $2 n \times 2 n$ conjugate symplectic matrix $S$, there exist,

- Two $2 n \times 2 n$ conjugate symplectic and unitary matrix $U, V$,
- A positive diagonal matrix $\Sigma=\operatorname{diag}\left(\sigma_{1}, \cdots, \sigma_{n}, \frac{1}{\sigma_{1}}, \cdots, \frac{1}{\sigma_{n}}\right)$,
such that $S=U \Sigma V$ is the $S V D$ of $S$ with all three factors $U, \Sigma, V$ remains conjugate symplectic.
7.2. $\mathcal{F}_{19}:\left(\mathrm{U}_{\beta}(p, q), \mathrm{U}_{\beta}(p) \times \mathrm{U}_{\beta}(q), \mathrm{U}_{\beta}\left(p_{1}, q_{1}\right) \times \mathrm{U}_{\beta}\left(p_{2}, q_{2}\right)\right)$.


The factorization $\mathcal{F}_{19}$ of indefinite orthogonal/unitary matrices is introduced. Let $p_{1}+p_{2}=p$ and $q_{1}+q_{2}=q$ be the partitions of $p, q$. With these four integers, we define two permutation matrices $P_{1}$ and $P_{2}$.

$$
P_{1}:=\left[\begin{array}{cccc}
I_{p_{1}} & 0 & 0 & 0  \tag{7.4}\\
0 & 0 & I_{q_{1}} & 0 \\
0 & I_{p_{2}} & 0 & 0 \\
0 & 0 & 0 & I_{q_{2}}
\end{array}\right], \quad P_{2}:=\left[\begin{array}{cccc}
I_{p_{1}} & 0 & 0 & 0 \\
0 & 0 & 0 & I_{q_{2}} \\
0 & I_{p_{2}} & 0 & 0 \\
0 & 0 & I_{q_{1}} & 0
\end{array}\right]
$$

Similar to the map 6.9), the map $A \mapsto P_{1}^{T} A P_{1}$ does the following permutation to a block diagonal matrix.

In particular, a matrix $A \in \mathrm{O}\left(p_{1}, q_{1}\right) \times \mathrm{O}\left(p_{2}, q_{2}\right)$ permuted to an element in $\mathrm{O}(p, q)$ with 7.5 , as we can see in the block structure. Also the map $A \mapsto P_{2}^{T} A P_{2}$ does the following.

The factorization $\mathcal{F}_{19}$ of indefinite orthogonal matrices is as follows.
Theorem $7.5\left(\mathcal{F}_{19}\right.$, real/complex/quaternion). For a fixed $\beta=1,2,4$, let $m_{1}=$ $\min \left(p_{1}, q_{2}\right)$ and $m_{2}=\min \left(p_{2}, q_{1}\right)$. For any $\beta$-indefinite unitary matrix $U \in \mathrm{U}_{\beta}(p, q)$, there exist

- Two $\beta$-unitary matrices $U_{p} \in \mathrm{U}_{\beta}(p), U_{q} \in \mathrm{U}_{\beta}(q)$,
- Two $\beta$-indefinite unitary matrices $V_{1} \in \mathrm{U}_{\beta}\left(p_{1}, q_{1}\right), V_{2} \in \mathrm{U}_{\beta}\left(p_{2}, q_{2}\right)$,
- $m_{1}$ unique (up to order and signs) real numbers $\theta_{1}, \ldots, \theta_{m_{1}}$,
- $m_{2}$ unique (up to order and signs) real numbers $\gamma_{1}, \ldots, \gamma_{m_{2}}$,
such that the following factorization holds:

$$
U=\left[\begin{array}{ll}
U_{p} &  \tag{7.7}\\
& U_{q}
\end{array}\right] P_{2}^{T}\left[\begin{array}{ll}
H^{\theta} & \\
& H^{\gamma}
\end{array}\right] P_{2} V
$$

where $H^{\theta}=H_{\max \left(p_{1}, q_{2}\right), m_{1}}^{\theta}$ and $H^{\gamma}=H_{\max \left(p_{2}, q_{1}\right), m_{2}}^{\gamma}$, and $V$ is the permuted $\operatorname{diag}\left(V_{1}, V_{2}\right)$ by the transformation (7.5),

$$
V:=P_{1}^{T}\left[\begin{array}{ll}
V_{1} &  \tag{7.8}\\
& V_{2}
\end{array}\right] P_{1}
$$

Again, refer to Table 2 for $\beta$-symbols of Lie groups.
The block structure of the matrix $P_{2}^{T}\left[\begin{array}{ll}H^{\theta} & \\ H^{\gamma}\end{array}\right] P_{2}$ depend on the partitions $\left(p_{1}, p_{2}\right),\left(q_{1}, q_{2}\right)$. For example, if $p_{1} \geq q_{2}=m_{1}$ and $p_{2} \geq q_{1}=m_{2}$ we have

$$
P_{2}^{T}\left[\begin{array}{ll}
H^{\theta} &  \tag{7.9}\\
& H^{\gamma}
\end{array}\right] P_{2}=\left[\begin{array}{llll}
C h_{q_{2}} & & & S h_{q_{2}} \\
& I_{p_{1}-q_{2}} & & \\
S h_{q_{2}} & & & \\
& & & \\
p_{2}, q_{1} & \\
q_{q_{2}}
\end{array}\right]
$$

Essentially, the factorization $\mathcal{F}_{19}$ is a breakdown of the signature (more precisely the signature of the corresponding sesquilinear form) $(p, q)$ of the indefinite metric into smaller indefinite metrics with signatures $\left(p_{1}, q_{1}\right)$ and $\left(p_{2}, q_{2}\right)$. The complex and quaternionic versions of $\mathcal{F}_{19}$ is similar, as follows.
7.3. $\mathcal{F}_{20}:\left(\mathrm{U}_{\beta}(2 p, 2 q), \mathrm{U}_{\beta}(2 p) \times \mathrm{U}_{\beta}(2 q), \mathrm{U}_{2 \beta}(p, q)\right)$.


The factorization $\mathcal{F}_{20}$ of indefinite orthogonal/unitary matrices is introduced. The realify and complexify maps are used throughout the section. We again use the permutation matrix $P_{p, q}$ defined in 6.8), Section 6.3. For $\mathcal{F}_{20}$, the following block permutation map $A \mapsto P_{p, q} A P_{p, q}^{T}$ is used:

The factorization $\mathcal{F}_{20}$ of indefinite orthogonal matrices is as follows.
Theorem $7.6\left(\mathcal{F}_{20}\right.$, real). Let $f: A \mapsto P_{p, q} A P_{p, q}^{T}$ be the map 7.10. For any $2 n \times 2 n$ indefinite orthogonal matrix $O \in \mathrm{O}(2 p, 2 q)$, there exist

- Two orthogonal matrices $O_{2 p} \in \mathrm{O}(2 p), O_{2 q} \in \mathrm{O}(2 q)$,
- An $n \times n$ indefinite unitary matrix $V \in \mathrm{U}(p, q)$,
- $q$ unique (up to order and signs) real numbers $\theta_{1}, \ldots, \theta_{q}$,
such that the following factorization holds:

$$
O=\left[\begin{array}{ll}
O_{2 p} &  \tag{7.11}\\
& O_{2 q}
\end{array}\right]\left[\begin{array}{cc}
I_{p-q} & \\
& H_{p+q, 2 q}^{\delta}
\end{array}\right] f\left([V]_{\mathbb{R}}\right)
$$

where $\delta=\left(\theta_{1}, \ldots, \theta_{q},-\theta_{1}, \ldots,-\theta_{q}\right) \in \mathbb{R}^{2 q}$.
Note that $[V]_{\mathbb{R}}$ in Theorem 7.6 is a $2 n \times 2 n$ matrix that satisfies

$$
[V]_{\mathbb{R}}^{T} \Phi[V]_{\mathbb{R}}=\Phi, \quad \text { where } \Phi=\operatorname{diag}\left(I_{p},-I_{q}, I_{p},-I_{q}\right)
$$

The tridiagonal matrix $\left[\begin{array}{cc}I_{p-q} & \\ & H_{p+q, 2 q}^{\delta}\end{array}\right]$ has the following block structure:

$$
\left[\begin{array}{ll}
I_{p-q} &  \tag{7.12}\\
& H_{p+q, 2 q}^{\delta}
\end{array}\right]=\left[\begin{array}{cccccc}
I_{p-q} & & & 0 & & \\
& C h & & & S h & \\
0 & & C h & & I_{p-q} & \\
& S h & & -S h \\
& & -S h & & C h & C h
\end{array}\right],
$$

where $C h, S h$ are cosh, $\sinh$ matrices of $\theta_{1}, \cdots, \theta_{q}$. The complex $\mathcal{F}_{20}$ follows similarly.

Theorem $7.7\left(\mathcal{F}_{20}\right.$, complex). Let $f: A \mapsto P_{p, q} A P_{p, q}^{T}$ be the map 7.10). For any $2 n \times 2 n$ complex indefinite unitary matrix $U \in \mathrm{U}(2 p, 2 q)$, there exist

- Two unitary matrices $U_{2 p} \in \mathrm{U}(2 p), U_{2 q} \in \mathrm{U}(2 q)$,
- An $n \times n$ quaternionic indefinite unitary matrix $V \in \mathrm{U}(p, q, \mathbb{H})$,
- $q$ unique (up to order and signs) real numbers $\theta_{1}, \ldots, \theta_{q}$,
such that the following factorization holds:

$$
U=\left[\begin{array}{ll}
U_{2 p} &  \tag{7.13}\\
& U_{2 q}
\end{array}\right]\left[\begin{array}{ll}
I_{p-q} & \\
& H_{p+q, 2 q}^{\delta}
\end{array}\right] f\left([V]_{\mathbb{C}}\right)
$$

where $\delta=\left(\theta_{1}, \ldots, \theta_{q},-\theta_{1}, \ldots, \theta_{q}\right) \in \mathbb{R}^{2 q}$.
Note that a $2 n \times 2 n$ matrix $[V]_{\mathbb{C}}$ in Theorem 7.7 satisfies the relationship

$$
[V]_{\mathbb{C}}^{H} \Phi[V]_{\mathbb{C}}=\Phi, \quad \text { where } \Phi=\operatorname{diag}\left(I_{p},-I_{q}, I_{p},-I_{q}\right) \text {. }
$$

7.4. $\mathcal{F}_{21}:\left(\mathrm{U}_{\beta}(n, n), \mathrm{U}_{\beta}(n) \times \mathrm{U}_{\beta}(n), \mathrm{O}_{2 \beta}(n)\right)$.


The factorization $\mathcal{F}_{21}$ is a factorization of $2 n \times 2 n$ indefinite orthogonal/unitary matrices with the signature $(n, n)$. The realify and complexify maps $[\cdot]_{\mathbb{R}}$ and $[\cdot]_{\mathbb{C}}$ (see $2.2,2.2$ ) are used on the $n \times n 2 \beta$-orthogonal matrices.

Theorem $7.8\left(\mathcal{F}_{21}\right.$, real). For any $2 n \times 2 n$ indefinite orthogonal matrix $O \in$ $\mathrm{O}(n, n)$, there exist

- Two $n \times n$ orthogonal matrices $O_{1}, O_{2} \in \mathrm{O}(n)$,
- An $n \times n$ complex orthogonal matrix $V$,
- $n$ unique (up to order and signs) real numbers $\theta_{1}, \ldots, \theta_{n}$, such that the following factorization holds:

$$
O=\left[\begin{array}{cc}
O_{1} &  \tag{7.14}\\
& O_{2}
\end{array}\right]\left[\begin{array}{cc}
C h & S h \\
S h & C h
\end{array}\right][V]_{\mathbb{R}}
$$

Since the group $\mathrm{O}(n, n)$ is isomporphic to the real perplectic group, we also obtain a matrix factorization of real perplectic matrices. Under the isomorphism that sends $\mathrm{O}(n, n)$ to the real perplectic group (see Remark 7.3), the matrix $V \in \mathrm{O}(n, \mathbb{C})$ becomes a realified complex perplectic matrix. Choose a subgroup $A$ (recall that the choice of $\mathfrak{a}$ is not unique) such that the elements of $A$ are the matrices with the diagonal (cosh) and antidiagonal (sinh) values being nonzero. See 3.9) for such an example. Then, an isomorphic form of $\mathcal{F}_{21}$ follows as a matrix factorization of a real perplectic matrix.
Corollary 7.8.1 $\left(\mathcal{F}_{21}\right.$, real perplectic). For any $2 n \times 2 n$ real perplectic matrix $P$, there exist

- $A 2 n \times 2 n$ real perplectic orthogonal matrix $O$,
- An $n \times n$ complex perplectic matrix $V$,
- $n$ unique (up to order and signs) real numbers $\theta_{1}, \ldots, \theta_{n}$,
such that the following factorization holds:

$$
P=O\left[\begin{array}{ll}
\Sigma &  \tag{7.15}\\
& \Sigma^{-1}
\end{array}\right][V]_{\mathbb{R}} .
$$

The complex $\mathcal{F}_{21}$ is the following.
Theorem 7.9 ( $\mathcal{F}_{21}$, complex). For any $2 n \times 2 n$ indefinite unitary matrix $U \in$ $\mathrm{U}(n, n)$, there exist

- Two $n \times n$ unitary matrices $U_{1}, U_{2} \in \mathrm{U}(n)$,
- An $n \times n$ quaternionic orthogonal matrix $V$ such that $V^{D_{i}} V=I_{n}$,
- $n$ unique (up to order and signs) real numbers $\theta_{1}, \ldots, \theta_{n}$, such that the following factorization holds:

$$
U=\left[\begin{array}{ll}
U_{1} &  \tag{7.16}\\
& U_{2}
\end{array}\right]\left[\begin{array}{ll}
C h & S h \\
S h & C h
\end{array}\right][V]_{\mathrm{C}} .
$$

Similar to Corollary 7.8.1, the isomorphism between $\mathrm{U}(n, n)$ and $\operatorname{Sp}^{*}(2 n, \mathbb{C})$ obtains another matrix factorization. Under the map which sends $\mathrm{U}(n, n)$ to $\mathrm{Sp}^{*}(2 n, \mathbb{C})$, the matrix $V$ in Theorem 7.9 becomes a complex orthogonal and conjugate symplectic matrix. We omit the detail.
7.5. $\mathcal{F}_{22}:\left(\mathrm{U}_{\beta}(p, q), \mathrm{U}_{\beta}(p) \times \mathrm{U}_{\beta}(q), \mathrm{U}_{\beta / 2}(p, q)\right)$.


The factorization $\mathcal{F}_{22}$ is a factorization of complex/quaternionic indefinite unitary matrices. The relationship $\mathrm{O}(p, q) \subset \mathrm{U}(p, q) \subset \mathrm{U}(p, q, \mathbb{H})$ is crucial.
Theorem $7.10\left(\mathcal{F}_{22}\right.$, complex $)$. For any $n \times n$ complex indefinite unitary matrix $U \in \mathrm{U}(p, q)$, there exist

- Two unitary matrices $U_{p} \in \mathrm{U}(p)$ and $U_{q} \in \mathrm{U}(q)$,
- An $n \times n$ indefinite orthogonal matrix $O \in \mathrm{O}(p, q)$,
- $q$ unique (up to order and signs) real numbers $\theta_{1}, \ldots, \theta_{q}$,
such that the following factorization holds:

$$
U=\left[\begin{array}{c:c}
U_{p} &  \tag{7.17}\\
\hdashline & U_{q}
\end{array}\right]\left[\begin{array}{cc:c}
C h & & i S h \\
\hdashline-\bar{i} S h^{-} & I_{p-q} & C \\
\hdashline & C
\end{array}\right] O .
$$

Ch, Sh are $q \times q$ cosh, sinh diagonal matrices as usual.
The quaternionic version of $\mathcal{F}_{22}$ follows similarly.
Theorem $7.11\left(\mathcal{F}_{22}\right.$, quaternion). Fix $\eta \in\{j, k\}$. For any $n \times n$ quaternionic indefinite unitary matrix $U \in \mathrm{U}(p, q, \mathbb{H})$, there exist

- Two quaternionic unitary matrices $U_{p} \in \mathrm{U}(p, \mathbb{H})$ and $U_{q} \in \mathrm{U}(q, \mathbb{H})$,
- An $n \times n$ complex indefinite unitary matrix $V \in \mathrm{U}(p, q)$,
- $q$ unique (up to order and signs) real numbers $\theta_{1}, \ldots, \theta_{q}$,
such that the following factorization holds:

$$
U=\left[\begin{array}{c:c}
U_{p} &  \tag{7.18}\\
\hdashline & U_{q}
\end{array}\right]\left[\begin{array}{cc:c}
C h & & \eta S h \\
\hdashline-\bar{S} h^{-} & I_{p-q} & \bar{C} \bar{h}-
\end{array}\right] V .
$$

8. MATRIX FACTORIZATION OF COMPLEX/QUATERNIONIC ORTHOGONAL MATRICES

In this section we present the matrix factorizations $\mathcal{F}_{23}, \mathcal{F}_{24}, \mathcal{F}_{25}$, arising from the generalized Cartan decomposition of the orthogonal groups $\mathrm{O}(n, \mathbb{C})$ and $\mathrm{O}(n, \mathbb{H})$. The generalized Cartan triple $\left(G, K_{\sigma}, K_{\tau}\right)$ for each factorization is the following.

$$
\begin{array}{ll}
\mathcal{F}_{23}:\left(\mathrm{O}_{\beta}(n), \mathrm{U}_{\beta / 2}(n), \mathrm{U}_{\beta / 2}(n)\right)(\mathrm{KAK}) & \beta=2,4 \\
\mathcal{F}_{24}:\left(\mathrm{O}_{\beta}(n), \mathrm{U}_{\beta / 2}(n), \mathrm{O}_{\beta}(p) \times \mathrm{O}_{\beta}(q)\right) & \beta=2,4 \\
\mathcal{F}_{25}:\left(\mathrm{O}_{\beta}(2 n), \mathrm{O}_{\beta / 2}(2 n), \mathrm{O}_{2 \beta}(n)\right) & \beta=2
\end{array}
$$

8.1. $\mathcal{F}_{23}:\left(\mathrm{O}_{\beta}(n), \mathrm{U}_{\beta / 2}(n), \mathrm{U}_{\beta / 2}(n)\right)$.
$\left[\begin{array}{c}n \times n \\ \beta \text {-orthogonal }\end{array}\right]=\left[\begin{array}{c}n \times n \\ \frac{\beta}{2} \text {-unitary }\end{array}\right] \cdot\left[\begin{array}{c}\backslash \\ \operatorname{ch}_{l} i^{2} \mathrm{is}_{l} \\ -i \mathrm{sh}_{l} \mathrm{ch}_{l}\end{array}\right] \cdot\left[\begin{array}{c}n \times n \\ \frac{\beta}{2} \text {-unitary }\end{array}\right]$

The factorization $\mathcal{F}_{23}$ is a matrix factorization of complex and quaternionic orthogonal matrices arising from the KAK decomposition of $\mathrm{O}(n, \mathbb{C})$ and $\mathrm{O}(n, \mathbb{H})$.

Theorem $8.1\left(\mathcal{F}_{23}\right.$, complex). Let $m=\left\lfloor\frac{n}{2}\right\rfloor$. For any $n \times n$ complex orthogonal matrix $O \in \mathrm{O}(n, \mathbb{C})$, there exist

- Two $n \times n$ real orthogonal matrices $O_{1}, O_{2} \in \mathrm{O}(n)$,
- $m$ unique (up to order and signs) real numbers $\theta_{1}, \ldots, \theta_{m}$, such that the following factorization holds:

$$
\begin{equation*}
O=O_{1} B O_{2} \tag{8.1}
\end{equation*}
$$

where $B=B_{n}^{i, \theta}$ is defined as an $n \times n$ block diagonal matrix $\operatorname{diag}\left(B_{1}^{i}, \ldots, B_{m}^{i}\right)$ ( $n$ even) or $\operatorname{diag}\left(1, B_{1}^{i}, \ldots, B_{m}^{i}\right)$ ( $n$ odd), defined in Table 3 .

As we discuss at the end of Section 3.4 the choice of $\operatorname{diag}\left(B_{1}^{i}, \ldots, B_{m}^{i}\right)$ is not unique. Another choice of $A$ can substitute 8.1) with the following (when $n$ even).

$$
O=O_{1}\left[\begin{array}{rc}
C h & i S h  \tag{8.2}\\
-i S h & C h
\end{array}\right] O_{2} .
$$

An important choice of the subgroup $A$ is the collection of the following $a$ matrices.

This choice leads to the complex perplectic SVD.
Remark 8.2 (complex perplectic group and $\mathrm{O}(n, \mathbb{C})$ ). Recall the complex perplectic group $\left\{P \in \mathbb{C}^{n \times n} \mid P^{T} E_{n} P=E_{n}\right\}$. Define a matrix $V=\frac{1+i}{2} I_{n}+\frac{1-i}{2} E_{n}$. Then, $V$ satistfies $V^{H} V=I_{n}$ and $V^{T} V=V^{2}=E_{n}$. (This is a simple modification of the Takagi factorization of $E_{n}$.) Imagine the isomorphism $A \mapsto V A V^{H}$, which sends the complex orthogonal group onto the complex perplectic group since

$$
O^{T} O=I_{n} \quad \text { implies } \quad\left(V O V^{H}\right)^{T} E_{n}\left(V O V^{H}\right)=E_{n} .
$$

We can apply this isomorphism to obtain the SVD of a complex perplectic matrix, with the perplectic structure preserved. (See Remark 7.3 for the real perplectic structured SVD.) The matrix $a$ in (8.3) is transformed to a diagonal matrix by the above isomorphism. Applying the map $A \mapsto V A V^{H}$ for all matrices in $O=O_{1} a O_{2}$ with (8.3), we obtain the following structured SVD.

Corollary 8.2.1 (perplectic structured SVD, complex). For an $n \times n$ complex perplectic matrix $P$, there exist

- Two $n \times n$ perplectic unitary matrices $U_{1}, U_{2}$
- A diagonal matrix $\Sigma=\operatorname{diag}\left(\sigma_{1}, \cdots, \sigma_{m}, \frac{1}{\sigma_{m}}, \cdots, \frac{1}{\sigma_{1}}\right)$,
such that $P=U_{1} \Sigma U_{2}$ is the SVD of $P$ with all three factors being perplectic. (For an odd $n$, we put 1 between $\sigma_{m}$ and $\frac{1}{\sigma_{m}}$ in $\Sigma$.)

The quaternionic version of $\mathcal{F}_{23}$ is the following.
Theorem $8.3\left(\mathcal{F}_{23}\right.$, quaternion). Fix $\eta \in\{j, k\}$. Let $m=\left\lfloor\frac{n}{2}\right\rfloor$. For any $n \times n$ quaternionic orthogonal matrix $O \in \mathrm{O}(n, \mathbb{H})$ such that $O^{D_{i}} O=I_{n}$ there exist

- Two $n \times n$ complex unitary matrices $U_{1}, U_{2} \in \mathrm{U}(n)$,
- $m$ unique (up to order and signs) real numbers $\theta_{1}, \ldots, \theta_{m}$,
such that the following factorization holds:

$$
\begin{equation*}
O=U_{1} B U_{2} \tag{8.4}
\end{equation*}
$$

where $B=B_{n}^{\eta, \theta}$ is an $n \times n$ block diagonal matrix defined in Table 3.
Theorem 8.3 has other types of isomorphic forms. Obviously, switching $i, \eta$ is one such isomorphism. In this case, Theorem 8.3 can be applied to $O \in \mathrm{O}_{j}(n, \mathbb{H})$ such that $O^{D_{j}} O=I$ and the factors $U_{1}, U_{2}$ become unitary matrices with imaginary unit $j$. One can use the imaginary unit $k$ to obtain another isomorphic form of quaternion $F_{23}$. Other isomorphic forms are also obtained by the similar choice of $A$ as in (8.2) and 8.3).
8.2. $\mathcal{F}_{24}:\left(\mathrm{O}_{\beta}(n), \mathrm{U}_{\beta / 2}(n), \mathrm{O}_{\beta}(p) \times \mathrm{O}_{\beta}(q)\right)$.


Let $n=p+q, p \geq q$. The factorization $\mathcal{F}_{24}$ is a factorization of complex and quaternionic orthogonal matrices.

Theorem $8.4\left(\mathcal{F}_{24}\right.$, complex $)$. For any $n \times n$ complex orthogonal matrix $O$, there exist,

- An $n \times n$ orthogonal matrix $U \in \mathrm{O}(n)$,
- Two complex orthogonal matrices $V_{p} \in \mathrm{O}(p, \mathbb{C})$ and $V_{q} \in \mathrm{O}(q, \mathbb{C})$,
- $q$ unique (up to order and signs) real numbers $\theta_{1}, \ldots, \theta_{q}$,
such that the following factorization holds:

$$
O=U\left[\begin{array}{cc:c}
C h & & i S h  \tag{8.5}\\
\hdashline-i S h^{-} & I_{p-q} & \overline{C l}^{-} \\
\hdashline & \bar{C}^{-}
\end{array}\right]\left[\begin{array}{c:c}
V_{p} & \\
\hdashline & V_{q}
\end{array}\right] .
$$

Similarly the quaternionic version follows.
Theorem $8.5\left(\mathcal{F}_{24}\right.$, quaternion). Fix $\eta \in\{j, k\}$. For any $n \times n$ quaternionic orthogonal matrix $O$ such that $O^{D_{i}} O=I$, there exist,

- An $n \times n$ complex unitary matrix $U \in \mathrm{U}(n)$,
- Two quaternionic orthogonal matrices $V_{p} \in \mathrm{O}(p, \mathbb{H}), V_{q} \in \mathrm{O}(q, \mathbb{H})$,
- $q$ unique (up to order and signs) real numbers $\theta_{1}, \ldots, \theta_{q}$,
such that the following factorization holds:

$$
O=U\left[\begin{array}{cc:c}
C h & & \eta S h  \tag{8.6}\\
\hdashline-\eta \overline{S h} & I_{p-q} & \\
\hdashline & C \\
\hdashline C h
\end{array}\right]\left[\begin{array}{c:c}
V_{p} & - \\
\hdashline & V_{q}
\end{array}\right] .
$$

As always the isomorphism between $i, j, k$ is valid for quaternionic $\mathcal{F}_{24}$.
8.3. $\mathcal{F}_{25}:\left(\mathrm{O}_{\beta}(2 n), \mathrm{O}_{\beta / 2}(2 n), \mathrm{O}_{2 \beta}(n)\right)$.


The factorization $\mathcal{F}_{25}$ is a matrix factorization of complex orthogonal matrices. The fact that the complexified quaternionic orthogonal group $\left[\mathrm{O}_{j}(n, \mathbb{H})\right]_{\mathbb{C}}$ is a subset of $\mathrm{O}(2 n, \mathbb{C})$ is used.
Theorem $8.6\left(\mathcal{F}_{25}\right.$, complex). For any $2 n \times 2 n$ complex orthogonal matrix $O$, there exist

- A $2 n \times 2 n$ real orthogonal matrix $U$,
- A $n \times n$ quaternionic orthogonal matrix $V$ such that $V^{D_{j}} V=I_{n}$,
- $n$ unique (up to order and signs) real numbers $\theta_{1}, \ldots, \theta_{n}$,
such that the following factorization holds:

$$
O=U\left[\begin{array}{rc}
C h & i S h  \tag{8.7}\\
-i S h & C h
\end{array}\right][V]_{\mathbb{C}} .
$$

9. 2020 Mathematical Hindsight (in 2021):

A LeSSon in mathematical history


Figure 4. The diagram of the abstractions appearing in this paper. Each abstraction amounts to a class of matrix factorizations. An example is written in red. The connections between the abstractions makes this framework interesting. One could make up any factorization with $n^{2}$ or $m n$ parameters, and solve the nonlinear systems, but such a factorization would not enjoy the properties that these factorizations have.

In this section we will provide a brief timeline of matrix factorizations in so much as they relate to Cartan's 1927 work [15] published at the age of 58 . Timelines of this sort can be difficult, because there are so many different aspects that can be emphasized. We wanted to trace in the context of the KAK decomposition and the $\mathrm{K}_{1} \mathrm{AK}_{2}$ decomposition (summarized as in Figure 4) how a beautiful idea like a matrix factorization could be lost in insignificance until its importance is recognized and matured. We uncovered a fascinating story that we very much wished to share.

There is a kind of joke in applied mathematics that if you discover anything important then possibly Gauss had it first. As you will see from the discussion in this timeline, even if a matrix factorization can be recognized, if it is buried in a proof of a technical lemma, if it uses non-googleable terms, and if specific cases are not worked out and highlighted, we seem to be in something of a "tree falling in a forest" type of situation.
9.1. 1920s, Cartan. The famous Cartan decomposition $\mathfrak{g}=\mathfrak{k}+\mathfrak{p}$ may be found in his 1929 work [17]. (One special case is that all square matrices can be written as an skew-symmetric plus a symmetric.)

With today's eyes, we recognize Cartan's work from two years earlier in 1927 [15] as a blueprint for matrix factorizations. Cartan provided a decomposition of the space $\mathfrak{p}$ :

$$
\begin{equation*}
\mathfrak{p}=\bigcup_{k \in K} \operatorname{Ad}(k) \mathfrak{a}=\bigcup_{k \in K} k \mathfrak{a} k^{-1} \tag{9.1}
\end{equation*}
$$

which appears in French as the "adjoint representation" on the 17th page of a 126 page paper (Figure 5). In equations (9.1) and $\sqrt{9.3}$ below we show how the familiar $2 \times 2$ block form of the SVD is a special case of Cartan's decomposition.

## Les groupes adjoints $\Gamma_{"}$ et $\Gamma$.

11. On appelle, comme on sait, groupe adjoint d'un groupe G celui qui indique comment les paramètres des transformations de G sont transformés quand on effectue sur les variables, primitives et transformées, une mème transformation de G.Il est défini par les équations

$$
\mathrm{S}_{\xi^{\prime}}=\mathrm{S}_{a}^{-1} \mathrm{~S}_{\xi} \mathrm{S}_{a}
$$

où l'on a désigné par $\mathrm{S}_{九 \prime}, \mathrm{~S}_{\xi \underline{\xi}}, \mathrm{S}_{\xi^{\prime}}$ les transformations de paramètres $a_{i}$, $\xi_{i}, \zeta_{i}^{\prime}$. Dans ces équations, les ${ }^{\prime}$ sont les variables sur lesquelles opère le groupe adjoint, les $\underline{\xi}^{\prime}$ sont les variables transformées of les a les paramètres. Si, en particulier, $S_{\xi}$ est une transformation infinitésimale

Figure 5. Cartan's adjoint representation is not yet the KAK decomposition, but does include the symmetric eigenproblem and a form of the SVD (equation (9.3)) as special cases. It appears on the 17 th page of a 126 page paper [15] that does not appear to have been translated into English.

Notably, this adjoint representation is not yet exactly the KAK decomposition. It is also not certain if Cartan knew further than 9.1, since the connection between Lie algebras and Lie groups were not complete at the time according to 33. At least he did not view the symmetric spaces as quotient spaces in his papers for the same reason.

Crediting Cartan with the KAK decomposition may be an example of Stigler's law of eponymy, though Cartan was certainly very close. (Also see List of misnamed theorems for famous misnamed theorems.) Another example of Stigler's law in this paper is the Bloch-Messiah decomposition, described in Remark 6.4

The equation (9.1) does include as special cases the symmetric/Hermitian eigenproblems and also thinly disguised, the nonsquare SVD. To work out the SVD, we point out that a special case of the left hand side of equation 9.1) is the tangent space $\mathfrak{p}$ of the symmetric space noncompact BDI which is

$$
\mathfrak{p}=\left\{\text { All matrices of the block structure }\left[\begin{array}{c}
0  \tag{9.2}\\
A^{T}
\end{array}\right]\right.
$$

The subgroup $K$ is $\mathrm{O}(p) \times \mathrm{O}(q)$ and the subalgebra $\mathfrak{a}$ is the subset of $\mathfrak{p}$ with the matrices $A$ above being diagonal matrices, say $\Sigma$. The equation 9.1 is therefore, in this case, equivalent to $A=O_{p} \Sigma O_{q}^{T}$, a well-known $2 \times 2$ block form of the SVD:

$$
\left[\begin{array}{cc}
0 & A  \tag{9.3}\\
A^{T} & 0
\end{array}\right]=\left[\begin{array}{ll}
U & \\
& V
\end{array}\right]\left[\begin{array}{cc}
0 & \Sigma \\
\Sigma^{T} & 0
\end{array}\right]\left[\begin{array}{ll}
U & \\
& V
\end{array}\right]^{T}
$$

9.2. 1956, Harish-Chandra. The well-known representation theorist who simply went by the one name Harish-Chandra may be the first to explicitly write down the KAK decomposition on the sixth line of the proof of Lemma 21 of [29] on page 590. To emphasize just how buried and unlikely to be found we provide an excerpt:

Lemma 21. $\|\log \zeta(x)\|$ remains bounded as $x$ varies in $G_{0}$.
Let $\mathfrak{\Re}_{0}$ be the set of all elements in $G_{0}$ of the form $\exp X\left(X \varepsilon \mathfrak{p}_{0}\right)$. Then it is known that $G_{0}=K_{0} \mathfrak{W}_{0}$ (see Cartan [2(b), p. 17], also Mostow [9]). Let $z \rightarrow \operatorname{Ad}(z)\left(z \varepsilon G_{c}\right)$ denote the adjoint representation of $G_{c}$. It follows from the definition of $\tilde{\theta}$ that if $k \varepsilon K_{0}, \operatorname{Ad}(k)$ is a unitary operator on $\mathfrak{g}$. Now $\mathfrak{a}_{\mathfrak{p}_{0}}$ is a maximal abelian subspace of $\mathfrak{p}_{0}$ (Lemma 8) and therefore $\mathfrak{p}_{0}=\bigcup_{k \in K} \operatorname{Ad}(k) \mathfrak{a}_{\mathfrak{p}_{\mathrm{o}}}$ (see Lemma 33 and also Cartan [2(a), p. 359]). Hence $G_{0}=K_{0} \mathfrak{2} K_{0}$ where $\mathfrak{A}$ is the analytic subgroup of $G_{0}$ corresponding to $\mathfrak{a}_{\mathfrak{y}_{0}}$.

Figure 6. Harish-Chandra buries the KAK decomposition on the 6 th line of a proof of what appears to be an unremarkable technical Lemma 21 [29]. The square full rank SVD and the hyperbolic CS decomposition are special cases as is the square CS decomposition (compact case).

It seems unlikely that many mathematicians could find such an important result when it appears not as a statement of a theorem, not in a statement of a lemma, but buried deep in the proof of a seemingly technical lemma of little significance. On a modern level, an internet search engine would not be expected to pick up Harish-Chandra's work this way.

We feel comfortable stating that Harish-Chandra probably viewed KAK as a trivial consequence of Cartan's decomposition and found its utility as a technical tool but not yet as a deeply important mathematical object of its own right at least not in 1956.

The square full rank SVD is a special case of this "sixth line" stating that $A=U \Sigma V^{T}$, when $A$ is nonsingular. The hyperbolic CS decomposition is another special case of this "sixth line", and we note the general rectangular SVD may be found, for example, in the upper right block entry of the folding of the hyperbolic CS decomposition. (Explicitly appears as Corollary 7.1.1 of this paper.) ${ }^{34}$ The square CS decomposition (Theorem 4.6, $(p, q)=(r, s)$ ) is also a special case of this "sixth line" of the proof of Lemma 21.
9.3. 1962, Helgason. The KAK decomposition appears once in the 1962 book of Helgason [30, p.320], covering Harish-Chandra's result (exactly the Lemma 21 of [29]). The KAK decomposition continues to be used as a tool in passing seemingly without any further recognition.

[^24]9.4. 1968, Wigner. Wigner wrote a 1968 paper [77] entitled "On a generalization of Euler's angles." It contains explicitly what we now call the CS decomposition (square case), the hyperbolic CS decomposition and even the folding of the HCSD which we have noted (that both the HCSD and the folding) includes the rectangular SVD inside (Theorem 7.1, Corollary 7.1.1). At the time of writing, Google Scholar indicates this paper was only referenced eight times in the over 50 years since it was published.

The same argument that was just applied to (18a) can be applied to (18d). It gives, instead of (20) and (20a),

$$
\begin{equation*}
\mathbf{U}_{22}=\mathbf{u}_{p} \mathbf{C}^{\prime} \mathbf{v}_{2} \tag{21}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{U}_{12}=\mathbf{u}_{p}^{\prime} \tilde{S}_{p} \mathbf{v}_{2} \tag{2la}
\end{equation*}
$$

where $\mathbf{u}_{p}$ and $\mathbf{v}_{\mathbf{2}}$ are unitary, $\mathbf{C}^{\prime}$ real diagonal, all three $m \times m$ matrices. $\mathbf{S}_{p}$ is $m \times n$, its last $n-m$ columns being 0 , and it is real and diagonal in its first $m$ columns; $\mathbf{u}_{p}^{\prime}$ is $n \times n$ and can be assumed to be unitary. Instead of (16b) we

Figure 7. What we today recognize as the general rectangular SVD is buried in insignificance in Wigner's equation (21a) from [77] which itself is the $(1,2)$ entry of what today we would call a hyperbolic CS decomposition.

Wigner was absolutely aware of Helgason's 1962 book [30] as it is referenced in [77] ${ }^{35}$ However, he certainly did not recognize his result was already there on page 320 of (30]. How could anyone?

Not only did Wigner not see his results looking backwards towards 30, very few people recognized Wigner's results going forward. We credit Audrey Terras [71] for the observation that the SVD is in Wigner's work. If one studies Wigner's paper, the SVD is there, but completely buried in insignificance. (It appears in [77, Eq.21a], which is the upper right block of a hyperbolic CS decomposition. See Figure 7.)

In summary, Wigner's results were special cases of results that are in Helgason's book, but Wigner could hardly have been aware given how it appears. Unfortunately, Wigner's results themselves have mostly been overlooked in the over five decades. Why? Because the ideas were not sufficiently mature for Wigner to realize just how important they could be, the title is uninviting, and the motivation was narrow.
9.5. 1968 and 1969, Davis and Kahan. Davis and Kahan in two papers 18, 19 develop the 'cosines' and 'sines' that we now recognize as the key components of the 'square' CS decomposition, a KAK decomposition, and the general CSD, a $\mathrm{K}_{1} \mathrm{AK}_{2}$ decomposition.

[^25]9.6. 1978, Helgason. Reinforcing his 1962 work [30, in his 1978 book Helgason provides more details on the KAK decomposition. In particular, he states the KAK decomposition as an explicit Theorem in his book. The development from what Cartan wrote (9.1) starts with [31, p.247, Lemma 6.3], and then the statement of the KAK decomposition as a theorem may then be found in 31, p.249, Theorem 6.7].

This entire sequence is in a chapter entitled 'Decomposition of Symmetric Spaces', in a Section titled "Rank of Symmetric Spaces," which would still evade a modern search engine's attempts to try to find what would be familiar to modern applications.
9.7. 1978, Flensted-Jensen. The major development historically for this paper is Theorem 4.1 in the 1978 paper by Flensted-Jensen [22] which introduces what he calls the generalized Cartan decomposition following the historical, if not clearly correct, lead of giving Cartan credit for writing the KAK decomposition.

Terms such as " $\mathrm{K}_{1} \mathrm{AK}_{2}$ decomposition" and "double coset decomposition" expand upon Flensted-Jensen's original meaning which focused exclusively on the noncompact cases. The term "generalized Cartan" now appears to refer to even extensions to compact cases as well 46].
9.8. 1982, Stewart. Paige and Wei 61 give the credit to G. Stewart for having taken the CS decomposition to its proper place, as a first class decomposition with a name. The quoted paragraph in the Introduction of this paper and nearby paragraphs in 61 explain these developments. As described in 61, Stewart first used the name "CS decomposition" in 1982 when presenting 68. As a printed paper, the CSD first appeared in 67].
9.9. 1988, Terras. Audrey Terras captures on page 23 of her book on 'Harmonic Analysis on Symmetric Spaces' 71 the various threads connecting the KAK decomposition, generalized Euler angles, and the SVD in different areas of study (Figure 8).

Another useful coordinate system on $\mathscr{P}_{n}$ is polar coordinates:

$$
\begin{equation*}
Y=a[k], \quad \text { for } a \in A \text { and } k \in K \tag{1.22}
\end{equation*}
$$

with $A$ and $K$ as in Exercise 20. The existence of this decomposition follows from the spectral theorem (Exercise 7). On the group level, formula (1.22) becomes $G=K A K$. Physicists often call this the Euler angle decomposition (see Wigner [1]) Numerical analysts call it the singular value decomposition (see Strang [1, p. 139]). Polar coordinates have been very useful in multivariate statistics (see James [1] and Muirhead [1]). They are also the coordinates used by Harish-Chandra and Helgason to do harmonic analysis on $\mathscr{P}_{n}$ (see §4.3).

Figure 8. Terras in Exercise 23 of [71, p.23] connects the symmetric positive definite eigenproblem, the polar decomposition, and the SVD.
9.10. 2000s, Quantum Computing. In a series of papers in the area of quantum computing such as [11, 43, 73] one finds mention of the Cartan decomposition most especially in the context of the CS decomposition, and in one case [24] the ODO decomposition $\left(\mathcal{F}_{1}\right)$.
9.11. Numerical Linear Algebra. We have already discussed the SVD and the CS decomposition at length, as well as a few other decompositions. We also want to bring attention to the following papers on matrix factorizations that one way or another have perhaps without even knowing it brought what Cartan began as theory to useful developed practice: Angelika Bunse-Gerstner [12], Heike Faßbender [21], Nick Higham [34, Khakim Ikramov [21, 40], D. Steven Mackey, Niloufer Mackey, and Françoise Tisseur [50, 51, Volker Mehrmann [5, 12], Paul Van Dooren [28], Hongguo Xu [80] and so many more.
9.12. 2021, Wikipedia. The Cartan decomposition currently has its own page in Wikipedia, and we draw attention to the paragraph discussing the Cartan decomposition on the Lie Group Level. We note again that these are called refinements, and it seems likely that only $\mathfrak{p}=\bigcup_{k \in K} \operatorname{Ad}(k) \mathfrak{a}$ appears in Cartan's work itself. As evidence of the obscurity of the generalized Cartan decomposition of FlenstedJensen, there is no Wikipedia article at this time, though we expect it will appear shortly after this paper appears.
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## Appendix A. Lie algebras of classical Lie groups

In this section, we list the Lie algebras of the classical Lie groups. We also demonstrate how to create an element of those Lie algebras and Lie groups in the programming language Julia. Each code produces matrices g and G which are the matrices from listed Lie algebra and the corresponding Lie group.

The Lie group element G can be obtained by applying the matrix exponential function on $g$. In fact, the matrix exponential will create elements in the connected identity component of the Lie group, e.g., if you apply the exponential function to $\mathrm{g} \in \mathfrak{o}(p, q)$ then the resulting matrix is always in $\mathrm{SO}(p, q)$. However one can always multiply $\pm 1$ or a complex unit in complex cases to recover the whole Lie group.
A.1. General linear groups $\mathrm{GL}_{\beta}(n)$. The Lie algebras of general linear groups $\mathrm{GL}_{\beta}(n), \beta=1,2,4$ are just the set of $n \times n$ matrices, without the invertibility
restriction.

$$
\begin{gather*}
\mathfrak{g l}(n, \mathbb{R})=\{n \times n \text { real matrices }\}  \tag{A.1}\\
\mathfrak{g l}(n, \mathbb{C})=\{n \times n \text { complex matrices }\}  \tag{A.2}\\
\mathfrak{g l l}(n, \mathbb{H})=\{n \times n \text { quaternionic matrices }\} \tag{A.3}
\end{gather*}
$$

In many Lie theory textbooks the symbol $\mathfrak{u}^{*}(2 n)$, the complexified $\mathfrak{g l}(n, \mathbb{H})$, is frequently used. With our $[\cdot] \mathbb{C}$ notation,

$$
[\mathfrak{g l}(n, \mathbb{H})]_{\mathbb{C}}=\mathfrak{u}^{*}(2 n)=\left\{\left.\left[\begin{array}{rr}
a & b  \tag{A.4}\\
-\bar{b} & \bar{a}
\end{array}\right] \right\rvert\, a, b \in \mathbb{C}^{n \times n}\right\} .
$$

For $\mathfrak{g l}(n, \mathbb{H})$ and $\mathfrak{u}^{*}(2 n)$, we demonstrate both cases (a quaternion matrix and complexified matrix) of creating matrices in the Lie algebra.
A.2. Unitary groups $\mathrm{U}_{\beta}(n)$. The Lie algebras of unitary groups $\beta=1,2,4$ are well-known skew-symmetric, skew-Hermitian and quaternionic skew-Hermitian matrices, respectively. The Lie algebra of $\mathrm{U}(n, \mathbb{H})$ is often denoted by $\mathfrak{s p}(n)$.

$$
\begin{gather*}
\mathfrak{o}(n)=\left\{g \in \mathbb{R}^{n \times n} \mid g+g^{T}=0\right\}  \tag{A.5}\\
\mathfrak{u}(n)=\left\{g \in \mathbb{C}^{n \times n} \mid g+g^{H}=0\right\}  \tag{A.6}\\
\mathfrak{u}(n, \mathbb{H})=\left\{g \in \mathbb{H}^{n \times n} \mid g+g^{D}=0\right\} \tag{A.7}
\end{gather*}
$$

| Lie algebra | Julia code creating matrices $\mathrm{g} \in$ Lie algebra, $\mathrm{G} \in$ Lie Group |
| :---: | :---: |
| $\mathfrak{o}(n)$ | $\mathrm{g}=\operatorname{randn}(\mathrm{n}, \mathrm{n}) ; \mathrm{g}-=\mathrm{g}$ '; $\mathrm{G}=\exp (\mathrm{g})$ |
| - $\overline{\mathfrak{u}}(\bar{n})$ |  |
| $\overline{\mathfrak{u}}(\bar{n}, \overline{\mathbb{H}})$ | using Quaternions; <br> $g=$ [Quaternion $(\operatorname{randn}(4) \ldots)$ for $i$ in $1: n$, $j$ in 1:n]; <br> $\mathrm{g}-=\mathrm{g}$ '; $\mathrm{G}=\exp (\mathrm{g})$ |

A.3. Indefinite unitary groups $\mathrm{U}_{\beta}(p, q)$. The Lie algebras of $\mathrm{U}_{\beta}(p, q), \beta=1,2,4$ are denoted by $\mathfrak{o}(p, q), \mathfrak{u}(p, q)$, and $\mathfrak{u}(p, q, \mathbb{H})$, respectively. (In the literature, the $\operatorname{symbol} \mathfrak{s p}(p, q)$ might be used.)

$$
\begin{align*}
& \text { 8) } \mathfrak{o}(p, q)=\left\{\left.\left[\begin{array}{cc}
a & b \\
b^{T} & c
\end{array}\right] \right\rvert\, a=-a^{T}, c=-c^{T}, a \in \mathbb{R}^{p \times p}, b \in \mathbb{R}^{p \times q}, c \in \mathbb{R}^{q \times q}\right\},  \tag{A.8}\\
& \text {.9) } \mathfrak{u}(p, q)=\left\{\left.\left[\begin{array}{cc}
a & b \\
b^{H} & c
\end{array}\right] \right\rvert\, a=-a^{H}, c=-c^{H}, a \in \mathbb{C}^{p \times p}, b \in \mathbb{C}^{p \times q}, c \in \mathbb{C}^{q \times q}\right\}, \\
& \mathfrak{u}(p, q, \mathbb{H})=\left\{\left.\left[\begin{array}{cc}
a & b \\
b^{D} & c
\end{array}\right] \right\rvert\, a=-a^{D}, c=-c^{D}, a \in \mathbb{H}^{p \times p}, b \in \mathbb{H}^{p \times q}, c \in \mathbb{H}^{q \times q}\right\} . \tag{A.10}
\end{align*}
$$

| Lie algebra | Julia code creating matrices $\mathrm{g} \in$ Lie algebra, $\mathrm{G} \in$ Lie Group |
| :---: | :---: |
| $\mathfrak{o}(p, q)$ | $\begin{aligned} & \mathrm{a}=\operatorname{randn}(\mathrm{p}, \mathrm{p}) ; \mathrm{b}=\operatorname{randn}(\mathrm{p}, \mathrm{q}) ; \mathrm{c}=\operatorname{randn}(\mathrm{q}, \mathrm{q}) ; \\ & \mathrm{a}=\mathrm{a}^{\prime} ; \mathrm{c}=\mathrm{c}^{\prime} ; \mathrm{g}=[\mathrm{ab} ; \mathrm{b} \mathrm{c}] ; \mathrm{G}=\exp (\mathrm{g}) \end{aligned}$ |
| $\overline{\mathfrak{u}}(\bar{p}, \bar{q})$ | $\begin{aligned} & \mathrm{a}=\operatorname{randn}(\mathrm{p}, \mathrm{p})+\mathrm{im} * \operatorname{randn}(\mathrm{p}, \mathrm{p}) ; \mathrm{a}^{2}=\mathrm{a} ; \\ & \mathrm{b}=\operatorname{randn}(\mathrm{p}, \mathrm{q})+\mathrm{im} * \operatorname{randn}(\mathrm{p}, \mathrm{q}) ; \\ & \mathrm{c}=\operatorname{randn}(\mathrm{q}, \mathrm{q})+\mathrm{im} * \operatorname{randn}(\mathrm{q}, \mathrm{q}) ; c=c^{\prime} ; \\ & \mathrm{g}=[\mathrm{ab} \mathrm{~b}, \mathrm{~b}] ; \mathrm{c}=\exp (\mathrm{g}) \end{aligned}$ |
| $\mathfrak{u}(\bar{p}, \bar{q}, \overline{\mathbb{H}})$ | using Quaternions; <br> $\mathrm{a}=$ [Quaternion(randn(4)...) for i in 1:p, j in 1:p]; <br> $\mathrm{b}=$ [Quaternion $(\operatorname{randn}(4) \ldots)$ for i in 1:p, j in 1:q]; <br> c = [Quaternion $(r \operatorname{randn}(4) \ldots)$ for $i$ in 1:q, $j$ in 1:q]; <br> a -= a'; c -= c'; <br> $\mathrm{g}=\left[\mathrm{a} \mathrm{b} ; \mathrm{b}^{\prime} \mathrm{c}\right] ; \mathrm{G}=\exp (\mathrm{g})$ |

A.4. Symplectic groups $\operatorname{Sp}_{\beta}(2 n)$. The Lie algebras of $\operatorname{Sp}(2 n, \mathbb{R})$ and $\operatorname{Sp}(2 n, \mathbb{C})$ are denoted by the symbols $\mathfrak{s p}(2 n, \mathbb{R})$ and $\mathfrak{s p}(2 n, \mathbb{C})$.

$$
\begin{align*}
& \mathfrak{s p}(2 n, \mathbb{R})=\left\{\left.\left[\begin{array}{cc}
a & b \\
c & -a^{T}
\end{array}\right] \right\rvert\, b=b^{T}, c=c^{T}, a, b, c \in \mathbb{R}^{n \times n}\right\}  \tag{A.11}\\
& \mathfrak{s p}(2 n, \mathbb{C})=\left\{\left.\left[\begin{array}{cc}
a & b \\
c & -a^{T}
\end{array}\right] \right\rvert\, b=b^{T}, c=c^{T}, a, b, c \in \mathbb{C}^{n \times n}\right\} \tag{A.12}
\end{align*}
$$

Moreover the conjugate symplectic group (isomorphic to $\mathrm{U}(n, n)$ ) has the Lie algebra

$$
\mathfrak{s p}^{*}(2 n, \mathbb{C})=\left\{\left.\left[\begin{array}{cc}
a & b  \tag{A.13}\\
c & -a^{H}
\end{array}\right] \right\rvert\, b=b^{H}, c=c^{H}, a, b, c \in \mathbb{C}^{n \times n}\right\} .
$$

| Lie algebra | Julia code creating matrices $g \in$ Lie algebra, $\mathrm{G} \in$ Lie Group |
| :---: | :---: |
| $\mathfrak{s p}(2 n, \mathbb{R})$ | $\begin{aligned} & a=\operatorname{randn}(n, n) ; b=\operatorname{randn}(n, n) ; c=\operatorname{randn}(n, n) ; \\ & b+=b^{\prime} ; c+=c^{\prime} ; g=\left[a b ; c-a^{\prime}\right] ; G=\exp (g) \end{aligned}$ |
| $\mathfrak{s p}(\overline{2} n, \overline{\mathbb{C}})$ | $\begin{aligned} & \mathrm{a}=\operatorname{randn}(\mathrm{n}, \mathrm{n})+i m * \operatorname{randn}(\mathrm{n}, \mathrm{n}) ; \\ & \mathrm{b}=\operatorname{randn}(\mathrm{n}, \mathrm{n})+\operatorname{im} * \operatorname{randn}(\mathrm{n}, \mathrm{n}) ; \mathrm{b}+=\operatorname{transpose}(\mathrm{b}) ; \\ & \mathrm{c}=\operatorname{randn}(\mathrm{n}, \mathrm{n})+i m * \operatorname{randn}(\mathrm{n}, \mathrm{n}) ; \mathrm{c}+=\operatorname{transpose}(\mathrm{c}) ; \\ & \mathrm{g}=[\mathrm{a} \mathrm{~b} ; \mathrm{c}-\operatorname{transpose}(\mathrm{a})] ; \mathrm{G}=\exp (\mathrm{g}) \end{aligned}$ |
| $\overline{\mathfrak{s p}}{ }^{\bar{*}}(\overline{2} \bar{n}, \overline{\mathbb{C}})$ | $\begin{aligned} & \mathrm{a}=\overline{\mathrm{r} a n d n}(\mathrm{n}, \mathrm{n})+i \mathrm{~m} * \operatorname{randn}(\overline{\mathrm{n}}, \overline{\mathrm{n}}) ; \\ & \mathrm{b}=\operatorname{randn}(\mathrm{n}, \mathrm{n})+i m * \operatorname{randn}(\mathrm{n}, \mathrm{n}) ; \mathrm{b}+=\mathrm{b}^{\prime} ; \\ & \mathrm{c}=\operatorname{randn}(\mathrm{n}, \mathrm{n})+i m * \operatorname{randn}(\mathrm{n}, \mathrm{n}) ; \mathrm{c}+=\mathrm{c}^{\prime} ; \\ & \mathrm{g}=\left[\mathrm{a} \mathrm{~b} ; \mathrm{c}-\mathrm{a}^{\prime}\right] ; \mathrm{G}=\exp (\mathrm{g}) \end{aligned}$ |

A.5. Orthogonal groups $\mathrm{O}_{\beta}(n)$. The Lie algebra of the complex orthogonal group $\mathrm{O}(n, \mathbb{C})$ is straightforward,

$$
\begin{equation*}
\mathfrak{o}(n, \mathbb{C})=\left\{g \in \mathbb{C}^{n \times n} \mid g+g^{T}=0\right\} . \tag{A.14}
\end{equation*}
$$

The Lie algebra of $\mathrm{O}_{\eta}(n, \mathbb{H})$ is the set of all $\eta$-skew-Hermitian matrices,

$$
\begin{equation*}
\mathfrak{o}_{\eta}(n, \mathbb{H}):=\left\{g \in \mathbb{H}^{n \times n} \mid g+g^{D_{\eta}}=0\right\} . \tag{A.15}
\end{equation*}
$$

| Lie algebra | Julia code creating matrices $\mathrm{g} \in$ Lie algebra, $\mathrm{G} \in$ Lie Group |
| :---: | :---: |
| $\mathfrak{o}(n, \mathbb{C})$ | $\mathrm{g}=\operatorname{randn}(\mathrm{n}, \mathrm{n})+\mathrm{im} * \operatorname{randn}(\mathrm{n}, \mathrm{n})$; |
|  | $\mathrm{g}-=$ transpose (g) ; G $=\exp (\mathrm{g})$ |
| $\overline{\mathfrak{o}}(\bar{n}, \overline{\mathbb{H}})$ | using Quaternions; |
|  | $\mathrm{g}=$ [Quaternion(randn(4)...) for i in $1: n, \mathrm{j}$ in 1:n]; |
|  | $\mathrm{g}+=$ Quaternion $(0,0,1,0) * \mathrm{~g}^{\prime} *$ Quaternion $(0,0,1,0)$; |
|  | $\mathrm{G}=\exp (\mathrm{g})$ |

## Appendix B. The list of Lie algebra involution $\tau$

In Tables 6 to 10 , we list the involutions used in our computation of 53 matrix factorizations. Note that these involutions are applied to the Lie algebra $\mathfrak{g}$ to obtain $\mathfrak{k}_{\tau}$ and $\mathfrak{p}_{\tau}$. The Cartan involutions could be found in rows marked with brown since the brown represents the KAK decomposition.

For compact cases $\left(\mathcal{F}_{1}\right.$ to $\left.\mathcal{F}_{6}\right)$, there is no Cartan involution. The two involutions in each cell serve as $\sigma$ and $\tau$ respectively.

We note that this is not the exhaustive list of non-Cartan involutions $\tau$ on each $\mathfrak{g}$. However we have included every non-Cartan involutions such that the induced subgroup $K_{\tau}$ has the explicit representation of Lie groups appearing in Table 2 . We refer to Gilmore's textbook, Table 9.7 of [26] for the complete list of the involutions (real forms, up to isomorphism) associated with the classical Lie groups.

|  | $\mathfrak{o}(m)$ | $\mathfrak{u}(m)$ | $\mathfrak{u}(m, \mathbb{H})$ |
| :---: | :---: | :---: | :---: |
| $\mathcal{F}_{1}$ |  | $-X^{T}$ | $-X^{D_{i}}$ |
| $\mathcal{F}_{2}$ | $-J_{n} X J_{n}$ | $-J_{n} \bar{X} J_{n}$ |  |
| $\mathcal{F}_{3}$ |  | $-X^{T},-J_{n} X J_{n}$ |  |
| $\mathcal{F}_{4}$ | $I_{p, q} X I_{p, q}, I_{r, s} X I_{r, s}$ | $I_{p, q} X I_{p, q}, I_{r, s} X I_{r, s}$ | $I_{p, q} X I_{p, q}, I_{r, s} X I_{r, s}$ |
| $\mathcal{F}_{5}$ |  | $-X^{T}, I_{p, q} X I_{p, q}$ | $-X^{D_{i}}, I_{p, q} X I_{p, q}$ |
| $\mathcal{F}_{6}$ | $-J_{n} X J_{n}, I_{2 p, 2 q} X I_{2 p, 2 q}$ | $-J_{n} \bar{X} J_{n}, I_{2 p, 2 q} X I_{2 p, 2 q}$ |  |

TABLE 6. List of the involutions $\tau$ for Lie algebras of $\mathrm{U}_{\beta}(m)(m=n$ or $2 n)$.

|  | $\mathfrak{g l}(m, \mathbb{R})$ | $\mathfrak{g l}(m, \mathbb{C})$ | $\mathfrak{g l}(m, \mathbb{H})$ |
| :---: | :---: | :---: | :---: |
| $\mathcal{F}_{7}$ | $-X^{T}$ | $-X^{H}$ | $-X^{D}$ |
| $\mathcal{F}_{8}$ | $I_{p, q} X I_{p, q}$ | $I_{p, q} X I_{p, q}$ | $I_{p, q} X I_{p, q}$ |
| $\mathcal{F}_{9}$ | $-I_{p, q} X^{T} I_{p, q}$ | $-I_{p, q} X^{H} I_{p, q}$ | $-I_{p, q} X^{D} I_{p, q}$ |
| $\mathcal{F}_{10}$ | $J_{n} X^{T} J_{n}$ | $J_{n} X^{T} J_{n}$ |  |
| $\mathcal{F}_{11}$ | $-J_{n} X J_{n}$ | $-J_{n} X J_{n}$ |  |
| $\mathcal{F}_{12}$ |  | $\bar{X}$ | $-i X i$ |
| $\mathcal{F}_{13}$ |  | $-X^{T}$ | $-X^{D_{j}}$ |

Table 7. List of the involutions $\tau$ for Lie algebras of $\mathrm{GL}_{\beta}(m)$ ( $m=n$ or $2 n$ ).

|  | $\mathfrak{s p}(2 n, \mathbb{R})$ | $\mathfrak{s p}(2 n, \mathbb{C})$ |
| :---: | :---: | :---: |
| $\mathcal{F}_{14}$ | $-X^{T}$ | $-X^{H}$ |
| $\mathcal{F}_{15}$ | $I_{n, n} X I_{n, n}$ | $I_{n, n} X I_{n, n}$ |
| $\mathcal{F}_{16}$ | $\left[\begin{array}{cc}I_{p, q} & \\ & I_{p, q}\end{array}\right] X\left[\begin{array}{ll}I_{p, q} & \\ & I_{p, q}\end{array}\right]$ | $\left[\begin{array}{cc}I_{p, q} & \\ & I_{p, q}\end{array}\right] X\left[\begin{array}{ll}I_{p, q} & \\ & I_{p, q}\end{array}\right]$ |
| $\mathcal{F}_{17}$ |  | $\bar{X}$ |

TABLE 8. List of the involutions $\tau$ for Lie algebras of $\mathrm{Sp}_{\beta}(2 n)$.

|  | $\mathfrak{o}(p, q)$ | $\mathfrak{u}(p, q)$ | $\mathfrak{u}(p, q, \mathbb{H})$ |
| :---: | :---: | :---: | :---: |
| $\mathcal{F}_{18}$ | $I_{p, q} X I_{p, q}$ | $I_{p, q} X I_{p, q}$ | $I_{p, q} X I_{p, q}$ |
| $\mathcal{F}_{19}$ | $\left[\begin{array}{ll}I_{p_{1}, p_{2}} & \\ & I_{q_{1}, q_{2}}\end{array}\right] X\left[\begin{array}{ll}I_{p_{1}, p_{2}} & \\ I_{q_{1}, q_{2}}\end{array}\right]$ |  |  |
| $\mathcal{F}_{20}$ | $-\left[\begin{array}{ll}J_{p} & \\ & J_{q}\end{array}\right] X\left[\begin{array}{ll}J_{p} & \\ & J_{q}\end{array}\right]$ | $-\left[\begin{array}{ll}J_{p} & \\ & J_{q}\end{array}\right] \bar{X}\left[\begin{array}{ll}J_{p} & \\ & J_{q}\end{array}\right]$ |  |
| $\mathcal{F}_{21}$ | $-J_{n} X J_{n}$ | $-J_{n} \bar{X} J_{n}$ |  |
| $\mathcal{F}_{22}$ |  | $\bar{X}$ | $-i X i$ |

Table 9. List of the involutions $\tau$ for Lie algebras of $\mathrm{U}_{\beta}(p, q)$ (or $\mathrm{U}_{\beta}(2 p, 2 q)$ ).

|  | $\mathfrak{o}(m, \mathbb{C})$ | $\mathfrak{o}(m, \mathbb{H})$ |
| :--- | :---: | :---: |
| $\mathcal{F}_{23}$ | $\bar{X}$ | $-i X i$ |
| $\mathcal{F}_{24}$ | $I_{p, q} X I_{p, q}$ | $I_{p, q} X I_{p, q}$ |
| $\mathcal{F}_{25}$ | $-J_{n} \bar{X} J_{n}$ |  |

TABLE 10. List of the involutions $\tau$ for Lie algebras of $\mathrm{O}_{\beta}(m)(m=n$ or $2 n)$.
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[^1]:    ${ }^{1}$ Indeed, Townsend and Trefethen [72] (online version only) highlight the critical role of matrix factorizations stating that "one might regard this as the central dogma of classical numerical linear algebra: matrix algorithms correspond to matrix factorizations."

[^2]:    ${ }^{2}$ Reference numbers are altered from the original quote to match the references in this paper for the convenience of the reader.

[^3]:    ${ }^{3}$ We are grateful to Pavel Etingof, pointing us to 46] which lead us down the path of discovery.
    ${ }^{4}$ Who incidentally taught Gil Strang linear algebra at MIT.

[^4]:    ${ }^{5}$ Especially in the context of floating point arithmetic.
    ${ }^{6}$ When programming languages did not support imaginary numbers, the same representation had been used by programmers, using a $2 m \times 2 n$ real matrix to encode an $m \times n$ complex matrix.

[^5]:    ${ }^{7}$ We follow the $\eta$ notation in Horn and Zhang [38], for quaternionic imaginary units $i, j, k$.

[^6]:    ${ }^{8}$ While these matrices at first may seem very arbitrary, they represent large equivalence classes through the change of basis. For example $I_{p, q}$ represents any real symmetric or complex Hermitian matrix as the "signature" of that matrix [2, p.240] and $J_{n}$ represents any skew-symmetric or skewHermitian matrix.
    ${ }^{9} 2$ for the choice of $*, 3$ for the choice of $\mathbb{F}, 4$ for the choice of $J$.
    ${ }^{10}$ There are a number of reasons that it is a good idea to use explicit representations. For example when factoring $2 n \times 2 n$ matrices in Section 5.5 it would appear to be nonsensical to multiply through an $n \times n$ complex matrix. (In other literature, it would be often left to the reader to realize that the isomorphism $[\cdot]_{\mathbb{R}}$ is at play.)

[^7]:    ${ }^{11}$ Bilinearity can break down for $\mathbb{H}$ since $(x \alpha)^{T} y=\left(x^{T} \alpha y\right) \neq \alpha x^{T} y$ and $(M x)^{T} \neq x^{T} M^{T}$.

[^8]:    ${ }^{12}$ There is no quaternion symplectic group due to the breakdown of linearity of the quaternion form $\langle x, y\rangle_{J_{n}}=x^{T} J_{n} y$ as mentioned in the footnote in Remark 2.5
    ${ }^{13}$ In many literature $2 n \times 2 n$ symplectic groups are denoted by $\operatorname{Sp}(n, \mathbb{F})$.
    ${ }^{14}$ Tracking back, some older references call conjugate symplectic group the "Hermitian symplectic group," and even older references use the name "Hermitian modular group."

[^9]:    ${ }^{15} \mathrm{SL}(n, \mathbb{C}), \mathrm{SO}(n, \mathbb{C}), \mathrm{Sp}(2 n, \mathbb{C})$ are the three complex Lie groups (complex manifolds) with semisimple complex Lie algebras.

[^10]:    ${ }^{16}$ This is the automorphism group of the complex symmetric bilinear form.
    ${ }^{17}$ See Lemma 5.15 One can also use the Takagi factorization to see this.

[^11]:    ${ }^{18}$ As has been pointed out by Helgason 33, however, it is unclear that if Cartan himself knew directly about the KAK decomposition as the link between Lie algebras and Lie groups were not yet completed at the time.
    ${ }^{19}$ Any automorphism $\theta$ on $\mathfrak{g}$ that satisfies $\theta^{2}=\mathrm{Id}$ is called an involution.
    ${ }^{20}$ Some readers may have noticed that we are abusing notations in 3.2 . The sets $e^{\mathfrak{g}}$ and $e^{\mathfrak{k}}$ are in fact $\mathrm{SL}(n, \mathbb{R})$ and $\mathrm{SO}(n)$. We multiplied $\{+1,-1\}$ for both Lie groups so that the decomposition 3.2 becomes the usual polar decomposition.

[^12]:    ${ }^{21}$ The decomposition of $\mathfrak{p}$ (left) is what Cartan wrote in [15], $\mathfrak{p}=\bigcup_{k \in K} \operatorname{Ad}(k) \mathfrak{a}$, also mentioned in our introduction. Notationally, we write $\mathfrak{p}=\bigcup_{k \in K} k \mathfrak{a} k^{-1}$ rather than the wrong set notation $\mathfrak{p}=K \mathfrak{a} K^{-1}$ as the latter does not denote the constraint that the $k$ on the left is the inverse of the $k$ on the right, hence the union symbol.
    ${ }^{22}$ As we discussed in the footnote after $3.2, e^{\mathfrak{u}}$ is in fact the Lie group $\mathrm{SU}(n)$, not $\mathrm{U}(n)$. The group $U$ can be precisely defined as the group such that $K \subset U$ and $\operatorname{Lie}(U)=\mathfrak{u}$.

[^13]:    ${ }^{23}$ To compute $\mathfrak{a}$ one has to consider small examples and then expand to larger cases. In textbooks such as Helgason the list of $\mathfrak{a}$ is given as there are only a finite number of $\mathfrak{p}$ 's for Cartan's symmetric spaces. The authors are not aware of the general procedure of computing a maximal abelian subalgebra $\mathfrak{a}$ of $\mathfrak{p}$ (or $\mathfrak{p}_{\tau} \cap \mathfrak{p}_{\sigma}$, which appears in the following section). However, we propose a conjecture that the odd powers of any given generic element $p \in \mathfrak{p}$ construct a basis of a maximal abelian subalgebra.

[^14]:    ${ }^{24}$ For example if $\exp (\mathfrak{a})$ is the set of all positive diagonal matrices, fixing a Weyl chamber to obtain $\mathfrak{a}^{+}$is equivalent to setting the diagonal entries of $a \in \exp \left(\mathfrak{a}^{+}\right)$in a decreasing order.

[^15]:    ${ }^{25}$ As noted in $\star$ of Algorithm 1, directly exponentiating $\mathfrak{k}_{\tau}$ gives the subgroup of $K_{\tau}$, elements with positive determinants. One need to multiply the factor $\pm 1$ to match the group $\mathrm{O}(n, \mathbb{R})$. Such factors can be offsetted by quotienting out the symmetries in $\mathfrak{a}$.

[^16]:    ${ }^{26}$ This is equivalent to Kleinsteuber's table of "normal form methods" in his thesis 44.

[^17]:    ${ }^{27}$ For the compact symmetric spaces BDI, AIII, CII it is possible to have different $K_{\sigma}, K_{\tau}$ by changing the parameters of the involution. Thus, they are classified along the $\mathrm{K}_{1} \mathrm{AK}_{2}$ decomposition and will be discussed in Section 4.4

[^18]:    ${ }^{28}$ Interestingly it has been shown in 40 that the Takagi factorization of a unitary symmetric matrix can be computed in finitely many steps.

[^19]:    ${ }^{29}$ Imagine the lower triangular analogue of the QR decomposition.

[^20]:    ${ }^{30}$ This is the most common example of the KAK decomposition used in the Lie theory courses and textbooks.

[^21]:    ${ }^{31}$ What is the map sending the set of $M_{b}$ to $\operatorname{Sp}(2 n, \mathbb{R})$ ? It is exactly the (restriction of) isomorphism sending $\mathrm{U}(n, n)$ to $\mathrm{Sp}^{*}(2 n, \mathbb{C})$, discussed in Remark 7.4 Therefore the map sends the set $\left\{\right.$ All $\left.M_{b} ' s\right\} \subset \mathrm{U}(n, n)$ to $\operatorname{Sp}(2 n, \mathbb{R}) \subset \operatorname{Sp}^{*}(2 n, \mathbb{C})$.

[^22]:    ${ }^{32}$ The Iwasawa decomposition is another important Lie group decomposition which generalizes the QR factorization. For a nilpotent subgroup $N \subset G$ we have the decomposition $G=K A N$, where $K, A$ are identical to the KAK decomposition. For example if $G=\mathrm{GL}(n, \mathbb{R})$, a standard choice of $N$ is the group of all upper triangular matrices with diagonal entries fixed to one. Thus, the decomposition $G=K \cdot(A \cdot N)$ is the QR factorization. One can add the positive roots of $\mathfrak{g}$ respect to $\mathfrak{a}$ to obtain a nilpotent Lie algebra $\mathfrak{n}$. As always, $N$ is a Lie subgroup of $G$ such that $\operatorname{Lie}(N)=\mathfrak{n}$. As we are working with various $\mathrm{K}_{1} \mathrm{AK}_{2}$ decompositions in this paper, the Iwasawa decomposition of semisimple Lie groups could also be understood as a family of matrix factorizations.

[^23]:    ${ }^{33}$ This is equivalent to a Lie algebra decomposition, i.e., Lemma 6.3 (iii) of 31, p.247]. In computational perspective the Lie algebra decomposition is pointed out by Kleinsteuber 44] as the SVD.

[^24]:    ${ }^{34}$ In fact, the upper right block entry of the HCSD, Theorem 7.1 also contains the SVD even before the folding.

[^25]:    ${ }^{35}$ In Wigner's case he thought the shape of the CSD and the HCSD reminded him of the Iwasawa decomposition, as mentioned in Section 7.1

