
FIFTY THREE MATRIX FACTORIZATIONS:

A SYSTEMATIC APPROACH

ALAN EDELMAN AND SUNGWOO JEONG

Abstract. The success of matrix factorizations such as the singular value

decomposition (SVD) has motivated the search for even more factorizations.
We catalog 53 matrix factorizations, most of which we believe to be new.

Our systematic approach, inspired by the generalized Cartan decomposition

of Lie theory, also encompasses known factorizations such as the SVD, the
symmetric eigendecomposition, the CS decomposition, the hyperbolic SVD,

structured SVDs, the Takagi factorization, and others thereby covering familiar

matrix factorizations as well as ones that were waiting to be discovered.
We suggest that Lie theory has one way or another been lurking hidden

in the foundations of the very successful field of matrix computations with

applications routinely used in so many areas of computation. In this paper,
we investigate consequences of the Cartan decomposition and the little known

generalized Cartan decomposition for matrix factorizations.
We believe that these factorizations once properly identified can lead to

further work on algorithmic computations and applications.
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1. Introduction

1.1. Matrix factorizations. An insightful exercise might be to ask what is the
most important idea in linear algebra. Our answer would be “matrix factoriza-
tions.” It is as straightforward as it is unlikely to be the one we think you might
hear, such as: “linearity,” “eigenvalues” or “singular values.” Matrix factorizations
have shown up relatively recently in linear algebra classes, when before they may
have taken a backseat to the study of structure. However, they are critical to ap-
plications in both pure/applied mathematics, as well as science and engineering.1

The search for new matrix factorizations has motivated numerical linear alge-
braists for decades. The search has often been driven by a specific demand, a
particular problem or sometimes a generalization of a known factorization. While
we enjoy learning specialized new factorizations, we were motivated to understand
a unifying structure.

1Indeed, Townsend and Trefethen [72] (online version only) highlight the critical role of matrix
factorizations stating that “one might regard this as the central dogma of classical numerical linear

algebra: matrix algorithms correspond to matrix factorizations.”

https://people.maths.ox.ac.uk/trefethen/publication/PDF/2014_151.pdf
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Table of 53 Matrix Factorizations
R C H

U
β

(n
)

(C
o
m

p
a
c
t)

Un = OnDOn
′ UH

n = UnDUn
′

F1 ODO (2013, 2018) [75, 24] Bloch, Messiah (1962) [9]

F2 O2n = [UC
n]R

[
R

R−1

]
[UC
n]R
′

U2n = [UH
n]C

[
D
D

]
[UH
n]C
′

F3 U2n = O2n

[
D
D

]
[UH
n]C

On = Un = UH
n =[

Op
Oq

][
C S
−S C

][
Or

Os

] [
Up

Uq

][
C S
−S C

][
Ur

Us

] [
UH
p

UH
q

][
C S
−S C

][
UH
r

UH
s

]
CSD (p, q) = (r, s) (1968) Wigner [77], Davis, Kahan [19]

F4

CSD general Davis, Kahan (1969) [18], GSVD (1981) [58]

F5 Un = On

[
C iS
iS C

][
Up

Uq

]
UH
n = Un

[
C jS
jS C

][UH
p

UH
q

]

F6 O2n = [UC
n]RΘ

[
O2p

O2q

]
U2n = [UH

n]CΘ

[
U2p

U2q

]

G
L
β

(n
)

GR
n = OnΣO′n GC

n = UnΣU′n GH
n = UH

nΣUH
n
′

F7 Singular value decomposition

F8 GR
n = On

[
Ch Sh
Sh Ch

][GR
p

GR
q

]
GC
n = Un

[
Ch Sh
Sh Ch

][GC
p

GC
q

]
GH
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[
Ch Sh
Sh Ch

][GH
p

GH
q

]

F9

GR
n = OnΣUR

p,q GC
n = UnΣUC

p,q
GH
n = UH

nΣUH
p,qHyperbolic SVD (1989) Onn, Steinhardt, Bojanczyk [57]

F10

GR
2n = O2n

[
Σ

Σ

]
SpR2n

GC
2n = U2n

[
Σ

Σ

]
SpC2nSVD-like decomp. (2003) Xu [80]

F11 GR
2n = O2n

[
Σ
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]
[GC
n]R GC
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[
Σ
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]
[GH
n]C
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R
n GH
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nBG

C
n

F13 GC
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n GH
n = UH

nΣOH
n

S
p
β

(2
n

)

SpR2n = [UC
n]R

[
Σ

Σ−1

]
[UC
n]R
′

SpC2n = [UH
n]C

[
Σ

Σ−1

]
[UH
n]′CF14 Balian (1965) [3], Xu (2003) [80] Faßbender, Ikramov (2005) [21]

F15

SpR2n =
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[
Ch Sh
Sh Ch

][
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n

(GR
n)−T
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[UH
n]C

[
Ch Sh
Sh Ch

][
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n

(GC
n)−T

]

F16

SpR2n =
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[
H

H−1

][SpR2p
SpR2q

] SpC2n =
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[
H
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][SpC2p
SpC2q
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Ch iSh
−iSh Ch

]
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U
β
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,
q
)
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p,q = UH
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Oq

][
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Sh Ch

][O′p
O′q

] [
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Uq

][
Ch Sh
Sh Ch

][U′p
U′q

] [
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p
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p
′
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q
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]
F18

Hyperbolic CS decomposition [28, 75, 77]
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H
H′
][UR
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p,q =[

Up
Uq

][
H
H′
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p,q =[
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p

UH
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][
H
H′
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UC
2p,2q =[

U2p
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][
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H

]
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O′n

][
Ch Sh
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][
Ch Sh
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F22
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p,q =[
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][
Ch iSh
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p
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q

][
Ch jSh
−jSh Ch

]
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p,q

O
β
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)

F23 OC
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′
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′
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F24 OC
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[
Ch iSh
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][OC
p
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n = Un

[
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−jSh Ch

][OH
p
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[
Ch iSh
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]
[OH
n]C

Table 1. The list of matrix factorizations obtained in our work. For
matrix notations, see Table 2 (last column) and Table 3. All 53 cases

can be found as theorems in this work. Brown denotes KAK decom-
positions, gray denotes factorizations where we have found references.

Matrix block structures may be abbreviated to save space.



4 ALAN EDELMAN AND SUNGWOO JEONG

Our main result, Table 1 is the list of 53 systematically derived matrix factor-
izations arising from the generalized Cartan (K1AK2) decomposition [22]. Table 1
may be thought of as a 25×3 array with entries consisting of matrix factorizations.
The rows of Table 1 are labeled F1 through F25.

To assist the reader in getting a quick sense of how to read Table 1 using Tables
2 and 3 to look up notation, we will use the (real orthogonal) × (unitary diagonal)
× (another real orthogonal) F1 factorization of any unitary matrix as an example:

KEY TO FACTORIZATION TABLES
e.g. F1 : Unitary = (real orth.) × (unitary diagonal) × (another orth.)

⋯

(Table 2) (Table 3)

Factorization (Table 1) 

Notation
(Tables 2 & 3)

⋯⋯

⋯

As mathematical background to the factorizations in Table 1, we mention the

KAK and K1AK2 decompositions. The KAK decomposition marked with brown
includes the SVD (labeled F7) and the square partition CS decomposition (CSD).
The K1AK2 decomposition includes the general CSD (labeled F4) and many others.
Cells colored in gray denote factorizations where we have found references in such

communities as numerical linear algebra and physics.

1.2. The KAK and K1AK2 decompositions. Like a first edition Superman
comic, gathering dust unrecognized in an attic, the KAK and K1AK2 decomposi-
tions are somewhat unknown. The reasons for this provide important lessons from
mathematical history. (See Section 9 for details with a timeline.)

The KAK decomposition, may have first appeared in the work of Harish-Chandra
[29], described as a refinement or sharpening of the Cartan decomposition by Helga-
son [30]. However it remains unclear if Cartan himself knew about the KAK [33].
Nonetheless, perhaps out of respect, Helgason refers to the KAK as the Cartan
decomposition in his 1978 classic [31, p.402].

We point out that neither the explicit name “KAK decomposition” nor the
importance of the decomposition is stated in the works above by Harish-Chandra
or Helgason. Rather the decomposition is used somewhat in passing as a tool, and
hence it was unlikely to be noticed by all but a few.

We found a fascinating parallel in the discovery and the proclamation of the
CSD amongst 20th century applied mathematicians, also at first used only as a
tool, but later given a name and recognition as a matrix factorization by Stewart
as described beautifully by Paige and Wei [61, p.308]:2

Unaware of [18], Stewart in an appendix to [66] gave a proof of
the CSD ... [Stewart’s] contribution was extremely important, not

2Reference numbers are altered from the original quote to match the references in this paper
for the convenience of the reader.
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so much because it appears to be the first complete proof given for
a CSD, but because it simply stated the CSD as a general decom-
position of unitary matrices, rather than just a tool for analyzing
angles between subspaces - this was something [18] had not quite
done. This elegant and unequivocal statement brought the CSD to
the notice of a wider audience, as well as emphasizing its broader
usefulness. Stewart widely advocated the use of the CSD, and came
up with this appropriate name.

Just as the KAK remained obscure for many years, it is probably safe to say
at this time that the generalization to K1AK2 remains very little known. The
K1AK2 decomposition3 appears first in Flensted-Jensen’s work of 1978 [22], where
he names his result the “generalized Cartan decomposition.” As history repeats
itself, it seems K1AK2 was created as a tool to study the structure of semisimple
Lie algebras for specialists in the pure mathematical areas of harmonic analysis, Lie
theory, and representation theory. For such studies, there seems to be little interest
in individual factorizations so important in applied mathematics, engineering, the
sciences, and probably, in the end, also useful to pure mathematics.

1.3. Unified approaches to matrix factorizations. Given the importance of
matrix factorizations for applications, it would be of no surprise that various at-
tempts towards unification have been considered. We begin with a brief survey
on the applied side. Mackey, Mackey and Tisseur [50, 51] provide an overview of
structural tools for factorizations in the context of automorphism groups of scalar
products. We were inspired by their work, especially their open questions suggested
in Section 5.2 and 8.3 of [51], whose answer mostly lies in the global Cartan decom-
positions and KAK decompositions discussed in this paper and their isomorphic
forms as described in Remark 2.4, e.g., the perplectic SVD in Remark 7.3.

Notably, Kleinsteuber provides a unified algorithmic approach on the decompo-
sition that Cartan for sure has in his work: p =

⋃
k∈K Ad(k)a =

⋃
k∈K kak

−1 (see
Figure 5 in Section 9), in a framework of a generalization of the Givens algorithm.
The structure preserving Jacobi algorithms proposed in Kleinsteuber’s thesis (2005)
[44] treats the SVD, Hermitian eigendecomposition and more in a unified scheme. A
broad chart of structured eigenproblems with references is also nicely listed in [12].
Bhatia (1994) [7] considers a few cases where the tangent spaces are decompositions
of matrix spaces.

The abstraction approach is great for the soul as it lets us understand so much,
and can lead to new discoveries, but often the discoverers are unaware or unin-
terested in the details of what might seem to them as tedious examples. The
applied approach is critical for applications and impact. We applaud both the
pure and applied styles as valuable intellectual achievements. We credit Cartan
for discovering an abstraction for the aforementioned class of matrix factorizations:
p =

⋃
k∈K kak

−1 [15, p.359], and credit many 20th century mathematicians for

forthcoming abstractions. Cartan, Iwasawa4, Kostant and Bruhat represent a line
of mathematicians that skip past any one matrix factorization and do what is ad-
mirable in pure mathematics, create an abstraction, one might even say a blueprint

3We are grateful to Pavel Etingof, pointing us to [46] which lead us down the path of discovery.
4Who incidentally taught Gil Strang linear algebra at MIT.
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for many factorizations. We will argue, in contrast, that specialists in matrix fac-
torizations, some examples in this context include Golub, Kahan, Paige, Stewart,
Van Loan and many others did what is admirable in applied mathematics. They
discovered, developed, named, found applications, properties, and/or algorithms5

for specific matrix factorizations.

1.4. Organization of the paper. Section 2 provides an overview of the matrices
in classical Lie groups (summarized in Table 2) from a linear algebra point of
view intended for a modern audience. Section 3 discusses the basics of the KAK
and K1AK2 decomposition, with easy-to-follow examples in Sections 3.3 and 3.4.
Sections 4 to 8 are the main results of this paper (summarized in Table 1), the
matrix factorizations of the following matrices:

• Section 4 : Orthogonal and unitary matrices
• Section 5 : Invertible matrices
• Section 6 : Symplectic matrices
• Section 7 : Indefinite unitary matrices
• Section 8 : Complex and quaternionic orthogonal matrices

Section 9 points out some important lessons of mathematical history, together
with a discussion from Élie Cartan’s dicoveries to the developments of relatively
newer matrix factorizations, in a chronological order.

2. Matrices from the classical Lie groups

It has long been established that orthogonal matrices enjoy very special numeri-
cal and analytical properties. The classical Lie groups named by Weyl [76] consist
of invertible matrices and generalizations of orthogonal matrices (Table 2). These
generalizations are very simple and are the building blocks of our 53 factorizations.

2.1. Preliminaries.
Real, complex and quaternionic matrices: Let R,C,H denote the reals, com-
plexes and (real) quaternions. The symbol F will be used in all three cases, though
quaternions are not a field. The β-symbol with β = 1, 2, 4 is often used, representing
each of the three cases respectively. m× n matrices are denoted by Fm×n.

Definition 2.1. The matrices Jn and Ip,q are defined as follows. (p, q, n ∈ N)

(2.1) Jn :=

[
0 In
−In 0

]
, Ip,q :=

[
Ip 0
0 −Iq

]
.

Realify and complexify: Sometimes, we may represent a complex matrix as a
real matrix6 (which we call “realify”), and a quaternion matrix as a complex matrix
(“complexify”). The realify map [ · ]R : Cm×n → R2m×2n is defined as

(2.2) Realify : X 7→ [X]R ≡
[
<(X) =(X)
−=(X) <(X)

]
.

The complexify map [ · ]C : Hm×n → C2m×2n is defined as

(2.3) Complexify : Y 7→ [Y ]C ≡
[

<(Y ) + i=i(Y ) =j(Y ) + i=k(Y )
−=j(Y ) + i=k(Y ) <(Y )− i=i(Y )

]
,

5Especially in the context of floating point arithmetic.
6When programming languages did not support imaginary numbers, the same representation

had been used by programmers, using a 2m× 2n real matrix to encode an m×n complex matrix.
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where Y = <(Y ) + i=i(Y ) + j=j(Y ) + k=k(Y ).

The Transposes (MT ,MH ,MD,MDi ,MDj ,MDk): The following defines varia-
tions on transpose for real, complex, and quaternion matrices:

(MT )ab = Mba, (for R,C,H), (MH)ab = Mba, (for C)(2.4)

(MD)ab = Mba, (for H) (MDη )ab = −ηMbaη, (for H, η ∈ {i, j, k})(2.5)

We define MDi ,MDj ,MDk for quaternion matrices as the transpose that only “con-
jugates” the i, j, or k term respectively. (See Figure 1 for an example of MT ,MD

and MDj for a quaternionic matrix M .) Formally we state the following [62].

Definition 2.2. For a quaternionic matrix M ∈ Hn×n, the η-conjugate7 transpose
MDη is defined as (η ∈ {i, j, k}),
(2.6) MDη := η−1MDη = −ηMDη.

Moreover, if A = ADη we say A is η-Hermitian.

𝑎 + 𝑏𝑖
											+𝑐𝑗 + 𝑑𝑘 ⋯

𝑇

𝐷

𝐷!

=

=

=

𝑎 + 𝑏𝑖
+𝑐𝑗 + 𝑑𝑘

⋯

Transpose :

j-conjugate
transpose

Conjugate
transpose :

:

𝑎 + 𝑏𝑖
											+𝑐𝑗 + 𝑑𝑘 ⋯

𝑎 + 𝑏𝑖
											+𝑐𝑗 + 𝑑𝑘 ⋯

𝑎 − 𝑏𝑖
−𝑐𝑗 − 𝑑𝑘

⋯

𝑎 + 𝑏𝑖
−𝑐𝑗 + 𝑑𝑘

⋯

⋯
⋯

⋯

⋯
⋯

⋯

Figure 1. Transpose T , conjugate transpose D, and j-conjugate
transpose Dj of a quaternionic matrix. i-conjugate transpose and
k-conjugate transpose are defined similarly.

The symbols T , H, and D refer to the transpose, Hermitian transpose, and dual
respectively. H and D both serve as conjugate transposes. When it is unambiguous,
we use the common notation M† to denote the complex/quaternionic conjugate
transpose (MH or MD).

7We follow the η notation in Horn and Zhang [38], for quaternionic imaginary units i, j, k.
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Some identities are useful. Suppose C ∈ Cn×n and Q ∈ Hn×n. Then we have

[CH ]R = [C]TR ,(2.7)

[CT ]R = In,n[C]TRIn,n,(2.8)

[QD]C = [Q]HC ,(2.9)

[QDj ]C = [Q]TC = −Jn[Q]HC Jn.(2.10)

Additionally, −Jn[C]RJn = [C]R and −Jn[Q]CJn = [Q]C holds.

2.2. Solutions G to G∗JG = J create Lie groups. The classical Lie groups can
be derived by solving the quadratic matrix equation G∗JG = J for G (invertible
solutions), given a fixed J (top of Table 2). One can select ∗ to be {T,H,D} or
{T, T, T} for R,C,H respectively. (For H, T is applied through the complexified
matrix as T is not an involution on Hn×n. See Remark 2.9.) For a choice of
J , one can select among 0n, In, Ip,q and Jn.8 For example, choosing J = In
and ∗ = {T,H,D} gives three groups, {G : GTG = In}, {G : GHG = In},
{G : GDG = In} corresponding to β = 1, 2, 4.

Out of 24 combinations9, we omit the overlapping (i.e., isomorphic, so double
counting) 11. (Remark 2.7 talks about one such isomorphism.) The remaining
13 Lie groups are presented in the upper part of Table 2 denoted by 5 simplified
β-notated symbol: GLβ(n), Uβ(n), Uβ(p, q), Spβ(2n) and Oβ(n). The lower table
drills down into the complete list of 13 classical Lie groups including the commonly
used Lie group symbols (column 3), the names of matrices (column 4) and defini-
tions (column 5). The last column is our symbol for individual matrices which will
be used throughout this paper.

Remark 2.3 (isomorphic Lie groups that change F). The realify and complexify
maps create isomorphic Lie groups. In the Lie theory literature, we rarely find a
distinction between isomorphic representations of the same Lie group as the alge-
braic structure is considered more important than the specific representation. On
the other hand, we have chosen to be more explicit: we denote the isomorphic
representation with a distinct matrix/Lie group notation.10

Consider an example where the isomorphism [ · ]C (the complexify map) is at
play: the n×n quaternionic general linear group GL(n,H) has an isomorphic copy
U∗(2n), which can be obtained by the complexify map. Matrices from each group
will be distinctively denoted by GHn and [GHn ]C, respectively. (See the last column
of Table 2 for the complete list of such distinct matrix symbols.)

Remark 2.4 (isomorphic Lie groups that change J but preserve F). On first glance
the explicit J ’s that are commonly used such as In, Ip,q, Jn (and the less common
J = 0n) seem arbitrary but they are not. If we may make an analogy with the

8While these matrices at first may seem very arbitrary, they represent large equivalence classes

through the change of basis. For example Ip,q represents any real symmetric or complex Hermitian
matrix as the “signature” of that matrix [2, p.240] and Jn represents any skew-symmetric or skew-
Hermitian matrix.

92 for the choice of ∗, 3 for the choice of F, 4 for the choice of J .
10There are a number of reasons that it is a good idea to use explicit representations. For

example when factoring 2n × 2n matrices in Section 5.5, it would appear to be nonsensical to
multiply through an n × n complex matrix. (In other literature, it would be often left to the

reader to realize that the isomorphism [ · ]R is at play.)
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Classical Lie groups, {Invertible G : G∗JG = J}
A transpose ∗ and a matrix J can produce a classical Lie group

(β = 1, 2, 4 represents R,C,H)

Transpose ∗
J 0n In Ip,q =

[
Ip 0
0 −Iq

]
Jn =

[
0 In
−In 0

]
The below are all generalizations of orthogonal matrices

Conjugate
transposes

MT ,MH ,MD

GLβ(n)
“Invertibles”
β = 1, 2, 4

Uβ(n)
“Unitaries”
β = 1, 2, 4

Uβ(p, q)
“Indefinite Unitaries”

β = 1, 2, 4

-

Transpose
(only) MT -

Oβ(n)
“C,H Orthogonals”

β = 2, 4

-
Spβ(2n)

“Symplectics”
β = 1, 2

O
u
r

S
y
m

b
o
l

β
Lie group
Symbol

Matrix
Name

Definition
Ambient

Space

Our
Matrix
Symbol

G
L
β
(n

)

1 GL(n,R)
Real

Invertible
{G : detG 6= 0} Rn×n GRn

2 GL(n,C)
Complex
Invertible

{G : detG 6= 0} Cn×n GCn

4
GL(n,H) Quaternion

Invertible

{G : detG 6= 0} Hn×n GHn

U∗(2n) Complexify(↑) C2n×2n [GHn]C

U
β
(n

)

1 O(n) Orthogonal {O : OTO = In} Rn×n On or URn

2
U(n)

Unitary
{U : UHU = In} Cn×n Un or UCn

OSp(2n) Realify(↑) R2n×2n [UCn ]R

4
U(n,H) Quaternionic

Unitary

{U : UDU = In} Hn×n UHn

USp(2n) Complexify(↑) C2n×2n [UHn ]C

U
β
(p
,q

)

1 O(p, q) Indef orthogonal {O : OT Ip,qO = Ip,q} Rn×n URp,q

2 U(p, q) Indef unitary {U : UHIp,qU = Ip,q} Cn×n UCp,q

4
U(p, q,H) Quaternionic

Indef unitary

{U : UDIp,qU = Ip,q} Hn×n UHp,q

Sp(p, q) Complexify(↑) C2n×2n [UHp,q]C

O
β
(n

)

2 O(n,C)
Complex

Orthogonal
{O : OTO = In} Cn×n OCn

4
O(n,H)

Quaternionic
Orthogonal

{O : ODjO = In} Hn×n OHn

O∗(2n)
Complexify(↑)

(If complexified, OTO = I2n)
C2n×2n [OHn ]C

S
p
β
(2
n

) 1 Sp(2n,R)
Real

Symplectic
{S : STJnS = Jn} R2n×2n SpR2n

2 Sp(2n,C)
Complex

Symplectic
{S : STJnS = Jn} C2n×2n SpC2n

Table 2. Not satisfied with the organization of tables of classical
Lie groups in the literature, we propose the following simplified
organization of the 13 classical Lie groups.
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Jordan form of a matrix, these J ’s represent equivalence classes which may be built
up in to a theory that can cover any J [63, p.92].

The perplectic group and perplectic matrices [50] defined in (2.14), (2.23) pro-
vide interesting examples (see Remarks 2.6 and 2.10 for real and complex cases,
respectively). Another example is conjugate symplectic matrices in Remark 2.7.

Remark 2.5 (Classical Lie groups as automorphism groups). For a given J-scalar
product 〈x, y〉J := x∗Jy, it is easy to see that G∗JG = J if and only if 〈x, y〉J =
〈Gx,Gy〉J for all x, y.11 The set of such G form a group, this group is known as
the automorphism group of the scalar product, studied nicely in [50]. Effectively,
the abstract group is independent of basis, which is another way of seeing the
equivalence class of possible J ’s as mentioned in Remark 2.3.

2.3. GLβ(n), general linear groups. The groups GL(n,R), GL(n,C), GL(n,H)
are the groups of n × n invertible matrices of the corresponding F. We adopt the
simplified symbol GLβ(n) to express the three groups at once, for β = 1, 2, 4. Note
that the determinant zero condition for GL(n,H) is defined through its complexified
counterpart U∗(2n), since there is no natural determinant for quaternionic matrices.

2.4. Uβ(n), unitary groups. Defined with U†U = In for conjugate transpose †,
the name “unitary group” (usually complex) can be extended to real and quater-
nionic cases. The real unitary group is indeed the orthogonal group O(n) of n× n
orthogonal matrices, and the quaternionic unitary group U(n,H) is the set of all
quaternionic matrices satisfying UDU = In. We denote these three groups at once
by Uβ(n), β = 1, 2, 4.

2.5. Uβ(p, q), indefinite unitary groups. Let n = p+q. A real matrix G ∈ Rn×n
is called indefinite orthogonal if it satisfies

(2.11) GT Ip,qG = Ip,q.

Similarly we define complex/quaternionic Indefinite unitary matrices with

(2.12) G†Ip,qG = Ip,q.

Indefinite orthogonal/unitary matrices have many other names. A matrix G
satisfying (2.12) is called a “hypernormal matrix” in [57], a“pseudo-unitary matrix”
in [50, 51], and the most commonly used name is “J-unitary matrix” in [34] and
by many other authors. (Which is confusing since the term “J-orthogonal” is
sometimes used to describe a real symplectic matrix [6, 80] and as we do in this
paper, J is used more generally.) To avoid ambiguities, we use the term “indefinite
unitary matrix” (and “indefinite orthogonal matrix”) for the matrices satisfying
(2.12) (and (2.11)).

In the literature, the groups themselves go by various names with more tradi-
tional symbols. Our U1(p, q) goes by the symbol O(p, q) and is called the indefi-
nite orthogonal group, pseudo-orthogonal group, hyperbolic orthogonal group, the
generalized orthogonal group, etc. Our U2(p, q) is denoted simply U(p, q), the in-
definite unitary group, etc. The quaternionic case is often denoted by the symbol
Sp(p, q) which we will restrict our use to the complex representation of U4(p, q).
The quaternionic representation will be denoted by U(p, q,H).

11Bilinearity can break down for H since (xα)T y = (xTαy) 6= αxT y and (Mx)T 6= xTMT .
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In Remark 7.2, we will point out the role played by these indefinite unitary groups
in explaining a connection between the well-known CS decomposition and the per-
haps not as well-known hyperbolic CS decomposition. A key mathematical point
is the hyperbolic versions are not only analogous, but are indeed related through a
Lie theoretic concept of the compact/noncompact dual KAK decomposition.

Remark 2.6 (the real perplectic group). We remark that the interesting real per-
plectic group, studied in [50], is isomorphic to the indefinite orthogonal group with
p = dn2 e and q = bn2 c as has already been pointed out in [49].

Take as our J the (backward identity) matrix En with 1’s on its antidiagonal.

(2.13) En :=




0 1
...

1 0


 .

The eigenvalues of En are clearly p = dn2 e positive ones and q = bn2 c negative ones
hence the signature is (dn2 e, bn2 c). It follows that the real perplectic group

(2.14) {G ∈ Rn×n : GTEnG = En},
is isomorphic to corresponding indefinite orthogonals. See Remark 7.3 for isomor-
phism and the real perplectic SVD. Interestingly, the complex perplectic group is
isomorphic to the complex orthogonal group. (See Remark 2.10.)

2.6. Spβ(2n), symplectic groups. The symplectic groups correspond to J ’s that
are real or complex skew-symmetric (as opposed to skew-Hermitian), represented by
Jn (see Remark 2.4). For F = R,C (but not H)12, a symplectic matrix G ∈ F2n×2n

is defined with the property (the symplectic group is denoted13 by Sp(2n,F))

(2.15) GTJnG = Jn,

where the transpose is the regular transpose without the complex conjugation.
Sp(2n,R) and Sp(2n,C) are the real and the complex symplectic group, sometimes
denoted by Spβ(2n) with β = 1, 2.

Remark 2.7 (using H instead of T is not complex symplectic). A natural but ul-
timately inconsistent and problematic definition for complex symplectic matrices
would take as a definition GHJnG = Jn. This “H” transposing definition may
originate in 1979 [59, p.4] and 1981 [60, p.14] (which references and proposes a
generalization of [52, Paragraph 4.19.9]), and sometimes called by the name conju-
gate symplectic matrices14 [50]. (This confusion has been pointed out several times
e.g., Remark 1.2 of [56].) The 2n × 2n conjugate symplectic group is denoted by
Sp∗(2n,C) and it is isomorphic to the indefinite unitary group U(n, n). See Remark
7.4 for the isomorphism and factorizations of conjugate symplectic matrices.

Remark 2.8 (β doubling for β-unitaries). We describe a charming alchemy that
turns (at the group level) orthogonals into unitaries and similarly complex unitaries

12There is no quaternion symplectic group due to the breakdown of linearity of the quaternion
form 〈x, y〉Jn = xT Jny as mentioned in the footnote in Remark 2.5.

13In many literature 2n× 2n symplectic groups are denoted by Sp(n,F).
14Tracking back, some older references call conjugate symplectic group the “Hermitian sym-

plectic group,” and even older references use the name “Hermitian modular group.”
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into quaternionic unitaries by the presence of the symplectic structure. Specifically
our notation allows us to state both β = 1, 2 cases at once (respectively, F = R,C):

(2.16) [U2β(n)]F = Uβ(2n) ∩ Spβ(2n).

Nonetheless it is worth spelling out what this says. The real case says that if you
have a 2n×2n real orthogonal matrix that is also real symplectic then it is a realified
unitary matrix. In addition, if you have a 2n× 2n complex unitary matrix that is
also complex symplectic then it is a complexified quaternionic unitary matrix.

The group of 2n× 2n unitary symplectic matrices is often denoted by Sp(n) or
USp(2n), called the unitary (or compact) symplectic group. Similarly the group
of 2n × 2n orthogonal symplectics is called the orthogonal symplectic group and
denoted by OSp(2n). The following is an explicit version of (2.16).

[U(n)]R = OSp(2n) := O(2n) ∩ Sp(2n,R),(2.17)

[U(n,H)]C = USp(2n) := U(2n) ∩ Sp(2n,C).(2.18)

2.7. Oβ(n), orthogonal groups: complex and quaternion. Although the com-
plex/quaternionic analogues of the orthogonal group (defined with M†) are often
referred to as the complex and quaternionic unitary group, there exist two alter-
native Lie groups Oβ(n), β = 2, 4 which go by the name complex and quaternionic
orthogonal groups. The complex orthogonal group15 is defined in a way that is
reminiscent of the real orthogonal group using MT for M ∈ Cn×n,

(2.19) O(n,C) := {G ∈ Cn×n|GTG = In}.
The quaternionic orthogonal group O(n,H) is a Lie group defined as,

(2.20) O(n,H) := {G ∈ Hn×n|GDjG = In}.
The choice of the j-conjugate transpose MDj instead of MT to define Oβ(n),

β = 4 seems somewhat unnatural but it becomes clear if one consider the identity
(2.10) of the map [ · ]C. The complexified MDj is the regular transpose [M ]TC .
Thus, Oβ(n) all have the property OTO = I in their complex representations.

A commonly found symbol in the literature is O∗(2n), the complexified O(n,H).

(2.21) O∗(2n) := {G ∈ U∗(2n) : GTG = I2n} = [O(n,H)]C.

The standard choice in (2.20) uses Dj but Di or Dk can be also used instead of
Dj . Sometimes we explicitly emphasize the choice of i, j, k, denoting the group by
Oi(n,H), Oj(n,H), Ok(n,H). The group structure is isomorphic for all three cases.

Remark 2.9 (the quaternionic matrices satisfying GTG = In). A reader might be
curious about the straightforward quaternionic extension of orthogonality by the
transpose, a quaternion matrix G ∈ Hn×n satisfying

(2.22) GTG = In.

However the set of such matrices is not a group, since the relationship (AB)T =
BTAT does not hold for quaternion matrices. (In other words, the transpose is not
an involution for quaternion matrices.)

15SL(n,C), SO(n,C), Sp(2n,C) are the three complex Lie groups (complex manifolds) with
semisimple complex Lie algebras.
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Remark 2.10 (the complex perplectic group). As mentioned in Remark 2.6, the
complex perplectic group is another interesting group of matrices defined as:

(2.23) {G ∈ Cn×n : GTEnG = En}.
Whenever ∗ = T , F = C are given for the equation G∗JG = J , the group de-
termined by any invertible complex symmetric J is isomorphic16 to the complex
orthogonal group O(n,C). This is due to the fact that any complex symmetric
matrix Js can be decomposed as Js = V TV for some V .17 An isomorphic mapping
G 7→ V −1GV sends {G : GTJsG = Js} to O(n,C). See Remark 8.2 for details on
the isomorphism for the complex perplectic group and the corresponding structure
preserving SVD.

2.8. Lie groups and Lie algebras. Until this point, we have discussed exclusively
the classical Lie groups. Generally, a Lie group is defined as a differentiable manifold
that possesses a group structure. Note that some Lie groups may not have a matrix
representation. A Lie algebra can be thought as the tangent space of the Lie group
at the identity. For example, the Lie group G = O(n) has its tangent space at the
identity g = o(n), the set of all skew-symmetric matrices. This is often denoted by
g = Lie(G). The Lie algebras of classical Lie groups are listed in Appendix A.

2.9. Some auxiliary matrices. Let us define some useful auxiliary matrices which
appears frequently in our 53 matrix factorizations. Let θ = (θ1, . . . , θn) be a real
vector in Rn. We define nine auxiliary matrices Cθn, S

θ
n, Dθ

n, R
θ
n, Ch

θ
n, Sh

θ
n,Σ

θ
n, B

η,θ
n

and Hθ
m,n as in Table 3. For simplicity if n, θ is clear from the context we just

denote them by C, S,D,R,Ch, Sh,Σ, B,H.
Figure 2 describes the hyperbolic rotation matrix H1,1 against the usual 2×2 ro-

tation matrix. The matrix Hθ
m,n is a multi-dimensional extension of the hyperbolic

rotation matrix.

Rotation vs. Hyperbolic Rotation

0 𝒓 𝒙

𝒚

0 𝒓 𝒙

𝒚

<latexit sha1_base64="upJwOJPxVuxSnWK4qGEm0YJ/YDU=">AAADWHicdVJNa9swGJbtdm29j6bdcRexkJLQLVhltOmtbJcdO1jaQhSCLCuxqCwbSR4LJn9ysMP2V3aZFLtbnWwvGB49H/Zj8caF4NpE0Q/PD3Z2n+ztH4RPnz1/cdg5Or7ReakoG9Nc5OouJpoJLtnYcCPYXaEYyWLBbuP7D06//cKU5rn8bJYFm2ZkIfmcU2IsNTvyZK+vIKa57mOTMkPgKUxqNHgDFdZcbguDsK9cpD42tkaDYQ/HbMFlFWfEKP51VTnrQ3YFT2Dl7H8JjGH1tk05TyuEmUz+vBDjsFcXSJtupxuVt/jBo0yrdXNa6xu96w7pVvO0XX2DOtmKtbrPOt1oGEURQgg6gC7OIwsuL0dnaASRk+x0QTPXs843nOS0zJg0VBCtJygqzLQiynAq2CrEpWYFofdkwSYWSpIxPa3Wi7GCPcskcJ4r+0gD1+zjREUyrZdZbJ22X6o3NUf+S5uUZj6aVlwWpWGS1h+alwKaHLotgwlXjBqxtIBQxW1XSFOiCDV2F0N7CQ9/Cv8Pbs6G6HyIPr3rXr1vrmMfvAKvQR8gcAGuwEdwDcaAet+9X/6Ov+v/DECwFxzUVt9rMi9Ba4Lj3/3ZDqw=</latexit>

(r cos ✓, r sin ✓)

<latexit sha1_base64="sYGZeVYY3KSqBiyaKnisIUPLjCU=">AAADXnicdVJBb9MwGHUSGCNjrBsXJC4WVadWG1U8oa27TXDhOCS6TaqrynHcxlriRLaDVkX9k9wQF34K9uICaeGLLD2/9z3n2friMuNKR9F3zw+ePN15tvs83Hux//Kgc3h0o4pKUjamRVbIu5golnHBxprrjN2VkpE8zthtfP/R6rdfmVS8EF/0smTTnCwEn3NKtKFmh57u9SXEtFB9rFOmCTyBSYMGp1BixcW2MAiNyXqavetzIgx7OGYLLuo4J1ryh1WNT91nLOtDVvAY1tb2h8AY1u/alO1pmTATye+D1zFSF/FkI/kWP8A4dJZWdLez8mb4JkC6FTtt596gjrdsreCzTjcaRlGEEIIWoIvzyIDLy9EZGkFkJVNd4Op61vmGk4JWOROaZkSpCYpKPa2J1JxmbBXiSrGS0HuyYBMDBcmZmtaP47GCPcMkcF5Is4SGj+zfjprkSi3z2HSafKna1Cz5L21S6floWnNRVpoJ2vxoXmVQF9DOGky4ZFRnSwMIldxkhTQlklBtJjI0j7C+Kfw/uDkbovMh+vy+e/XBPccueAPegj5A4AJcgU/gGowB9X74nh/6e/7PYCfYDw6aVt9znlegVcHrX/x9D1E=</latexit>

(r cosh ✓, r sinh ✓)

<latexit sha1_base64="0ikLfMf0DIxaDpEN/gCHUXOAWVE=">AAADZHicbVJBb9MwFHYTYKMMaJk4ISGLqlOrbVWCEHCc2GXHIdFtUl1VjvPaWHOcyHYQJeqf5MaRC78Dp/EGaXiWpc/fe9/zZ+tFueDaBMHPjuc/ePhob/9x98nB02fPe/0XVzorFIMpy0SmbiKqQXAJU8ONgJtcAU0jAdfR7XmVv/4KSvNMfjHrHOYpXUm+5IwaSy36ne/DkcKEZXpETAKG4mMc12h8ghXRXLYT464VVZr67OpcEneHJIIVl2WUUqP4t01JTtyykrsmG3yEy0r2lyAEl6dNqqppiAjI+L7xnY3EWTzecd7i740nDefuNCak5b2+P2m5Tpq2d6ijlqzpu2YXvUEwCbaB2yB0YIBcXC56P0icsSIFaZigWs/CIDfzkirDmQDbttCQU3ZLVzCzUNIU9LzcDskGDy0T42Wm7JYGb9l/FSVNtV6nka20NhO9m6vI/+VmhVl+nJdc5oUByeqLloXAJsPVxOGYK2BGrC2gTHHrFbOEKsqMncuu/YRw98ltcPV2Er6fhJ/fDc4+ue/YR6/QGzRCIfqAztAFukRTxDq/vD2v5/W93/6Bf+i/rEu9jtMcokb4r/8AglgRQA==</latexit>

✓

<latexit sha1_base64="rOEx0jtfBnW2GYqoV12KBNf7eY4=">AAADbXicbVJdb9MwFHUTPkb46kA88CF0RdXRaluVVAh4QZrghcch0W1S3VWO4zbWEieyHbQq6hP/kDf+Ai/8BZzGG6ThRomOz7nHPrFumCdcad//2XHcGzdv3d654929d//Bw+7uoxOVFZKyCc2STJ6FRLGECzbRXCfsLJeMpGHCTsOLT5V++o1JxTPxVa9yNkvJUvAFp0Qbar7b+d4fSMA0UwOsY6YJ7ENUo+EBSKy4aAtDz5gqT722fVYEr49DtuSiDFOiJb9cl/jAPsZytcka9qCsbH8JjKE8bFJVT8OEmYiuN76KEduI+1vJW/x18LiR3K6GGLey1+fHrdRxM/YWtdeyNXNfno/hEFbm+wHk+Xje7fkjf1PQBoEFPWTreN79gaOMFikTmiZEqWng53pWEqk5Tdjaw4ViOaEXZMmmBgqSMjUrN9Oyhr5hIlhk0rxCw4b911GSVKlVGppOkzdW21pF/k+bFnrxflZykReaCVoftCgS0BlUowcRl4zqZGUAoZKbrEBjIgnVZkA9cwnB9i+3wcl4FLwdBV/e9I4+2uvYQc/RKzRAAXqHjtBndIwmiHZ+OV3nqfPM+e0+cV+4L+tWp2M9j1Gj3Nd/APS0EyU=</latexit>

x2 � y2 = r2
<latexit sha1_base64="3L6ZGYXJzZcT0pDcJ1EWcQFoHAw=">AAAB7XicbVDLSgNBEOz1GeMr6tHLYBA8hV0R9Rj04jGCeUCyhN7JbDJmdmaZmRVCyD948aCIV//Hm3/jJNmDJhY0FFXddHdFqeDG+v63t7K6tr6xWdgqbu/s7u2XDg4bRmWasjpVQulWhIYJLlndcitYK9UMk0iwZjS8nfrNJ6YNV/LBjlIWJtiXPOYUrZMaHRTpALulsl/xZyDLJMhJGXLUuqWvTk/RLGHSUoHGtAM/teEYteVUsEmxkxmWIh1in7UdlZgwE45n107IqVN6JFbalbRkpv6eGGNizCiJXGeCdmAWvan4n9fObHwdjrlMM8sknS+KM0GsItPXSY9rRq0YOYJUc3croQPUSK0LqOhCCBZfXiaN80pwWQnuL8rVmzyOAhzDCZxBAFdQhTuoQR0oPMIzvMKbp7wX7937mLeuePnMEfyB9/kDjXmPHg==</latexit>↵

<latexit sha1_base64="L2/hOUbMZl50p8PIzaLF9AheyqM=">AAAB+HicbVDLSgMxFL1TX7U+OurSTbAIglBmiqgboejGZQX7gHZaMmnahmYyQ5IRx6Ff4saFIm79FHf+jWk7C209cC+Hc+4lN8ePOFPacb6t3Mrq2vpGfrOwtb2zW7T39hsqjCWhdRLyULZ8rChngtY105y2Iklx4HPa9Mc3U7/5QKViobjXSUS9AA8FGzCCtZF6dvGxW0GnKDH9CslupWeXnLIzA1ombkZKkKHWs786/ZDEARWacKxU23Ui7aVYakY4nRQ6saIRJmM8pG1DBQ6o8tLZ4RN0bJQ+GoTSlNBopv7eSHGgVBL4ZjLAeqQWvan4n9eO9eDSS5mIYk0FmT80iDnSIZqmgPpMUqJ5YggmkplbERlhiYk2WRVMCO7il5dJo1J2z8vu3Vmpep3FkYdDOIITcOECqnALNagDgRie4RXerCfrxXq3PuajOSvbOYA/sD5/ANSwkUI=</latexit>

x2 + y2 = r2

<latexit sha1_base64="2roB+EtX2WftKtmRZv9Ofo21d8k=">AAACP3icdVA7SwNBEN7zGeMrammzGBSrcBdDErugjWUE84BcCHubSbJkb+/Y3RPDkX9m41+ws7WxUMTWzr08MIoOLHzzfTOzM58Xcqa0bT9ZS8srq2vrqY305tb2zm5mb7+ugkhSqNGAB7LpEQWcCahppjk0QwnE9zg0vOFlojduQSoWiBs9CqHtk75gPUaJNlQnU3c96DMRez7Rkt2N0y4N1MAlPBwQfIJdxcQ8c930YmrEhdK0C6L7PaWTydq583IxXyhiO2fbJSfvJCBfKpwVsGOYJLJoFtVO5tHtBjTyQWjKiVItxw51OyZSM8rBrBUpCAkdkj60DBTEB9WOJ/eP8bFhurgXSPOExhN2sSMmvlIj3zOVZsGB+q0l5F9aK9K9cjtmIow0CDr9qBdxrAOcmIm7TALVfGQAoZKZXTEdEEmoNpYnJswvxf+Dej7nFHPOdSFbuZjZkUKH6AidIgeVUAVdoSqqIYru0TN6RW/Wg/VivVsf09Ila9ZzgH6E9fkFa1Gvww==</latexit>
cosh↵ sinh↵
sinh↵ cosh↵

�
<latexit sha1_base64="M3glBXvqfY8r5qNqlU9J+3JLe78=">AAACGXicdVBNSwMxEM36WetX1aOXYBEqSklEtL2JXjwqWBW6pcymqQ1ms0syK5Ti3/DiX/HiQRGPevLfmNUKfj4YeLw3w8y8KNXKIWOvwcjo2PjEZGGqOD0zOzdfWlg8cUlmhWyIRCf2LAIntTKygQq1PEuthDjS8jS62M/900tpnUrMMfZT2Yrh3KiuEoBeapdYxYYicZUQexKBrtMQdNqDtQ1qQ6fML32tXSqzKmOMc05zwne2mSf1em2T1yjPLY8yGeKwXXoOO4nIYmlQaHCuyVmKrQFYVELLq2KYOZmCuIBz2fTUQCxda/D+2RVd9UqHdhPryyB9V79ODCB2rh9HvjMG7LmfXi7+5TUz7NZaA2XSDKURH4u6maaY0Dwm2lFWCtR9T0BY5W+logcWBPowiz6Ez0/p/+Rks8q3q/xoq7y7N4yjQJbJCqkQTnbILjkgh6RBBLkmt+SePAQ3wV3wGDx9tI4Ew5kl8g3ByxtkEp6v</latexit>

(r cos(✓ + ↵), r sin(✓ + ↵))

<latexit sha1_base64="qb5oQMcj/sXu5v8gp5RzPUO+dTI=">AAACG3icdVDLSgNBEJz1GeMr6tHLYBAiStgJEpOb6MWjglEhG0LvZOIOzs4uM71CCP6HF3/FiwdFPAke/BtnNYLPgoaiqpvurjBV0qLvv3pj4xOTU9OFmeLs3PzCYmlp+cQmmeGixROVmLMQrFBSixZKVOIsNQLiUInT8GI/908vhbEy0cc4SEUnhnMt+5IDOqlbqlVMwBMbVQKMBALdpAGoNIKNLWoCK/VvY6NbKvtV3/cZYzQnbKfuO9JsNmqsQVluOZTJCIfd0nPQS3gWC41cgbVt5qfYGYJByZW4KgaZFSnwCzgXbUc1xMJ2hu+/XdF1p/RoPzGuNNJ39evEEGJrB3HoOmPAyP70cvEvr51hv9EZSp1mKDT/WNTPFMWE5kHRnjSCoxo4AtxIdyvlERjg6OIsuhA+P6X/k5NaldWr7Gi7vLs3iqNAVskaqRBGdsguOSCHpEU4uSa35J48eDfenffoPX20jnmjmRXyDd7LGw9mn5M=</latexit>

(r cosh(✓ + ↵), r sinh(✓ + ↵))

<latexit sha1_base64="o1whHr1KunwA2DJcRgnz/KGX/5M=">AAACPnicdVA9T8MwEHX4JnwVGFksKhADVEmp2rIhWBhBooBUV5XjXlurjhPZDqKK+stY+A1sjCwMIMTKiENLBQjOsvTu3Tv77gWx4Np43oMzMTk1PTM7N+8uLC4tr+RW1y50lCgGNRaJSF0FVIPgEmqGGwFXsQIaBgIug95xVr+8BqV5JM9NP4ZGSDuStzmjxlLNXI0E0OEyDUJqFL8ZuIRFmlARdynexntEcznKCHG/ZduY7NozFrsEZGv8SjOX9woH1XKxVMZewfMqftHPQLFS2i9h3zJZ5NEoTpu5e9KKWBKCNExQreu+F5tGSpXhTICdKtEQU9ajHahbKGkIupF+rj/AW5Zp4Xak7JUGf7LfO1Iaat0PA6u083X171pG/lWrJ6ZdbaRcxokByYYftROBTYQzL3GLK2BG9C2gTHE7K2Zdqigz1nHXmvC1Kf4fXBQLfrngn5Xyh0cjO+bQBtpEO8hHFXSITtApqiGGbtEjekYvzp3z5Lw6b0PphDPqWUc/wnn/ADY6ryw=</latexit>
cos↵ � sin↵
sin↵ cos↵

�

Figure 2. The (usual) rotation (Rα2 )T and the hyperbolic rotation Hα
1,1.

16This is the automorphism group of the complex symmetric bilinear form.
17See Lemma 5.15. One can also use the Takagi factorization to see this.
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Auxiliary matrices for a real vector θ = (θ1, . . . , θn) ∈ Rn

Cosine and Sine diagonal matrices Cθ
n, S

θ
n ∈ Rn×n

C =




cos θ1

. . .

cos θn


, S =




sin θ1

. . .

sin θn




Unitary diagonal matrix Dθ
n ∈ Cn×n

D =



eiθ1

. . .

eiθn




Rotation block diagonal matrix Rθn ∈ Rn×n

R =



R1

. . .

Rn
2


 , (n even) R =




1
R1

. . .

Rbn2 c


, (n odd)

where Rl =
[

cos θl sin θl
− sin θl cos θl

]

Hyperbolic Cosine and Sine diagonal matrices Chθn, Sh
θ
n ∈ Rn×n

Ch =




cosh θ1

. . .

cosh θn


, Sh =




sinh θ1

. . .

sinh θn




Positive real diagonal matrix Σθn ∈ Rn×n

Σ =



σ1

. . .

σn


 :=



eθ1

. . .

eθn




Imaginary (hyperbolic) rotation block diagonal matrix Bη,θ
n ∈ Hn×n

B =



Bη1

. . .

Bηn
2


 , (n even) B =




1
Bη1

. . .

Bηbn2 c


, (n odd)

where Bηl =
[

cosh θl η sinh θl
−η sinh θl cosh θl

]
, η ∈ {i, j, k}

Hyperbolic block rotation matrix Hθ
m,n ∈ R(n+m)×(n+m)

H =



Chθn Shθn

Im−n
Shθn Chθn




Table 3. List of auxiliary matrices frequently used in this work.

3. Background

An important result in Élie Cartan’s work on the Riemannian symmetric space
[14, 15, 16] is the Cartan decomposition g = k+p. (Some readers may be unfamiliar
with k pronounced “k” or “fraktur k.”) The Cartan decomposition leads to the KAK
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decomposition, G = KAK (and also extends to compact cases). The term “decom-
position” is used both for g = k+ p (additive) and G = KAK (multiplicative). See
(3.1), (3.4) for helpful examples.

The decompositionG = KAK itself may have first appeared in Harish-Chandra’s
work [29, p.590] in 1956. In the 1960s [30, 70, 79] and also Helgason’s 1978 textbook
[31, p.402], the KAK decomposition shows up under the name18 “Cartan decom-
position.” The name “KAK decomposition” appears in the late 1970s [4] but it is
unclear who first started using the name. Refer to Section 9 for more details on
the history of the Cartan and the KAK decomposition.

The KAK decomposition has been extended to the generalized Cartan decom-
position by Flensted-Jensen in his 1978 paper [22]. Originally his work [22, 23]
considered the noncompact cases only but the compact cases were subsequently
studied in [35, 36] by Hoogenboom. We will call both of them the “K1AK2 decom-
position”. In the 1990s, Matsuki extensively studied specific examples [53, 54], and
the idea of visible actions on symmetric spaces [47] led to more case studies [46, 64].
Furthermore, the root systems of the compact K1AK2 decompositions have been
computed and classified by Matsuki [55].

3.1. Symmetric spaces and the KAK decomposition. Let us begin with an
elementary example. For the Lie group G = GL(n,R), its tangent space at the iden-
tity (Lie algebra) is g = {All n× n matrices}. Let σ be the involution19 X 7→ −XT .
Obviously the eigenvalues of σ are ±1 and the following direct sum decomposition
g = k + p holds for the ±1 eigenspaces k, p ⊂ g of σ.

(3.1)
g = k + p

{All n× n matrices}= {Skew-symmetric matrices}+ {Symmetric matrices}.
Recall that ea+b = eaeb holds for numbers a, b. Certainly this is not true for
matrices. However on the set level the following decomposition

(3.2)
eg = ek · ep

GL(n,R) = {Orthogonal matrices} · {Pos. def. Symmetric matrices},
holds20 as it is the well-known polar decomposition. Let us denote K = O(n) and
P = ep = {Pos. def. Symmetric matrices} so that (3.2) is G = K · P .

The (additive) decomposition (3.1) is the famous Cartan decomposition. More-
over it is not a coincidence that (3.2) holds, as in Lie theory it is proved that (3.2)
is true given (3.2) is from the Cartan decomposition of any given G. The (multi-
plicative) decomposition (3.2) is sometimes called the global Cartan decomposition.

The involution σ is a key ingredient that connects these decompositions. In fact,
the involution σ(X) = −XT on g is not an arbitrary involution. It is a unique
involution called the Cartan involution. To be a Cartan involution, the subgroup
K ⊂ G must be a maximal compact subgroup. For example, if we try to add even
a single nonorthogonal matrix to O(n), the generated group is no longer compact.
Therefore, the Cartan decomposition is also unique.

18As has been pointed out by Helgason [33], however, it is unclear that if Cartan himself knew
directly about the KAK decomposition as the link between Lie algebras and Lie groups were not

yet completed at the time.
19Any automorphism θ on g that satisfies θ2 = Id is called an involution.
20Some readers may have noticed that we are abusing notations in (3.2). The sets eg and ek are

in fact SL(n,R) and SO(n). We multiplied {+1,−1} for both Lie groups so that the decomposition

(3.2) becomes the usual polar decomposition.
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Cartan noticed that the maximal abelian subgroup (largest commuting sub-
group) of P plays an important role. Let A be a maximal abelian subgroup of
P , which is the set of all positive diagonal matrices for our example. (Obviously,
positive diagonal matrices form a group, as they are closed under multiplication,
are invertible, include the identity, etc., even though the positive definite matrices
are not a group.) Also let a ⊂ p be the Lie algebra of A (all diagonal matrices).
Then, the following decompositions21 hold:

(3.3) p =
⋃

k∈K
kak−1 exp

==⇒ P =
⋃

k∈K
kAk−1.

In linear algebra the left side of the arrow in (3.3) is known as the symmetric
eigendecomposition (and on the right, the positive definite case). Finally combining
(3.2) and (3.3), we obtain the KAK decomposition G = KAK,

(3.4)
G = K · A · K

GL(n,R) = {Orthogonal} · {Positive Diagonal} · {Orthogonal}.
In the current example (3.4) is the SVD of square invertible matrices.

We point out that G is required to be a noncompact Lie group to have the Cartan
decomposition. However, decompositions (3.3), (3.4) are also available for compact
Lie groups. By the following simple technique [45, Proposition 7.15] (Weyl’s unitary
trick) we can obtain a compact Lie group U from a noncompact G. Let us define
the Lie algebra u from the Cartan decomposition g = k + p by multiplying the
imaginary unit i on the p part:

u := k + ip.

Continuing with the exampleG = GL(n,R) the Lie algebra u is {Skew-symmetric}+
i{Symmetric}, the set of all skew-Hermitian matrices. Letting U := eu we obtain
the compact Lie group U = U(n), the unitary group.22 For A′ = exp(ia), the set of
all unit diagonal matrices, we have the compact counterpart of (3.4), U = KA′K.

We will be concerned with the triples (G,U,K) with the properties thus de-
scribed. These triples arose historically in connection with Cartan’s theory of Rie-
mannian symmetric spaces. Both the noncompact and the compact quotient spaces
G/K and U/K are symmetric spaces.

Cartan classified all possible irreducible Riemannian globally symmetric spaces
[15]. Table 4 is the complete list of triples (G,U,K) for infinite families of Cartan’s
Riemannian symmetric spaces. Note that for a fixed U , a subgroup K which makes
U/K a Riemannian symmetric space might not be unique.

Regarding the theory of symmetric spaces, there are a number of classic text-
books: Helgason [31, 32], Knapp [45], Gilmore [26] and many more. The authors
also describe some key ideas with modern linear algebra in Section 3 of [20].

Let us formally state what we have discussed so far in this section. Let G be
a noncompact semisimple Lie group with the Lie algebra g. There exists a unique
(up to isomorphism) Cartan involution σ on g with ±1 eigenspaces k, p ⊂ g. Then,
the Cartan decomposition g = k + p holds. Let K be the analytic subgroup of

21The decomposition of p (left) is what Cartan wrote in [15], p =
⋃
k∈K Ad(k)a, also mentioned

in our introduction. Notationally, we write p =
⋃
k∈K kak−1 rather than the wrong set notation

p = KaK−1 as the latter does not denote the constraint that the k on the left is the inverse of

the k on the right, hence the union symbol.
22As we discussed in the footnote after (3.2), eu is in fact the Lie group SU(n), not U(n). The

group U can be precisely defined as the group such that K ⊂ U and Lie(U) = u.
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Cartan’s 20 symmetric spaces
G/K (noncompact), U/K (compact)

Cartan’s

Type
G (noncompact) U (compact) Subgroup K

A GL(n,C) U(n)×U(n) U(n)
AI GL(n,R) U(n) O(n)
AII GL(n,H) U(2n) U(n,H) (or USp(2n))
AIII U(p, q) U(n) U(p)×U(q)
BD O(n,C) O(n)×O(n) O(n)
BDI O(p, q) O(n) O(p)×O(q)
DIII O∗(2n) O(2n) OSp(2n)

C Sp(2n,C) USp(2n)×USp(2n) USp(2n)
CI Sp(2n,R) USp(2n) OSp(2n)
CII U(p, q,H) U(n,H) U(p,H)×U(q,H)

Table 4. The full list of triples (G,U,K). Cartan’s irreducible
Riemannian symmetric spaces are G/K (noncompact) and U/K
(compact). Refer to Table 2 for Lie group notation. (We do not
consider exceptional types here.) For types A, BD, C which does
not seem to have proper U/K representations, refer to [31] for
details.

G with Lie(K) = k, and let P = exp(p). The product map K × P → G is a
diffeomorphism. The quotient G/K is a noncompact Riemannian manifold, thus it
is a (noncompact) Riemannian symmetric space. Define u := k + ip and let U be
the Lie group such that K ⊂ U and Lie(U) = u. The group U is compact and the
quotient U/K is a compact Riemannian symmetric space.

Let a be a maximal abelian subalgebra23 of p and A := exp(a). Then, p =
∪k∈KAd(k)·a = ∪k∈Kkak−1 holds and on the group level P = ∪k∈KAd(k)·A holds.
Finally, we obtain the KAK decomposition.

Theorem 3.1 (KAK decomposition, [31, Theorem 6.7, p.249]). For (G,U,K) dis-
cussed above, let a, a′ be maximal abelian subalgebras of p and ip, respectively. Then
for A = exp(a) and A′ = exp(a′) we have,

G = KAK and U = KA′K.

For a Lie group G there also exist non-Cartan involutions, specifically involutions
where the subgroup K (whose Lie algebra is the +1 eigenspace) is noncompact. For
example, the map τ : X 7→ Ip,qXIp,q is another involution on gl(n,R) for n = p+q.
The ±1 eigenspace decomposition g = kτ + pτ is the following:

g = kτ + pτ

gl(n,R) =

{[
a 0
0 d

] ∣∣∣∣ a ∈ Rp×p, d ∈ Rq×q
}

+

{[
0 b
cT 0

] ∣∣∣∣ b, c ∈ Rp×q
}
.

23To compute a one has to consider small examples and then expand to larger cases. In
textbooks such as Helgason the list of a is given as there are only a finite number of p’s for
Cartan’s symmetric spaces. The authors are not aware of the general procedure of computing a

maximal abelian subalgebra a of p (or pτ ∩ pσ , which appears in the following section). However,
we propose a conjecture that the odd powers of any given generic element p ∈ p construct a basis
of a maximal abelian subalgebra.
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The subgroup Kτ ⊂ G is GL(p,R) ⊕ GL(q,R) (block diagonal sum), which is
clearly not compact. For a non-Cartan involution τ the quotient G/Kτ is a pseudo-
Riemannian differentiable manifold (pseudo-Riemannian means the metric is indef-
inite), thus G/Kτ is a pseudo-Riemannian symmetric space. Pseudo-Riemannian
symmetric spaces play an important role in the upcoming section.

Remark 3.2 (The use of GL(n,R) rather than SL(n,R)). The noncompact Lie
group G as one can find in many Lie group textbooks, is usually assumed to be
semisimple (or more precisely, has a semisimple Lie algebra). However the Lie
groups introduced in Table 2 are mostly reductive Lie groups which can be reduced
to semisimple cases by scalar multiplication. A good example would be the special
linear group SL(n,R) (n×n real matrices with determinant one) which is semisim-
ple and connected. The corresponding reductive Lie group we use is the Lie group
GL(n,R) which is neither semisimple nor connected. We multiply a factor R, abus-
ing the theory of semisimple Lie algebra and applying them on reductive groups.
For example the Cartan decomposition for SL(n,R) would be

sl(n,R) = so(n) + {All traceless symmetric matrices},
whereas we use the reductive version (3.1).

3.2. The generalized Cartan decomposition. To construct a generalized Car-
tan decomposition, we need two ingredients. The first ingredient is a Riemannian
noncompact symmetric space G/Kσ. Again, “Riemannian” implies the subgroup
Kσ (usually denoted by K) is a maximal compact subgroup of G, and σ is the
(unique) Cartan involution. The second ingredient is a pseudo-Riemannian sym-
metric space G/Kτ arising from a (Cartan or non-Cartan) involution τ on g (the
Lie algebra of G), which satisfies τσ = στ . Now we are ready.

The Cartan decomposition arising from σ is the following:

g = kσ + pσ.

Since we have another involution τ , we have another decomposition of g,

g = kτ + pτ ,

where kτ and pτ are ±1 eigenspaces of τ , respectively. The subgroup Kτ of G is
the subgroup which has kτ as its tangent space. We call this the generalized Cartan
triple.

(3.5) (G,Kσ,Kτ )

The last step is to take the intersection pσ ∩ pτ and compute a maximal abelian
subalgebra a inside pσ ∩ pτ . The choice of a may not be unique, as we will see
at the end of Section 3.4. (This is also true for the KAK decomposition.) Once
a is selected we quotient out the symmetry to make a ∈ exp(a) unique for the
factorization, by fixing a Weyl chamber24 and computing a+. Finally we get the
subgroup A = exp(a+). The generalized Cartan decomposition [22] follows.

Theorem 3.3 (generalized Cartan (K1AK2) decomposition [22, Theorem 4.1]).
Let g be a noncompact semisimple Lie algebra over R. Suppose G is a connected
Lie group with Lie algebra g. Let σ be its Cartan involution on g and τ be any

24For example if exp(a) is the set of all positive diagonal matrices, fixing a Weyl chamber to
obtain a+ is equivalent to setting the diagonal entries of a ∈ exp(a+) in a decreasing order.
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involution on g such that τσ = στ . Define Kσ, Kτ and A as above. Then we have
the group decomposition

G = KσAKτ .

More precisely, for any g ∈ G, there exists a unique a ∈ A such that g = kσakτ for
some kσ ∈ Kσ and kτ ∈ Kτ .

We can write the procedure to obtain a matrix factorization by Theorem 3.3, as
Algorithm 1. The following sections then will present step-by-step examples. The
list of Lie algebras g of the classical Lie groups can be found in Appendix A. The
involutions τ for our 53 matrix factorizations are listed in Appendix B.

Algorithm 1: Create a new factorization G = KσAKτ (noncompact)

Input 1: G: Choose a classical Lie group G from Table 2
Kσ: Automatically given as the corresponding K in Table 4

Input 2: τ : Choose an involution on g, the tangent space of G at I.
1 Compute decomposition g = kτ + pτ

Then, Kτ = exp(kτ )?

2 Compute the Cartan decomposition g = kσ + pσ
Choose a = Maximal abelian subalgebra of pσ ∩ pτ

3 Let A = exp(a)
Output: Factorization G = KσAKτ

? More precisely, Kτ ⊂ G is the analytic subgroup with Lie algebra kτ

3.3. A first example: factorization F13, complex (Theorem 5.14).

Input 1. Choose G = GL(n,C). From Table 4 (first row), Kσ = U(n).

Input 2. Involution τ(X) : X 7→ −XT on g = gl(n,C).

Step 1. Compute Kτ , pτ .
g is the set of all complex n× n matrices. The decomposition g = kτ + pτ is,

g = {complex skew-symmetric matrices}+ {complex symmetric matrices},
where we obtain pτ immediately, and the group Kτ is obtained as exp(kτ ),25

Kτ = {All complex orthogonal matrices} = O(n,C).

Step 2. Compute a.
The Cartan decomposition g = kσ + pσ is

g = {All skew-Hermitian matrices}+ {All Hermitian matrices}.
The intersection pσ∩pτ is the intersection of all Hermitian matrices with all complex
symmetric matrices,

pσ ∩ pτ = {All real symmetric matrices}.
An obvious choice of the maximal abelian subalgebra is the set of all diagonal
matrices a.
Step 3. Complete G = KσAKτ .

25As noted in ? of Algorithm 1, directly exponentiating kτ gives the subgroup of Kτ , elements
with positive determinants. One need to multiply the factor ±1 to match the group O(n,R). Such

factors can be offsetted by quotienting out the symmetries in a.
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Taking the exponential of a we obtain A, the set of all positive diagonal matrices.
The group Kσ is given as U(n) and Kτ given in step 1, is O(n,C). The matrix
factorization we obtain as G = KσAKτ is the following matrix factorization,

For any GCn ∈ GL(n,C), GCn = UnΣOCn ,

where Un is an n × n unitary matrix and OCn is an n × n complex orthogonal
matrix. Σ is a positive diagonal matrix unique up to the diagonal permutation.
This is exactly the factorization F13 complex, Theorem 5.14 in Section 5.7.

3.4. Another example: factorization F8, real (Theorem 5.3).

Input 1. Choose G = GL(n,R). From Table 4 (second row), Kσ = O(n).

Input 2. Involution τ(X) : X 7→ Ip,qXIp,q on g = gl(n,R).

Step 1. Compute Kτ , pτ .
g is the set of all real n× n matrices. Compute the decomposition g = kτ + pτ ,

g =

{[
a 0
0 d

] ∣∣∣∣a ∈ Rp×p, d ∈ Rq×q
}

+

{[
0 b
cT 0

] ∣∣∣∣b, c ∈ Rp×q
}
.

We obtain pτ immediately, and the group Kτ is obtained from exp(kτ ),

(3.6) Kτ =

{[
A 0
0 D

] ∣∣∣∣A ∈ GL(p,R), D ∈ GL(q,R)

}
.

Step 2. Compute a.
The Cartan decomposition g = kσ + pσ is

g = {All skew-symmetric matrices}+ {All symmetric matrices}.
The intersection pτ ∩ pσ becomes

(3.7) pτ ∩ pσ =

{[
0 b
bT 0

] ∣∣∣∣b ∈ Rp×q
}
,

and a choice of the maximal abelian subalgebra a ⊂ pτ ∩pσ is the set of all matrices
of the form

p︷ ︸︸ ︷ q︷ ︸︸ ︷

h =




θ1
�
θq

θ1
�
θq



.(3.8)

Step 3. Complete G = KσAKτ .
Taking the exponential of a matrix h above (with the positive θl’s), we obtain

the subgroup A, consisting of a such that (in fact, this is Hθ
p,q of Table 3):

a =




�
cosh θl

�

Ip−q

�
sinh θl

�

�
sinh θl

�

�
cosh θl

�



.

The group Kσ is O(n) and Kτ is given in (3.6).
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The computed generalized Cartan decomposition G = KσAKτ is the following
matrix factorization. (Theorem 5.3)

For GRn ∈ GL(n,R), GRn = On



Ch Sh

Ip−q
Sh Ch



[
GRp

GRq

]
,

where Ch, Sh ∈ Rq×q are diagonal matrices with cosh, sinh values of θl’s, G
R
p ∈

GL(p,R), GRq ∈ GL(q,R) and On is an n× n orthogonal matrix. This is F8 (real)
matrix factorization which will appear in Section 5.2.

The choice of a maximal abelian subalgebra a changes the matrix factorization. As
mentioned in Section 3.1, the choice of a inside pσ ∩ pτ is not unique. The choice
(3.8) inside (3.7) is the standard choice for obtaining the tridiagonal matrix a.
Nonetheless, other choices of a are isomorphic to the standard choice but may have
different matrix representations. For example, another choice of a is the collection
of the following h matrices:

h =




θ1
�

θq

θ1
�

θq



.

In this case the subgroup A becomes the collection of the following a matrices:

(3.9) a =




�
cosh θl

�

Ip−q

�
sinh θl
�

�
sinh θl
�

�
cosh θl

�



.

The K1AK2 decomposition also holds for such alternative choices of A.

3.5. Compact case and K1AK2 decomposition. If the group G is compact,
the situation is slightly different. As we discussed in Section 3.1, a compact Lie
group G might have multiple choices of K to make G/K a Riemannian manifold.
Thus, the two ingredients are G/Kσ and G/Kτ , both being Riemannian symmetric
spaces. Then the later steps are nearly identical, as one needs to compute the
maximal abelian subalgebra a ⊂ pσ ∩ pτ . (In fact, the subgroup A is a torus.) See
Theorem 3.4 and Algorithm 2 for the detail.

Theorem 3.4 (generalized Cartan (K1AK2) decomposition, compact case [35, The-
orem 3.6]). Let G be a compact semisimple Lie group with Lie(G) = g. Let σ, τ
be two commuting involutions such that G/Kσ, G/Kτ are Riemannian symmetric
spaces. Let g = kσ + pσ and g = kτ + pτ be the ±1 eigenspace decompositions of g.
Suppose a ⊂ (pσ ∩ pτ ) be a maximal abelian subalgebra. Fix a Weyl chamber to get
a+ and let A = exp(a+). Then, the generalized Cartan decomposition of G follows:

G = KσAKτ .
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Algorithm 2: Create a new factorization G = KσAKτ (compact)

Input 1: Compact Lie group G with Lie algebra g
Input 2: Choose two involutions τ, σ on g

1 pσ = {g ∈ g|σ(g) = −g}, Kσ = exp({g ∈ g|σ(g) = g})
pτ = {g ∈ g|τ(g) = −g}, Kτ = exp({g ∈ g|τ(g) = g})

2 a = Maximal abelian subalgebra of pσ ∩ pτ
3 A = exp(a)

Output: Factorization G = KσAKτ

3.6. Factorization folding : generalizing the link between the SVD and
symmetric eigendecomposition. The (square) SVD and the symmetric eigen-
decomposition have an important relationship which can be illustrated as follows.

(3.10)
A = UΣV T

(SVD)
=⇒ AAT = UΣ2UT

(Eigendecomp.)

The SVD is a classical example of the KAK decomposition. Let G = GL(n,R),
K = O(n) and P = {A ∈ Rn×n|A : Symmetric positive definite}. Then the SVD
is the KAK decomposition of G and the symmetric positive definite eigendecompo-
sition is a decomposition of P .

Let τ : X 7→ X−T be the group level involution (which satisfies τ(k) = k,
τ(p) = p−1). Then since

g · τ(g)−1 = kak′τ(k′)−1τ(a)−1τ(k)−1 = kak′(k′)−1ak−1 = ka2k−1,

the relationship (3.10) can be rewritten with p := g · τ(g)−1 as the following.

g = kak′

(SVD, KAK decomp.)
Fold
===⇒ p = ka2k−1

(Eigendecomp.)

We call this the folding of the SVD into the eigendecomposition, as we collapse k′

using the involution.26 In fact, the folding can be done in both directions (collapsing
k or k′), and we call the above example as the right folding. The left folding is a
factorization of p′ := τ(g)−1 · g, as follows.

p′ = k′a2k′−1

(Eigendecomp.)
Fold⇐===
Left

g = kak′

(SVD)
Fold

====⇒
Right

p = ka2k−1

(Eigendecomp.)

For the K1AK2 decomposition, the same folding technique can be applied by
generalizing the involution τ : X 7→ X−T on each side. Consider a K1AK2 de-
composition g = k1ak2, let τ1, τ2 be two global (group level) involutions such that
τ1(k1) = k1 and τ2(k2) = k2. We obtain the following two foldings.

(3.11)
g · τ2(g)−1 = k1 · a2 · τ2(k1)−1 (Right Folding)

τ1(g)−1 · g = τ1(k2)−1 · a2 · k2 (Left Folding)

A nice example is the matrix factorization F13 (Theorem 5.14) of an invertible
square complex matrix G,

(3.12) G = UΣV = Unitary × Positive diagonal × Complex orthogonal.

26This is equivalent to Kleinsteuber’s table of “normal form methods” in his thesis [44].
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Let Λ = Σ2. The “left folding” of the above factorization is,

(3.13) GHG = V HΣUHUΣV = V HΛV,

which is the congruence diagonalization (by a complex orthogonal matrix) of a
Hermitian positive definite matrix.

On the other hand, the “right folding” of F13 is interesting in that we use the
transpose and not the conjugate transpose:

GGT = UΣV V TΣUT = UΛUT ,

which is the factorization of a complex symmetric (not Hermitian) matrix F = GGT

into UΛUT , where U is a unitary matrix and Λ is a positive diagonal matrix. This
right folding is called the Takagi factorization (Theorem 5.16).

A = V HΛV
(Cong. Diagonalization)

Fold⇐===
Left

G = UΣV
(K1AK2, Thm 5.14)

Fold
====⇒
Right

F = UΛUT

(Takagi)

In the upcoming sections, we will discover many new matrix factorizations com-
puted as the K1AK2 decomposition of the classical Lie groups. Each factorization
naturally has the left and right foldings, as the K1AK2 decomposition always has
two associated involutions (usually one Cartan and one non-Cartan). In this paper,
we present many but not all of the folded factorizations. The foldings will be dealt
in depth in future work. However the reader can always follow the recipe in (3.11)
to obtain a useful folded factorization.

4. Matrix factorizations of orthogonal/unitary matrices

The classical compact Lie groups are the three β-unitary groups, O(n), U(n) and
U(n,H), denoted at once by Uβ(n) (often denoted by the symbol Sp(n) or USp(2n)).
As Cartan classified in his work [14, 15, 16], there are seven infinite families of
(Riemannian) compact symmetric spaces U/K. Column 2 modulo column 3 (U/K)
of Table 4 are the seven Riemannian compact symmmetric spaces.

The factorizations are categorized into six categories. We denote them by F1

through F6. Note that F1 and F2 are KAK decompositions.27 Using the β-symbols
(Table 2) discussed in Section 2, the generalized Cartan triple (3.5), (G,Kσ,Kτ ) of
each category is the following.

F1 :
(

Uβ(n),Uβ/2(n),Uβ/2(n)
)

(KAK of AI,CI) β = 2, 4

F2 :
(

Uβ(2n),U2β(n),U2β(n)
)

(KAK of DIII,AII) β = 1, 2

F3 :
(

Uβ(2n),Uβ/2(2n),U2β(n)
)

β = 2

F4 :
(

Uβ(n),Uβ(p)×Uβ(q),Uβ(r)×Uβ(s)
)

β = 1, 2, 4

F5 :
(

Uβ(n),Uβ/2(n),Uβ(p)×Uβ(q)
)

β = 2, 4

F6 :
(

Uβ(2n),U2β(n),Uβ(2p)×Uβ(2q)
)

β = 1, 2

The theory and computations of the compact K1AK2 decomposition are studied
thoroughly by Matsuki in [55]. This section is the reinterpretation of his work, in
terms of matrix factorizations. The full list of matrix factorizations obtained in this
section is listed in Table 5. For readers familiar with Cartan’s classification (Table

27For the compact symmetric spaces BDI, AIII, CII it is possible to have different Kσ ,Kτ by
changing the parameters of the involution. Thus, they are classified along the K1AK2 decompo-

sition and will be discussed in Section 4.4.
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4) we also have Cartan types for the K1AK2 decomposition (column 3) which is
the combination of the two corresponding Cartan types of G/Kσ, G/Kτ .

F Matrix factorization g = kσakτ
Cartan

type
Ref Thm

F1
Un = OnDO

′
n AI-I [24, 75] 4.1

UHn = UnDU
′
n CI-I [9] 4.2

F2

O2n = [UCn ]R

[
R

R−1

]
[UCn ]′R DIII-III 4.3

U2n = [UHn ]C

[
D

D

]
[UHn ]′C AII-II [20] 4.4

F3 U2n = O2n

[
D

D

]
[UHn ]C AI-II 4.5

F4

On =

[
Op

Oq

] [
C S

Ir−s
−S C

] [
Or

Os

]
BDI-I

[18, 77]

4.6

Un =

[
Up

Uq

] [
C S

Ir−s
−S C

] [
Ur

Us

]
AIII-III

4.7

UHn =

[
UHp

UHq

] [
C S

Ir−s
−S C

] [
UHr

UHs

]
CII-II

F5

Un = On

[
C iS
Ip−q

iS C

] [
Up

Uq

]

&

V Cn,q = V Rn,2q

[
C
iS

]
Uq

AI-III 4.11

UHn = Un

[
C jS
Ip−q

jS C

] [
UHp

UHq

]

&

V Hn,q = V Cn,2q

[
C
jS

]
UHq

CI-II 4.12

F6

O2n = [UCn ]R

[
Ip−q

C⊗I2 S⊗J1

Ip−q
S⊗J1 C⊗I2

] [
O2p

O2q

]
DI-III 4.13

U2n = [UHn ]C

[
Ip−q

C⊗I2 S⊗J1

Ip−q
S⊗J1 C⊗I2

] [
U2p

U2q

]
AII-III 4.14

Table 5. List of factorizations of unitary matrices. See the last
column of Table 2 and Table 3 for matrix symbols. See Table 4 for
Cartan types. Again the matrix block structures are abbreviated
to save space.
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4.1. F1 : (Uβ(n),Uβ/2(n),Uβ/2(n)), the ODO decomposition.




n× n
β-unitary


 =




n× n
β
2 -unitary


 ·



�

eiθl

�


 ·




n× n
β
2 -unitary




We start out by reviewing some cases of the KAK decomposition. First we
discuss the first matrix factorization F1. They are the KAK decompositions of
the compact symmetric spaces AI and CI. The compact symmetric space AI,
G/K = U(n)/O(n) has the following KAK decomposition.

Theorem 4.1 (ODO decomposition). For any n × n unitary matrix U ∈ U(n)
there exist

• Two n× n orthogonal matrices O1, O2 ∈ O(n),
• An n× n unitary diagonal matrix D = diag(eiθ1 , . . . , eiθn),

such that the following factorization holds:

(4.1) U = O1DO2.

Here, θl ∈ [0, π) and D is unique up to permutation of the diagonal elements.

We call this the ODO decomposition. Since this is one of the simple KAK decom-
positions, it sometimes appears in Lie theory literatures (e.g., [75]) as an example
of the KAK decomposition. As a matrix factorization, the ODO decomposition has
first appeared in [24] and the authors also discussed it in [20]. The ODO decom-
position says that for any unitary matrix U , we have the identical set of (left and
right) singular vectors for the real and imaginary parts of U . In other words,

(4.2) <(U) = O1CO2, =(U) = O1SO2,

are the (real) SVD of the real and imaginary parts of a unitary matrix U . The
folding of the ODO decomposition is the eigendecomposition of UTU , which is often
used to sample the circular orthogonal ensemble (COE). Moreover the eigenvectors
can be chosen to be real.

In fact this folding is the Takagi factorization (Theorem 5.16) of a unitary sym-
metric matrix. The Takagi factorization of any unitary symmetric matrix A is
(almost) equivalent to the folding of the ODO decomposition, A = ODOT . The

Takagi factorization of A is A = (O
√
D)I(O

√
D)T , with all Takagi values being

1.28 More details on the Takagi factorization will be discussed in Section 5.7.
The quaternion F1 is the KAK decomposition of the compact symmetric space

CI, G/K = U(n,H)/U(n).

Theorem 4.2 (F1, quaternion). Fix η ∈ {j, k}. For any n×n quaternionic unitary
matrix Q ∈ U(n,H), there exist

• Two n× n complex unitary matrices U1, U2 ∈ U(n),
• An n× n unitary diagonal matrix D = diag(eηθ1 , . . . , eηθn),

such that the following factorization holds:

(4.3) Q = U1DU2,

Here, θl ∈ [0, π) and D is unique up to permutation of the diagonal elements.

28Interestingly it has been shown in [40] that the Takagi factorization of a unitary symmetric
matrix can be computed in finitely many steps.
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This is an extension of the ODO decomposition in the quaternionic sense. The
complex representation of Theorem 4.2 can be obtained by applying the complexify
map [ · ]C on both sides of (4.3). An isomorphic form of the complexified (4.3)
is introduced by Bloch and Messiah [9], as a decomposition of the Bogoliubov
transformation for fermions. See Remark 6.4 for more details on the Bloch-Messiah
decomposition and related works.

4.2. F2 : (Uβ(2n),U2β(n),U2β(n)), the QDQ decomposition.




2n× 2n

β-unitary


 =

realified/complexified︷ ︸︸ ︷


n× n
2β-unitary


 ·




�
eiθl
�
�
eiθl
�



·

realified/complexified︷ ︸︸ ︷


n× n
2β-unitary




The real and complex F2 are the KAK decompositions of compact symmetric
spaces DIII and AII. First, the KAK decomposition of the compact symmetric
space DIII, G/K = O(2n)/OSp(2n) is the following factorization.

Theorem 4.3 (F2, real). For any 2n× 2n orthogonal matrix O, there exist

• Two realified n× n complex unitary matrices U1, U2 ∈ [U(n)]R,
• m = bn2 c unique (up to order) angles θ1, . . . , θm ∈ [0, π2 ),

such that the following factorization holds:

(4.4) O = U1

[
R

R−1

]
U2,

where R = Rθn is an n× n rotation block diagonal matrix defined in Table 3.

The inverse matrix R−1 is just a block diagonal matrix of 2× 2 rotation blocks[
cos θl − sin θl
sin θl cos θl

]
, where R has inverse rotation blocks

[
cos θl sin θl
− sin θl cos θl

]
on its diagonal.

The compact symmetric space AII, U(2n)/USp(2n), has the following KAK
decomposition and we call this the QDQ decomposition [20].

Theorem 4.4 (QDQ decomposition). For any 2n× 2n complex unitary matrix U ,
there exist

• Two complexified n×n quaternionic unitary matrices Q1, Q2 ∈ [U(n,H)]C,
• An n× n unitary diagonal matrix D = diag(eiθ1 , . . . , eiθn),

such that the following factorization holds:

(4.5) U = Q1

[
D

D

]
Q2.

Here, θl ∈ [0, π2 ) and D is unique up to permutation of the diagonal elements.

The QDQ decomposition of a 2n × 2n unitary matrix sampled from the Haar
measure of U(2n) can be used to obtain the circular symplectic ensemble (CSE).
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4.3. F3 : (Uβ(2n),Uβ/2(2n),U2β(n)).




2n× 2n

Unitary


 =




2n× 2n

Orthogonal


 ·




�
eiθl
�
�
eiθl
�



·

complexified︷ ︸︸ ︷


n× n

Quaternionic

Unitary




The factorization F3 is the first (non KAK) K1AK2 decomposition. In this
generalized Cartan triple, we have two β-unitary groups with β/2 and 2β as the
subgroups Kσ and Kτ , given G = Uβ(2n). Thus, we only have the choice of β = 2.
Using Cartan’s notation, this is compact AI-II.

Theorem 4.5 (F3, complex). For any 2n×2n complex unitary matrix U ∈ U(2n),
there exist

• A 2n× 2n orthogonal matrix O ∈ O(2n),
• A complexified n× n quaternionic unitary matrix Q ∈ [U(n)]C,
• An n× n unitary diagonal matrix D = diag(eiθ1 , . . . , eiθn),

such that the following factorization holds:

(4.6) U = O

[
D

D

]
Q.

Here, θl ∈ [0, π2 ) and D is unique up to permutation of the diagonal elements.

Interestingly F3 can be used to sample the circular unitary ensemble (CUE),
from a Haar measured 2n× 2n matrix U [20].

4.4. F4 : (Uβ(n),Uβ(p)×Uβ(q),Uβ(r)×Uβ(s)), the CS decomposition.




n× n
β-unitary


 =




p× p
β-unitary

q × q
β-unitary



·




�
cos θl

�

Ir−s

�
sin θl

�

�
− sin θl

�

�
cos θl

�



·




r × r
β-unitary

s× s
β-unit.




The matrix factorization F4 arising as a K1AK2 decomposition of Uβ(n) is a
popular matrix factorization, the CS decomposition (CSD). Let (p, q) and (r, s) be
two partitions of n, so p, q, r, s are four integers such that p+q = r+s = n. Without
losing generality, suppose r ≥ p ≥ q ≥ s. We start with the real (orthogonal) CSD.

Theorem 4.6 (CSD, real). For any n×n orthogonal matrix O ∈ O(n), there exist
four orthogonal matrices Or, Op, Oq, Os from O(r), O(p), O(q), O(s) and s angles
θ1, . . . , θs ∈ [0, π2 ) (unique up to order) such that the following holds:

(4.7) O =

[
Op

Oq

]



C S
Ip−s

Iq−s
−S C



[
Or

Os

]
.

The matrices C, S ∈ Rs×s are diagonal matrices with cosine and sine values of
θ1, . . . , θs on their diagonals. These trigonometric values are called the CS values.
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The real CSD is the compact K1AK2 decomposition of the type BDI-I. If p = r
and q = s, Theorem 4.6 becomes the KAK decomposition of the compact symmet-
ric space BDI. The following complex and quaternion CSD are compact K1AK2

decomposition of the types AIII-III and CII-II.

Theorem 4.7 (CSD, complex/quaternion). For any n× n complex (resp. quater-
nionic) unitary matrix U , there exist four complex (resp. quaternionic) unitary
matrices Ur, Up, Uq, Us with the sizes r × r, p × p, q × q, s × s, and s angles
θ1, . . . , θs ∈ [0, π2 ) (unique up to order) such that the following holds.

(4.8) U =

[
Up

Uq

]



C S
Ip−s

Iq−s
−S C



[
Ur

Us

]

The matrices C, S ∈ Rs×s are defined as in Theorem 4.6.

In some ways the primitive form of the CS decomposition can be traced back to
Jordan [42], and Hotelling [39]. The explicit form of the CSD with the restricted
partition p = r, q = s was first developed by Davis and Kahan in 1968 [19] (which
was published in 1970). It is in their later paper [18] where they extended the CSD
to cover the general partitions. At the same time, Eugene Wigner also published
a result in 1968 equivalent to the CSD with p = r, q = s which he viewed as a
generalization of Euler’s angles [77, Eq.15]. (Remarkably, Wigner discovered the
hyperbolic CS decomposition along the CSD in the same paper. See Section 7.1
for details.) The CSD is covered in standard matrix computation texts [27], and
it is used as a basic tool in the matrix perturbation theory and has numerous
applications. Refer to [61] for the history and applications of the CSD.

Remark 4.8 (the Stiefel manifold: tall skinny orthogonal/unitary matrices). The
Stiefel manifold Vp(Fn) can be defined as a set of (ordered) p orthonormal vectors
in Fn. A group theoretic definition of Stiefel manifold is (real case)

(4.9) Vp(Rn) := O(n)/O(n− p).
The complex and quaternionic Stiefel manifolds are similarly defined with U(n) and
U(n,H), denoted by Vp(Cn) and Vp(Hn) respectively.

The Stiefel manifolds are useful when presenting the factorization of orthogonal
and unitary matrices in a tall skinny (partial) format. In linear algebra, the Stiefel
manifold is widely known as rectangular (or tall skinny) orthogonal and unitary
matrices. A point in the Stiefel manifold Vp(Rn) is an n× p orthogonal matrix, as
its columns are p orthonormal vectors. A good example of a partial format would
be the partial CS decomposition, which follows after this remark.

In the following paragraphs, we state the partial format of the CSD, which only
involves a subset of columns in (4.7) and (4.8). In the real case it starts with a
tall skinny orthogonal matrix, which can be regarded as an element in the Stiefel
manifold, Vk(Rn). We introduce the last s column version of Theorem 4.6. We
omit the complex and quaternion cases since they are trivially extended.

Theorem 4.9 (tall skinny CSD, real). For any n× s tall skinny orthogonal matrix
O ∈ Vs(Rn), there exist orthogonal matrices Op, Oq, Os and s angles θ1, . . . , θs
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such that

(4.10) O =

[
Op

Oq

] [
C ′

S′

]
Os =

[
OpCOs
OqSOs

]
,

where C ′ ∈ Rp×s, S′ ∈ Rq×s are (nonsquare) diagonal matrices with cosine and
sine values of θ1, . . . , θs on their diagonals.

An important algorithm related to the partial format of the CSD is the gen-
eralized singular value decomposition (GSVD). The GSVD is an extension of the
CSD to general matrices. One can imagine the GSVD equivalently as applying the
QL decomposition29 to any invertible matrix first and then applying CSD on the Q
part. The relationship between the GSVD and the CSD is well described in [74].
We briefly state the real GSVD here.

Theorem 4.10 (GSVD, real). Let A ∈ Rp×s and B ∈ Rq×s be two matrices such
that the matrix [A;B] has rank s. Then we have the following decomposition,

(4.11)

[
A
B

]
=

[
Op

Oq

] [
C ′

S′

]
H

where H ∈ Rs×s is a full rank matrix. C ′ ∈ Rp×s, S′ ∈ Rq×s are (nonsquare)
diagonal matrices with cosine and sine values of θ1, . . . , θs on their diagonals.

4.5. F5 : (Uβ(n),Uβ/2(n),Uβ(p)×Uβ(q)).




n× n
β-unitary


 =




n× n
β
2 -unitary


 ·




�
cos θl

�

Ip−q

�
i sin θl

�

�
i sin θl

�

�
cos θl

�



·




p× p
β-unitary

q × q
β-unit.




The factorization F5 is obtained by the K1AK2 decomposition with the triple
(G,Kσ,Kτ ) = (Uβ(n),Uβ/2(n),Uβ(p) × Uβ(q)), for β = 2, 4. With Cartan’s clas-
sification, they are compact types AI-III and CI-II. In this section we assume
n = p+ q and p ≥ q. The factorization F5 for β = 2 is the following.

Theorem 4.11 (F5, complex). For any n×n unitary matrix U ∈ U(n), there exist

• An n× n orthogonal matrix O ∈ O(n),
• Two unitary matrices Up ∈ U(p) and Uq ∈ U(q),
• q unique (up to order) angles θ1, . . . , θq ∈ [0, π2 ),

such that the following factorization of U holds:

(4.12) U = O



C iS

Ip−q
iS C



[
Up

Uq

]
.

where C, S are cosine, sine matrices defined as in Table 3.

Taking the last q columns of (4.12) we obtain the following partial format fac-
torization for tall skinny unitary matrix U in the Stiefel manifold Vq(Cn).

Corollary 4.11.1. Let n ≥ 2q. For any n×q (tall skinny) unitary matrix U , there
exist

29Imagine the lower triangular analogue of the QR decomposition.



30 ALAN EDELMAN AND SUNGWOO JEONG

• An n× 2q (tall skinny) orthogonal matrix O,
• A q × q unitary matrix V ∈ U(q),
• q angles θ1, . . . , θq ∈ [0, π2 ),

such that the following factorization holds:

q︷︸︸︷ 2q︷ ︸︸ ︷ q︷︸︸︷

n






U


 =


 O


 ·
[
C
iS

]
·
[
V
]}
q ,(4.13)

where C, S ∈ Rq×q are the cosine/sine diagonal matrices.

For q such that 2q ≥ n, one can pad 1’s on the diagonal of C (equivalently,
selecting the first p columns from (4.12)) to obtain a similar result. The quaternionic
version of F5 is the following:

Theorem 4.12 (F5, quaternion). Fix η ∈ {j, k}. For any n × n quaternionic
unitary matrix Q ∈ U(n,H), there exist

• An n× n complex unitary matrix U ∈ U(n),
• Two quaternionic unitary matrices, Qp ∈ U(p,H) and Qq ∈ U(q,H),
• q unique (up to order) angles θ1, . . . , θq ∈ [0, π2 ),

such that the following factorization holds:

(4.14) Q = U




C ηS
Ip−q

ηS C



[
Qp

Qq

]
.

Obviously, by the isomorphism between i, j, k, one can also select η = i, with U
being a unitary matrix with j or k as the complex unit. The partial format (Stiefel
manifold version) of quaternion F5 is the following.

Corollary 4.12.1. For any n× q (n ≥ 2q) tall skinny quaternionic unitary matrix
Q and fixed η = j or k, there exist

• An n× 2q tall skinny complex unitary matrix U , (UHU = I2q)
• A q × q quaternionic unitary matrix V ∈ U(q,H),
• q angles θ1, . . . , θq ∈ [0, π2 ),

such that the following factorization holds:

q︷︸︸︷ 2q︷ ︸︸ ︷ q︷︸︸︷

n






Q


 =


 U


 ·
[
C
ηS

]
·
[
V
]}
q .(4.15)

4.6. F6 : (Uβ(2n),U2β(n),Uβ(2p)×Uβ(2q)).




2n× 2n

β-unitary


 =

realified/complexified︷ ︸︸ ︷


n× n
2β-unitary


 ·




�
cl 0
0 cl

�

�
0 sl
−sl 0

�
�

0 sl
−sl 0

�

�
cl 0
0 cl

�



·




2p× 2p
β-unitary

2q × 2q

β-unit.
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The last factorization in this section involves realified complex (complexified
quaternionic) unitary matrices. Recall two matrices

(4.16) I2 =

[
1 0
0 1

]
, J1 =

[
0 1
−1 0

]
,

and let n = p+ q, p ≥ q. The factorization F6, β = 1 is the following.

Theorem 4.13 (F6, real). For any 2n × 2n orthogonal matrix O ∈ O(2n), there
exist

• An n× n unitary matrix U ∈ U(n),
• Two orthogonal matrices O2p ∈ O(2p), O2q ∈ O(2q),
• q unique (up to order) angles θ1, . . . , θq ∈ [0, π2 ),

such that the following factorization holds:

(4.17) O =

[
<(U) =(U)
−=(U) <(U)

]



Ip−q
C ′ S′

Ip−q
S′ C ′



[
O2p

O2q

]

where C ′, S′ ∈ R2q×2q are defined by the Kronecker product,

(4.18) C ′ := C ⊗ I2, S′ := S ⊗ J1.

The first factor is indeed the realified U . Another choice of a maximal subalgebra
a can be made so that C ′ = I2⊗C and S′ = J1⊗S (at the same positions of C ′, S′

in (4.17)). Taking the last 2q columns of the left hand side of (4.17), we obtain the
following partial format of Theorem 4.13.

Corollary 4.13.1. For any 2n × 2q tall skinny orthogonal matrix O there exist,
(n ≥ 2q)

• An n× 2q complex tall skinny unitary matrix U such that UHU = I2q,
• A 2q × 2q orthogonal matrix O2q ∈ O(2q),
• q angles θ1, . . . , θq ∈ [0, π2 ),

such that the following factorization holds:

(4.19) O =

[
<(U) =(U)
−=(U) <(U)

] [
S′

C ′

]
O2q = [U ]R

[
S′

C ′

]
O2q,

where the matrices C ′, S′ ∈ R2q×2q are defined as in (4.18).

The K1AK2 decomposition of compact type AII-III is the complex version of
real F6 on 2n× 2n complex unitary matrices.

Theorem 4.14 (F6, complex). For any 2n× 2n unitary matrix U ∈ U(2n), there
exist

• An n× n quaternionic unitary matrix Q ∈ U(n,H),
• Two unitary matrices U2p ∈ U(2p), U2q ∈ U(2q),
• q unique (up to order) angles θ1, . . . , θq ∈ [0, π2 ),

such that the following factorization holds:

(4.20) U =

[
X Y

−Y X

]



Ip−q
C ′ S′

Ip−q
S′ C ′



[
U2p

U2q

]
,
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where C ′, S′ ∈ R2q×2q are defined as (4.18) and [Q]C =
[
X Y
−Y X

]
(complexified Q).

Finally the tall skinny version of complex F6 is as follows.

Corollary 4.14.1. For any 2n × 2q complex tall skinny unitary matrix U there
exist, (n ≥ 2q)

• A n× 2q tall skinny quaternionic unitary matrix Q such that QDQ = I2q,
• A 2q × 2q complex unitary matrix U2q ∈ U(2q),
• q angles θ1, . . . , θq ∈ [0, π2 ),

such that the following factorization holds:

(4.21) U = [Q]C

[
S′

C ′

]
U2q

with C ′, S′ ∈ R2q×2q defined as (4.18)

5. Matrix factorizations of invertible matrices

In this section we discuss matrix factorizations of invertible matrices arising
from the generalized Cartan decompositions of GLβ(n). We obtain seven matrix
factorizations: F7 to F13. The generalized Cartan triple (3.5), (G,Kσ,Kτ ), of each
Fm is as follows with G = GLβ(n). Each category as listed may have a β = 1, 2, 4
version or may only have two of the three values for β providing a grand total of
17 possibilities.

F7 :
(

GLβ(n),Uβ(n),Uβ(n)
)

(KAK = SVD) β = 1, 2, 4

F8 :
(

GLβ(n),Uβ(n),GLβ(p)×GLβ(q)
)

β = 1, 2, 4

F9 :
(

GLβ(n),Uβ(n),Uβ(p, q)
)

β = 1, 2, 4

F10 :
(

GLβ(2n),Uβ(2n),Spβ(2n)
)

β = 1, 2

F11 :
(

GLβ(2n),Uβ(2n),GL2β(n)
)

β = 1, 2

F12 :
(

GLβ(n),Uβ(n),GLβ/2(n)
)

β = 2, 4

F13 :
(

GLβ(n),Uβ(n),Oβ(n)
)

β = 2, 4

5.1. F7 : (GLβ(n),Uβ(n),Uβ(n)), the SVD.



n× n
Invertible


 =




n× n
Unitary


 ·



�

σl

�


 ·




n× n
Unitary




We first discuss the KAK decomposition of the general linear groups GL(n,R),
GL(n,C) and GL(n,H). All three β = 1, 2, 4 cases have the same double coset
structure, the set of all positive diagonal matrices. These KAK decompositions
are the famous singular value decomposition (SVD) of square invertible matrices.30

Note that the rectangular SVDs are obtained from the folding of the KAK decom-
positions of the indefinite unitary groups G = Uβ(p, q). See Section 7.1 or [20, 44]
for details.

30This is the most common example of the KAK decomposition used in the Lie theory courses
and textbooks.
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Theorem 5.1. The KAK decomposition of the (Riemannian) noncompact sym-
metric spaces GL(n,R)/O(n), GL(n,C)/U(n) and GL(n,H)/U(n,H) are the real,
complex and quaternionic SVD, respectively.

Remark 5.2. An important relationship which will be used throughout the section is
the equivalence of the (left) folding of the SVD to the eigenvalue decomposition. As
we discuss in Section 3.6, the following well-known left folding of the SVD becomes
the symmetric (positive definite) eigenvalue decomposition.

(5.1)
ATA = V Σ2V T

(Eigendecomposition)
Fold⇐===
Left

A = UΣV T

(SVD)
,

The K1AK2 decomposition of GLβ(n) always has the first factor U ∈ Uβ(n) = Kσ,
which obtains the left folding as follows. (X = A†A)

(5.2)
X = V †Λ2V
(Eigen-like)

Fold⇐===
Left

A = UΛV
(K1AK2)

.

The matrix Λ2 in (5.2) contains the eigenvalue-like information of the congruence
diagonalization. In fact, the values of Λ are sometimes named as a variant of the
eigenvalues (which will appear in Section 5.3, 5.4), although the values themselves
are nothing related to the usual eigenvalues. Being consistent with the names in
(5.1) and (5.2), we call some factorizations of GLβ(n) as a variant of the SVD.
(Equivalently, one can put the factor Uβ(n) on the right side of the K1AK2 decom-
position and perform the right folding.)

5.2. F8 : (GLβ(n),Uβ(n),GLβ(p)×GLβ(q)).




n× n
Invertible




=




n× n
Unitary



·




�
chl
�

Ip−q

�
shl
�

�
shl
�

�
chl
�



·




p× p
Invertible

q × q
Invert.




The factorization F8 is a matrix factorization of real, complex and quaternionic
invertible matrices. Let n = p+ q, p ≥ q.
Theorem 5.3 (F8, real). For any real n× n invertible matrix G, there exist

• An n× n orthogonal matrix O ∈ O(n),
• Two real invertible matrices Gp ∈ GL(p,R) and Gq ∈ GL(q,R),
• q unique (up to order and signs) real numbers θ1, . . . , θq,

such that the following factorization of G holds:

(5.3) G = O



Ch Sh

Ip−q
Sh Ch



[
Gp

Gq

]
,

where Ch, Sh ∈ Rq×q are diagonal matrices with cosh, sinh values of θl’s.

The β = 2 (resp. β = 4) F8 factorization is obtained from the generalized Cartan
decomposition of GL(n,C) (resp. GL(n,H)).

Theorem 5.4 (F8, complex/quaternion). For any complex (resp. quaternionic)
n× n invertible matrix G, there exist

• An n× n complex (resp. quaternionic) unitary matrix U ,
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• Two complex (resp. quaternionic) invertible matrices Gp ∈ GL(p,C) and
Gq ∈ GL(q,C), (resp., from GL(p,H) and GL(q,H))
• q unique (up to order and signs) real numbers θ1, . . . , θq,

such that the following factorization of G holds:

(5.4) G = U



Ch Sh

Ip−q
Sh Ch



[
Gp

Gq

]
.

Remark 5.5. The matrix with hyperbolic cosines and sines in F8 factorizations can
be replaced by a simpler matrix. Applying appropriate Givens rotations (on the
left) and column scaling by a diagonal matrix (on the right), we obtain a simple
modification of (5.3) (also a similarly form for (5.4)).

(5.5) G = O′



Iq Σ

Ip−q
Iq



[
G′p

G′q

]
,

where Σ is a q×q diagonal matrix placed at the top right corner. We use the prime
notation to emphasize that the matrices G′p, G

′
q, O

′ are modified from (5.3).

It is natural to consider the left folding of F5. By the Cholesky factorization
we know that the set of all matrices GTG, G ∈ GL(n,R) is equal to the set of
all symmetric positive definite matrices. Similarly we have that {GHG : G ∈
GL(n,C)} is the set of all Hermitian positive definite matrices. (Also holds for
quaternionic cases which we will omit here.)

Corollary 5.5.1. Any n×n symmetric (resp. complex Hermitian) positive definite
matrix A can be tridiagonalized by a congruence transformation. In other words,
there exist Gp ∈ GL(p,R), Gq ∈ GL(q,R) (resp. Gp ∈ GL(p,C), Gq ∈ GL(q,C))
and q real numbers θ1, . . . , θq such that the following holds:

(5.6) A =

[
Gp

Gq

]

Ch Sh

Ip−q
Sh Ch



[
Gp

Gq

]H
.

5.3. F9 : (GLβ(n),Uβ(n),Uβ(p, q)), the hyperbolic SVD.




n× n
Invertible


 =




n× n
Unitary


 ·



�

σl

�


 ·




n× n
Indefinite

unitary




Suppose n = p + q, p ≥ q and let A be the group of n × n positive diagonal
matrices. The factorization F9 of real, complex and quaternionic invertible matrices
arises from the following three generalized Cartan decompositions:

GL(n,R) = O(n) ·A ·O(p, q),

GL(n,C) = U(n) ·A ·U(p, q),

GL(n,H) = U(n,H) ·A ·U(p, q,H).

Using β symbols we can denote these decompositions at once by

(5.7) GLβ(n) = Uβ(n) ·A ·Uβ(p, q).
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We note that the real and complex cases appeared as a matrix factorization in 1989
[57] and was named the hyperbolic SVD (HSVD).

Theorem 5.6 (HSVD, real). For any n× n real invertible matrix G, there exist

• An n× n orthogonal matrix O ∈ O(n),
• An indefinite orthogonal matrix V ∈ O(p, q),
• A unique (up to diagonal permutation) n× n positive diagonal matrix Σ ,

such that the following factorization holds:

(5.8) G = OΣV.

The diagonal values σ1, . . . , σn of Σ are called the hyperbolic singular values.

Recall the discussion regarding the left folding of the SVD in Remark 5.2. The
hyperbolic SVD is the hyperbolic analogue of the SVD in a sense that its left
folding is the hyperbolic eigenproblem. The hyperbolic eigenproblem for a symmetric
positive definite matrix K is defined as finding a pair (λ, x) satisfying (x 6= 0)

(5.9) Kx = λIp,qx,

where λ is called the hyperbolic eigenvalue and the vector x is called the hyperbolic
eigenvector. It can be shown that the matrix X, such that XTKX is a diagonal
matrix, is exactly the matrix consisting of hyperbolic eigenvectors. In addition, the
diagonal matrix Λ = XTKX is the diagonal matrix with hyperbolic eigenvalues.
The left folding of the HSVD A = OΣV is

(5.10) ATA = V TΣ2V,

which is equivalent to the hyperbolic eigenproblem above withK = ATA, V = X−1,
Λ = Σ2. Thus, we justify the name “HSVD” for Theorem 5.6.

Corollary 5.6.1. Fix n = p+ q. Any n×n real symmetric positive definite matrix
S can be diagonalized by a congruence transformation of some indefinite orthogonal
matrix V ∈ O(p, q).

On the other hand, the right folding of the HSVD is the following important
factorization. For any invertible matrix A, the matrix

(5.11) AT Ip,qA,

is a symmetric matrix containing p positive and q negative eigenvalues. This eigen-
problem is the indefinite symmetric eigenproblem. The right folding of the HSVD
is the eigendecomposition of (5.11).

Combining the positive definite, negative definite and indefinite cases, we obtain
a set of tools for analyzing the symmetric eigenproblems. The Cholesky factoriza-
tion can be applied for any symmetric matrix G with a small modification, (the
LDL decomposition with D = Ip,q)

(5.12) G = LIp,qL
T ,

where p, q are numbers of positive and negative eigenvalues of G. The pair (p, q) is
often called the signature or Sylvester’s inertia. Taking the HSVD of L (if q = 0 it
is the usual SVD) the eigendecomposition of G is obtained.

Corollary 5.6.2. Any n×n invertible real symmetric matrix S can be decomposed
as the following:

(5.13) S = OΛOT ,
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where O ∈ O(n) and Λ is a real diagonal matrix.

Geometry of the Hyperbolic SVD: G = OΣV

Hyperbolic
Rotation

Rotation

𝝈𝒊 ∶	Hyperbolic 
Singular Value
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O

Figure 3. The yellow shapes are the standard picture of the or-
dinary SVD ellipse, while the blue shape is the hyperbolic SVD
ellipse: 1) Hyperbolic Rotation (V ): preserves hyperbolas, yellow
unit circle → yellow ellipse, blue ellipse → blue circle, red and
green hyperbolic orthogonal vectors → another set of hyperbolic
orthogonal vectors. 2) Scaling (Σ) reveals the hyperbolic singular
values 3) Orthogonal (O) rotates (or reflects).

Figure 3 illustrates the geometry of the HSVD as a linear mapping on a real
matrix G in analogy to the famous three step illustration of the SVD. (Along with
the SVD of G which is illustrated by the yellow ellipses.) In Figure 3, G = OΣV is
the HSVD of G. The red and green vectors in the top left represent two hyperbolic
orthogonal vectors. (vT1 Ip,qv2 = 0.) Two vectors evolve as the matrices V , Σ
and O consecutively applied as linear operators. The blue ellipse in the top left is
the ellipse circumscribing two vectors, equivalently the inverse image of the unit
disk (top right) under V . The bottom left picture encodes both singular values
and hyperbolic singular values, as the length of axes of blue and yellow ellipse,
respectively.

Complex and quaternionic HSVDs and their foldings are the following.
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Theorem 5.7 (HSVD, complex/quaternion). For any n×n complex (resp. quater-
nionic) invertible matrix G, there exist

• An n × n complex (resp. quaternionic) unitary matrix U ∈ U(n) (resp.
U ∈ U(n,H)),
• An indefinite complex (resp. quaternionic) unitary matrix V ∈ U(p, q) (resp
V ∈ U(p, q,H)),
• A unique (up to diagonal permutation) n× n positive diagonal matrix Σ,

such that the factorization G = UΣV holds.

Corollary 5.7.1. Any n× n complex (resp. quaternionic) Hermitian matrix A is
†-congruent to a real positive diagonal matrix D by a complex (resp. quaternionic)
indefinite unitary matrix. In other words, there exist V ∈ U(p, q) (resp. V ∈
U(p, q,H)) such that

(5.14) A = V DV †.

5.4. F10 : (GLβ(2n),Uβ(2n),Spβ(2n)), the symplectic SVD.




2n× 2n
Invertible


 =




2n× 2n
Unitary


 ·




�
σl
�
�
σl
�


 ·




2n× 2n
Symplectic




The factorization F10 of real and complex invertible matrices involves symplectic
matrices from Spβ(2n). Recall that a 2n × 2n real or complex symplectic matrix

A satisfies the property ATJnA = Jn and the transpose AT is always the (non-
conjugate) regular transpose regardless of F = R,C. Refer to Section 2.6 for more
details on the symplectic group.

The following factorizations are similar to the HSVD with a replacement of
the indefinite orthogonal/unitary matrix by a symplectic matrix. Again, recall
the discussion about the nomenclature of these factorizations in Remark 5.2. In
fact, the left folding of these factorizations are related to the so-called symplectic
eigenvalues. Correspondingly, we call this the symplectic SVD.

Theorem 5.8 (symplectic SVD, real). For any 2n × 2n real invertible matrix G,
there exist

• A 2n× 2n orthogonal matrix O ∈ O(2n),
• A 2n× 2n real symplectic matrix S ∈ Sp(2n,R),
• A unique n× n positive diagonal matrix Σ (up to diagonal permutation),

such that the following factorization holds:

(5.15) G = O

[
Σ

Σ

]
S.

The symplectic SVD diagonalizes an invertible matrix by the combination of the
(left) orthogonal transformation and the (right) symplectic transformation (or the
other way around). This is first introduced by Xu in 2003 [80] and Xu calls this
factorization the SVD-like decomposition. (See [81] for an algorithm.) However as
we argue in Remark 5.2, we feel that the factorizations of GL(n,F) in this section
are more appropriate to be called a variant of the SVD.

The following left folding of Theorem 5.8 is another eigen-like problem.
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Corollary 5.8.1. Any real 2n × 2n symmetric positive definite matrix A is con-
gruent to a positive diagonal matrix Λ of the form [ Σ

Σ ] by a real symplectic matrix
S ∈ Sp(2n,R). In other words, we have

(5.16) SAST =

[
Σ

Σ

]
.

Corollary 5.8.1 is called Williamson’s theorem. It is a special case of Corollary
of Theorem 2 in Williamson’s original paper in 1936 [78], which is later named and
summarized in 1978, in Appendix 6 of [1]. It has been studied in several numerical
linear algebra papers with applications on the Hamiltonian dynamics, quantum
mechanics, quantum information, etc. See [8, 10, 65] for detailed discussions. The
establishment of the name “Williamson’s theorem” is very well explained in Section
1 of [41] or in the bibliography of [65].

The positive real values appearing on the diagonal of Σ are called symplectic
eigenvalues [8, 41]. (Note that a similar terminology, symplectic eigenproblem may
refer to another concept, the eigenvalue structure of symplectic matrices.) Since
this is another special eigenvalues, we again justify the name “symplectic SVD,”
following the discussion in Remark 5.2.

On the other hand, another corollary follows from the right folding of the sym-
plectic SVD.

Corollary 5.8.2. Any real 2n × 2n invertible skew-symmetric matrix A has the
following factorization:

(5.17) A = O

[
0 Λ
−Λ 0

]
OT

where O ∈ O(2n) is an orthogonal matrix, Λ is an n× n positive diagonal matrix.

This result is well studied in [80]. The set of all invertible skew-symmetric
matrices is the collection of GJnG

T for invertible G, due to the BJBT factoriza-
tion [5]. The right folding of the symplectic SVD G = O[ Σ

Σ ]S gives GJGT =
O[ Σ

Σ ]J [ Σ
Σ ]OT , equivalent to the above result by setting Λ = Σ2.

A complex version of F10 and Corollary 5.8.1 follows. Corollary 5.8.2 is also
extended to the complex skew-symmetric cases which we will omit.

Theorem 5.9 (symplectic SVD, complex). For any 2n × 2n complex invertible
matrix G, there exist

• A 2n× 2n unitary matrix U ∈ U(2n),
• A 2n× 2n complex symplectic matrix S ∈ Sp(2n,C),
• A unique n× n positive diagonal matrix Σ (up to diagonal permutation),

such that the following factorization holds:

(5.18) G = U

[
Σ

Σ

]
S.

Corollary 5.9.1. Any 2n × 2n complex Hermitian positive definite matrix A is
H-congruent to a positive diagonal matrix D with repeating diagonal values, by a
complex symplectic matrix S ∈ Sp(2n,C).
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5.5. F11 : (GLβ(2n),Uβ(2n),GL2β(n)).




2n× 2n
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β-unitary



·
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σl
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·

realified/complexified︷ ︸︸ ︷





n× n
2β-invertible

The factorization F11 of a size 2n×2n β-invertible matrix has a factor of GL2β(n),
with the realify or the complexify map applied. For real invertible matrices, we have
the following factorization F11.

Theorem 5.10 (F11, real). For any 2n× 2n real invertible matrix G, there exist

• A 2n× 2n orthogonal matrix O ∈ O(2n),
• Real matrices X,Y ∈ Rn×n such that X + iY is complex invertible,
• A unique n× n positive diagonal matrix Σ (up to diagonal permutation),

such that the following factorization holds:

(5.19) G = O

[
Σ

Σ−1

] [
X Y
−Y X

]
.

The last factor V =
[
X Y
−Y X

]
is a realified complex invertible matrix [X + iY ]R,

characterized by −JnV Jn = V .

Again with the left folding G 7→ GTG and the Cholesky factorization, we obtain
an interesting result on the congruence diagonalization of a symmetric positive
definite matrix.

Corollary 5.10.1. Any 2n×2n symmetric positive definite matrix is congruent to
a positive diagonal matrix by the realified complex matrix. Moreover, the resulting
diagonal matrix has a block structure diag(Σ,Σ−1).

The factorization F11 for complex invertible matrices is as follows.

Theorem 5.11 (F11, complex). For any 2n × 2n complex invertible matrix G,
there exist

• A 2n× 2n unitary matrix U ∈ U(2n),
• A complexified n× n quaternionic invertible matrix V ∈ [GL(n,H)]C
• A unique n× n positive diagonal matrix Σ (up to diagonal permutation),

such that the following factorization holds:

(5.20) G = U

[
Σ

Σ−1

]
V.

Note that in the classical symbol, V is an element of U∗(2n). Again by the
Cholesky factorization we obtain the folded factorization of F11, an H-congruence
diagonalization a Hermitian positive definite matrix.

Corollary 5.11.1. Any 2n×2n Hermitian positive definite matrix A is H-congruent
to a positive diagonal matrix by a complexified quaternionic matrix V ∈ [GL(n,H)]C =
U∗(2n). Moreover, the resulting diagonal matrix can be chosen to have a block
structure of diag(Σ,Σ−1)
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5.6. F12 : (GLβ(n),Uβ(n),GLβ/2(n)).
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The factorization F12 of complex and quaternionic invertible matrices is intro-
duced. The factors include the real part of a complex matrix, or the complex part
(the real part and a single imaginary part) of a quaternionic matrix. We start with
the factorization of a complex invertible matrix.

Theorem 5.12 (F12, complex). Let m = bn2 c. For any n × n complex invertible
matrix G, there exist

• An n× n unitary matrix U ∈ U(n),
• An n× n real invertible matrix V ∈ GL(n,R),
• m unique (up to order and signs) real numbers θ1, . . . , θm,

such that the following factorization holds:

(5.21) G = UBi,θn V,

where Bi,θn is a block diagonal matrix with 2× 2 blocks defined in Table 3.

The 2 × 2 blocks
[

coshα i sinhα
−i sinhα coshα

]
on the diagonal of Bi,αn can be thought as

the usual rotation matrix with purely imaginary angles
[

cos(iα) sin(iα)
− sin(iα) cos(iα)

]
, and [48]

provides some helpful intuitions with illustrations.
Another way of describing complex F12 is the following. Any complex invertible

matrix can be 2 × 2 block diagonalized by the combination of the (left) unitary
transformation and the (right) real linear transformation. The left folding of The-
orem 5.12 implies a simultaneous congruence transform of the real and imaginary
parts of a Hermitian positive definite matrix.

Corollary 5.12.1. Any n×n Hermitian positive definite matrix is congruent to a
block diagonal matrix with 2× 2 diagonal blocks Bi1, . . . , B

i
m defined in Table 3, by

a real n× n invertible matrix.

The significance of Corollary 5.12.1 is that it decouples the real and the imagi-
nary part of a complex Hermitian positive definite matrix A with a simultaneous
congruence diagonalization:

(5.22) <(A) = V T




c1 0
0 c1

. . .
cn 0
0 cn


V, =(A) = V T




0 s1
−s1 0

. . .
0 sn
−sn 0


V,

where V is an invertible real matrix. In equation (5.22), the real part <(A) is real
symmetric and the imaginary part =(B) is real skew-symmetric.

The quaternionic version of the factorization F12 is the following.

Theorem 5.13 (F12, quaternion). Let m = bn2 c and fix η ∈ {j, k}. For any n× n
quaternionic invertible matrix G, there exist

• An n× n quaternionic unitary matrix U ∈ U(n,H),
• An n× n complex invertible matrix V ∈ GL(n,C),
• m unique (up to order and signs) real numbers θ1, . . . , θm,
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such that the following factorization of G holds:

(5.23) G = UBη,θn V,

with block diagonal matrix Bη,θn defined in Table 3.

Finally the congruence block diagonalization of a quaternionic Hermitian positive
matrix is obtained by the left folding of Theorem 5.13. Similar to Corollary 5.12.1,
it is a decoupled simultaneous diagonalization of the (1, i) basis and (j, k) basis part
of a quaternionic Hermitian positive definite matrix.

Corollary 5.13.1. Fix η ∈ {j, k}. Any n × n quaternionic Hermitian positive
definite matrix is congruent to a block diagonal matrix with 2×2 blocks Bη1 , . . . , B

η
m

defined in Table 3, by an n× n real invertible matrix.

5.7. F13 : (GLβ(n),Uβ(n),Oβ(n)).



n× n
β-invertible


 =




n× n
β-unitary


 ·



�

σl

�


 ·




n× n
β-orthogonal




The factorization F13 of complex and quaternionic invertible matrices has the
complex and quaternionic orthogonal factors. The β-orthogonal groups are dis-
cussed in Section 2.7. As mentioned, the quaternionic orthogonal matrices do not
satisfy the property OTO = I, since the set of such quaternion matrices do not
form a group. Instead, the quaternionic orthogonal matrices satisfy ODjO = I.

In this section, only β = 2, 4 cases are presented for F13. However if we take a
closer look, the case of β = 1 is identical to the invertible square SVD (real F7),
since Uβ(n) = Oβ(n) for β = 1. Let us start with the case of β = 2.

Theorem 5.14 (F13, complex). For any n× n complex invertible matrix G, there
exist

• An n× n unitary matrix U ∈ U(n),
• An n× n complex orthogonal matrix O ∈ O(n,C),
• A unique n× n positive diagonal matrix Σ (up to diagonal permutation),

such that the following factorization holds:

(5.24) G = UΣO.

Already introduced in (3.12), Theorem 5.14 is another variant of the SVD with β-
orthogonal groups Oβ(n). As discussed in Section 3.6, the right folding of Theorem
5.14 is the famous Takagi factorization. Before presenting the Takagi factorization,
we need a Lemma.

Lemma 5.15. The set {GTG : G ∈ GL(n,C)} is equal to the set of all invertible
complex symmetric matrices. In other words, for any invertible complex symmetric
matrix A, there exists a complex invertible matrix G such that A = GTG holds.

Proof. This is easily proved by the Takagi factorization (Theorem 5.16). However,
since we will use this Lemma to prove Theorem 5.16, we proceed differently.

Select a polynomial interpolation p of the matrix square root function (with
analytic branches on the eigenvalues of A) on A, which satisfies p(A)2 = A (for
example, Lagrange-Hermite interpolating polynomial). This agrees with the usual
definition of the square root of a complex matrix, see [37, Chapter 6]. Since A is
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complex symmetric, p(A) is also complex symmetric. Thus, letting G = p(A) we
have GTG = G2 = A. �

The Takagi factorization follows from the right folding of (5.24). In [13], Theorem
5.16 is also called the symmetric singular value decomposition.

Theorem 5.16 (Takagi factorization). For any n × n square invertible complex
symmetric matrix A, there exist a unitary matrix U ∈ U(n) and a real positive
diagonal matrix Λ such that the following factorization holds:

(5.25) A = UΛUT .

Note that the transpose is the regular transpose, not the conjugate transpose.

The factorization F13 in the quaternionic case is the following.

Theorem 5.17 (F13, quaternion). Fix η ∈ {i, j, k}. For any n × n quaternionic
invertible matrix G, there exist

• An n× n quaternionic unitary matrix U ∈ U(n,H),
• An n× n quaternionic orthogonal matrix O ∈ O(n,H), i.e., ODηO = In,
• A unique n× n positive diagonal matrix Σ (up to diagonal permutation),

such that the following factorization holds:

(5.26) G = UΣO.

Observing the extension of a complex orthogonal matrix to a quaternionic or-
thogonal matrix in Section 2.7, we notice that the corresponding quaternionic exten-
sion of a complex symmetric matrix is a quaternionic η-Hermitian matrix defined in
(2.6) as MDη = M . Indeed, the quaternionic extension of Theorem 5.16 is the right
folding of Theorem 5.17 and it is pointed out by Horn and Zhang in [38]. Lemma
5.15 can also be extended to the quaternionic version as follows. (Fix η = j.)

Lemma 5.18. The set {GDjG : G ∈ GL(n,H)} is equal to the set of all invertible
quaternionic j-Hermitian matrices. In other words, for any invertible quaternionic
j-Hermitian matrix A, there exist a quaternionic invertible matrix G such that
A = GDjG holds.

Proof. A complex matrix [A]C has the structure
[
X Y
−Y X

]
where X is complex sym-

metric and Y is complex skew-Hermitian. For any k the matrix ([A]C)k has the
same block structure. As in Lemma 5.15 the square root of [A]C can be expressed

as a polynomial of A, thereby concluding that (a branch of) ([A]C)
1
2 has the same

structure
[
X Y
−Y X

]
as above. The inverse complexify map sends this matrix to a

quaternionic matrix G and GDjG = G2 = A holds. �

Corollary 5.18.1 (Takagi factorization, quaternionic extension). Fix η ∈ {i, j, k}.
Any η-Hermitian matrix A can be decomposed into

(5.27) A = V ΛV Dη ,

where Λ is a nonnegative diagonal matrix and V ∈ Oη(n,H) is a quaternionic
orthogonal matrix satisfying V DηV = In.
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6. Matrix factorizations of symplectic matrices

In Section 6 we discuss matrix factorizations of symplectic matrices, arising from
the generalized Cartan decompositions of Sp(2n,R) and Sp(2n,C). There are four
categories, F14 to F17, including the KAK decomposition F14. As always, using
the β-symbol for symplectic groups, Spβ(2n) with β = 1, 2, the generalized Cartan
triples (G,Kσ,Kτ ) are the following.

F14 :
(

Spβ(2n),U2β(n),U2β(n)
)

(KAK) β = 1, 2

F15 :
(

Spβ(2n),U2β(n),GLβ(n)
)

β = 1, 2

F16 :
(

Spβ(2n),U2β(n),Spβ(2p)× Spβ(2q)
)

β = 1, 2

F17 :
(

Spβ(2n),U2β(n),Spβ/2(2n)
)

β = 2

In this section, the subgroup Kσ = U2β(n) is better understood as the β-unitary
symplectic groups rather than the 2β-unitary groups. (Since they are always reali-
fied or complexified.) See Remark 2.8 for the isomorphism.

6.1. F14 : (Spβ(2n),U2β(n),U2β(n)), the symplectic structured SVD.




2n× 2n
Symplectic


 =




2n× 2n

Unitary

Symplectic


 ·




�
σl
�
�

1
σl
�



·




2n× 2n

Unitary

Symplectic




The KAK decompositions of the real and the complex symplectic groups are
introduced. They can be realized as special SVDs with a structure, S = UΣV
where all U,Σ, V are symplectic. We call this the symplectic structured SVD.

Theorem 6.1 (symplectic structured SVD, real). For any real symplectic matrix
S ∈ Sp(2n,R), there exists an SVD of S,

(6.1) S = U

[
Σ

Σ−1

]
V,

where U, V ∈ OSp(2n) are 2n×2n orthogonal symplectic matrices and Σ is an n×n
positive diagonal matrix.

The complex F14 follows as the KAK decomposition of Sp(2n,C)/USp(2n).

Theorem 6.2 (symplectic structured SVD, complex). For any complex symplectic
matrix S ∈ Sp(2n,C), there exists an SVD of S,

(6.2) S = U

[
Σ

Σ−1

]
V

wehre U, V ∈ USp(2n) are 2n× 2n unitary symplectic matrices and Σ is an n× n
positive diagonal matrix.

Remark 6.3 (three symplectic structured SVDs). The KAK decompositions of the
symplectic matrices, Theorems 6.1, 6.2 and Corollary 7.4.1 (which will be intro-
duced in Section 7.1), are the three “symplectic structured SVDs” of Sp(2n,R),
Sp(2n,C), and Sp∗(2n,C), respectively. These three SVDs have an interesting in-
tertwining history of appearances in different languages and different fields as the
following.
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The real symplectic structured SVD, Theorem 6.1 (real F14), appears first in 1965
in a physics paper [3] written in French. It showed up again in 2003 [80, Theorem
3] without knowing the presence of [3]. In the following Remark, we explain how
Theorem 6.1 obtained the name “Bloch-Messiah decomposition” in physics.

The complex symplectic structured SVD, Theorem 6.2 (complex F14), appears
first in Faßbender and Ikramov [21, Theorem 5] and referred by Mackey et al. [51].
The folding of Theorem 6.2 appears in [21, Proposition 3].

The conjugate symplectic structured SVD is similarly defined as the SVD of a
conjugate symplectic matrix with U,Σ, V being conjugate symplectic. It is Corol-
lary 7.4.1, which will appear in Section 7.1 as an isomorphic form of complex F18.
(The complex F18 first appeared in 1968 [77].) The conjugate symplectic structured
SVD appears also in [80, Theorem 2] which is cited again by [51].

The symplectic structured SVD is sometimes referred as the “symplectic SVD”
[51]. However as we discussed in Remark 5.2, the name “symplectic SVD” is more
consistent with the factorizations in Section 5.4, which we use an alternative name
“symplectic structured SVD” for these factorizations.

Remark 6.4 (Bloch-Messiah decomposition and real F14). In physics literature,
Theorem 6.1 has the name Bloch-Messiah decomposition. In Bloch and Messiah’s
original paper in 1962 [9], the factorization of the Bogoliubov transformation for
fermions are presented:

(6.3)

[
A B
B A

]
=

[
U

U

] [
C S
−S C

] [
V

V

]
,

where U, V are n × n unitary matrices and Mf =
[
A B
B A

]
∈ U(2n) is implied from

the anticommutator conserving property (the Bogoliubov transformation Mf for
fermions). In fact, (6.3) is an isomorphic form of complexified Theorem 4.2, quater-
nion F1, the KAK decomposition of the compact symmetric space CI. Notice that
the noncompact dual of the quaternion F1 is Theorem 6.1, real F14.

Later in 1965 the result has been extended to bosons [3]. The commutator
conserving property (the Bogoliubov transformation Mb for bosons) implies Mb =[
A B
B A

]
∈ U(n, n). The set of such Mb (which is a subset of U(n, n)) is isomorphic

to the group Sp(2n,R).31 Thus, a factorization similar to (6.3) is transformed to
the current Bloch-Messiah decomposition, Theorem 6.1, as presented in (4.23) of
[3]. In language of our paper this extension to bosons is equivalent to the extension
of the KAK decomposition to the noncompact dual.

6.2. F15 : (Spβ(2n),U2β(n),GLβ(n)).




2n× 2n

Symplectic




=




2n× 2n

Unitary

Symplectic



·




�
cosh θl

�

�
sinh θl

�
�
sinh θl

�

�
cosh θl

�



·




n× n
Invertible

G
n× n

Invertible

G−T




31What is the map sending the set of Mb to Sp(2n,R)? It is exactly the (restriction of)
isomorphism sending U(n, n) to Sp∗(2n,C), discussed in Remark 7.4. Therefore the map sends

the set {All Mb’s} ⊂ U(n, n) to Sp(2n,R) ⊂ Sp∗(2n,C).
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The factorization F15 of real and complex symplectic matrices is the K1AK2

decomposition of the symplectic group. First we start with the real symplectic
matrices.

Theorem 6.5 (F15, real). For any 2n× 2n real symplectic matrix S ∈ Sp(2n,R),
there exist

• A 2n× 2n orthogonal symplectic matrix O ∈ OSp(2n),
• An n× n real invertible matrix G ∈ GL(n,R)
• n unique (up to order and signs) real numbers θ1, . . . , θn,

such that the following factorization holds:

(6.4) S = O

[
Ch Sh
Sh Ch

] [
G

G−T

]
.

where Ch, Sh are n× n diagonal matrices with cosh, sinh values of θ1, . . . , θn.

Observe that the matrix diag(G,G−T ) is a block diagonal symplectic matrix.
The immediate corollary is again obtained by the left folding, S 7→ STS. The
symplectic Cholesky factorization [25] guarantees the left folding of Theorem 6.5
to cover the whole set of symmetric positive definite symplectic matrices.

Corollary 6.5.1. For any symmetric positive definite symplectic matrix A, we
have the following factorization:

(6.5) A =

[
GT

G−1

] [
Ch Sh
Sh Ch

] [
G

G−T

]
,

where G is some n × n real invertible matrix and Ch, Sh are cosh, sinh diagonal
matrices as usual.

Complex analogues of Theorem 6.5 and Corollary 6.5.1 are the following.

Theorem 6.6 (F15, complex). For any 2n × 2n complex symplectic matrix S ∈
Sp(2n,C), there exist

• A 2n× 2n unitary symplectic matrix U ∈ USp(2n),
• An n× n complex invertible matrix G ∈ GL(n,C)
• n unique (up to order and signs) real numbers θ1, . . . , θn,

such that the following factorization holds:

(6.6) S = U

[
Ch Sh
Sh Ch

] [
G

G−T

]
.

Note that the transpose is not the conjugate transpose.

Corollary 6.6.1. For any Hermitian positive definite symplectic matrix A, we have
the following factorization:

(6.7) A =

[
GT

G−1

] [
Ch Sh
Sh Ch

] [
G

G−H

]
,

where G is some n×n complex invertible matrix and Ch, Sh are cosh, sinh diagonal
matrices as usual.
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6.3. F16 : (Spβ(2n),U2β(n),Spβ(2p)× Spβ(2q)).




2n× 2n
Symplectic


=




2n× 2n

Unitary

Symplectic


·




�
chl
�

�
shl
�

�
shl
�

�
chl
�
�

chl
�

�
−shl

�
�
−shl

�

�
chl
�




·




2p× 2p

Symplectic

2q × 2q

Symplectic




︸ ︷︷ ︸
with permutation

Suppose n = p + q, p ≥ q. In F16 we decompose 2n × 2n symplectic matrices
into smaller symplectic matrices of sizes 2p× 2p and 2q × 2q. Let us first define a
permutation matrix Pp,q.

p︷︸︸︷ q︷︸︸︷ p︷︸︸︷ q︷︸︸︷
Pp,q :=




Ip 0 0 0
0 0 Ip 0
0 Iq 0 0
0 0 0 Iq




}
p}
p}
q}
q

(6.8)

The map A 7→ PTp,qAPp,q does the following.

p︷︸︸︷ p︷︸︸︷ q︷︸︸︷ q︷︸︸︷ p︷︸︸︷ q︷︸︸︷ p︷︸︸︷ q︷︸︸︷


X1 X2 0 0
X3 X4 0 0
0 0 Y1 Y2

0 0 Y3 Y4




}
p}
p}
q}
q

7−→




X1 0 X2 0
0 Y1 0 Y2

X3 0 X4 0
0 Y3 0 Y4




}
p}
q}
p}
q

(6.9)

where the sizes of Aj , Bj , Cj , Dj are p × p, p × q, q × p, q × q, respectively. With
the permutation matrix Pp,q, we can state the factorization F16 as follows.

Theorem 6.7 (F16, real/complex). Let P = Pp,q and f : A 7→ PTAP . For any
2n×2n real (resp. complex) symplectic matrix S ∈ Sp(2n,R) (resp. S ∈ Sp(2n,C)),
there exist

• A 2n× 2n orthogonal (resp. unitary) symplectic matrix U ,
• Two real (resp. complex) symplectic matrices Sp ∈ Sp(2p,R) and Sq ∈

Sp(2q,R) (resp. Sp ∈ Sp(2p,C) and Sq ∈ Sp(2q,C)),
• q unique (up to order and signs) real numbers θ1, . . . , θq,

such that the following factorization holds:
(6.10)

S = U

[
H

H−1

]
f

([
Sp

Sq

])
= U




Ch Sh
Ip−q

Sh Ch
Ch −Sh

Ip−q
−Sh Ch



[
X1 0 X2 0
0 Y1 0 Y2

X3 0 X4 0
0 Y3 0 Y4

]
,

where Sp =
[
X1 X2

X3 X4

]
and Sq =

[
Y1 Y2

Y3 Y4

]
. The blocks Xj’s are p × p and Yj’s are

q × q.



NEW MATRIX FACTORIZATIONS 47

6.4. F17 : (Spβ(2n),U2β(n),Spβ/2(2n)).




2n× 2n

Complex

Symplectic


 =




2n× 2n

Unitary

Symplectic


 ·




�
cosh θl

�

�
i sinh θl

�
�
−i sinh θl

�

�
cosh θl

�



·




2n× 2n

Real

Symplectic




The factorization F17 is a matrix factorization of complex symplectic matrices.
As Sp(2n,R) ⊂ Sp(2n,C), the real symplectic factor of a complex symplectic matrix
is factored out in F17. The factorization F17 is as follows.

Theorem 6.8 (F17, complex). For any 2n × 2n complex symplectic matrix S ∈
Sp(2n,C), there exist

• A unitary symplectic matrix U ∈ USp(2n),
• A real symplectic matrix Y ∈ Sp(2n,R)
• n unique (up to order and signs) real numbers θ1, . . . , θn,

such that the following factorization holds:

(6.11) S = U

[
Ch iSh

−iSh Ch

]
Y.

This is in fact Theorem 5.12 (F12 real) with the additional symplectic struc-
ture. (In F12, an alternative selection of the maximal abelian subgroup A =
{All

[
Ch iSh
−iSh Ch

]
} is equivalent to the subgroup A in Theorem 6.8.) Similar to Corol-

lary 5.12.1, the left folding of Theorem 6.8 is the decoupling of real and imaginary
parts of a Hermitian positive definite symplectic matrix.

Corollary 6.8.1. Any 2n× 2n Hermitian positive definite symplectic matrix A is
congruent to a tridiagonal matrix of the form

[
Ch iSh
−iSh Ch

]
where Ch, Sh are n × n

cosh, sinh diagonal matrices. The congruence transformation is done by a 2n× 2n
real symplectic matrix.

A decoupling of the real and the imaginary part for a given Hermitian positive
definite symplectic matrix A (AH = A and ATJA = J) is,

(6.12) <(A) = ST
[
Ch

Ch

]
S, =(A) = ST

[
Sh

−Sh

]
S,

where S is some 2n× 2n real symplectic matrix.

7. Matrix factorizations of indefinite orthogonal/unitary matrices

In this section we discuss the matrix factorizations of indefinite orthogonal and
unitary matrices, F18 to F22. Let n = p + q with p ≥ q. Again we categorize
the K1AK2 decompositions into five categories, including the KAK decomposition
(F18, the HCSD). The generalized Cartan triple (G,Kσ,Kτ ) of the five categories
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are the following:

F18 :
(

Uβ(p, q),Uβ(p)×Uβ(q),Uβ(p)×Uβ(q)
)

(KAK = HCSD) β = 1, 2, 4

F19 :
(

Uβ(p, q),Uβ(p)×Uβ(q),Uβ(p1, q1)×Uβ(p2, q2)
)

β = 1, 2, 4

F20 :
(

Uβ(2p, 2q),Uβ(2p)×Uβ(2q),U2β(p, q)
)

β = 1, 2

F21 :
(

Uβ(n, n),Uβ(n)×Uβ(n),O2β(n)
)

β = 1, 2

F22 :
(

Uβ(p, q),Uβ(p)×Uβ(q),Uβ/2(p, q)
)

β = 2, 4

7.1. F18 : (Uβ(p, q),Uβ(p)×Uβ(q),Uβ(p)×Uβ(q)), the hyperbolic CSD.




n× n
Indefinite

unitary


 =




p× p
Unitary

q × q
Unitary



·




�
chl
�

Ip−q

�
shl
�

�
shl
�

�
chl
�



·




p× p
Unitary

q × q
Unitary




The KAK decomposition of the indefinite orthogonal, indefinite unitary and
quaternionic indefinite unitary group is the hyperbolic CS decomposition (HCSD).
In Wigner’s 1968 work [77, Eq.16] the real and the complex HCSD appeared as a
counterpart of the CSD. Interestingly Wigner did not notice the CSD and the HCSD
as an examples of the KAK decomposition, which was implicit in Helgason’s work he
cited. Rather he mentioned how it looked similar to the Iwasawa decomposition32

appeared in Helgason’s work. See Section 9 for details.
The HCSD (Theorem 7.1) was also derived as an example of the KAK decompo-

sition in Representation theory literature, e.g., Vilenkin’s book [75]. In numerical
linear algebra context it was introduced (with the name “hyperbolic CS decompo-
sition”) by Grimme, Sorensen and Van Dooren [28, Lemma 6], with algorithmic
considerations coming thereafter by Stewart and Van Dooren [69].

As we mentioned in Section 2.5, the HCSD is the hyperbolic analogue of the
CSD. (See Remark 7.2 for the dual relationship.) Let n = p+ q and assume p ≥ q
as always. We state the HCSD (all three β’s) as follows.

Theorem 7.1 (F18, HCSD). Fix β = 1, 2, 4. For any β-indefinite unitary matrix
G ∈ Uβ(p, q), we have the following factorization:

(7.1) G =

[
Up

Uq

]

Ch Sh

Ip−q
Sh Ch



[
U ′p

U ′q

]
,

32The Iwasawa decomposition is another important Lie group decomposition which generalizes

the QR factorization. For a nilpotent subgroup N ⊂ G we have the decomposition G = KAN ,
where K,A are identical to the KAK decomposition. For example if G = GL(n,R), a standard
choice of N is the group of all upper triangular matrices with diagonal entries fixed to one. Thus,
the decomposition G = K · (A · N) is the QR factorization. One can add the positive roots of
g respect to a to obtain a nilpotent Lie algebra n. As always, N is a Lie subgroup of G such

that Lie(N) = n. As we are working with various K1AK2 decompositions in this paper, the
Iwasawa decomposition of semisimple Lie groups could also be understood as a family of matrix
factorizations.



NEW MATRIX FACTORIZATIONS 49

where Up, Up
′ ∈ Uβ(p) and Uq, Uq

′ ∈ Uβ(q). The matrices Ch, Sh are q×q diagonal
matrices with cosh, sinh values (of q unique angles, up to order and signs) on their
diagonals, respectively.

The folding (for the KAK decomposition, the left and the right folding are equiv-
alent) of the HCSD can be used to obtain the general nonsquare SVD, as is hinted
in an equation of Wigner’s work [77, Eq.29] but one has to recognize that the top
right block, say, can be an arbitrary p× q matrix.

The collection of all GTG for G ∈ O(p, q) is the following:

(7.2) {GTG |G ∈ O(p, q)} =

{[√
I +XXT X

XT
√
I +XTX

] ∣∣∣∣X ∈ Rp×q
}
.

This can also be realized as the representatives of the noncompact symmetric space
type BDI. The folded factorization follows.

Corollary 7.1.1 (nonsquare SVD). For any matrix in X ∈ Rp×q, we have the
following factorization:
(7.3)[ √

I +XXT X

XT
√
I +XTX

]
=

[
U

V

]

Ch Sh

Ip−q
Sh Ch



[
U

V

]T
.

The decomposition of the upper right p × q block, X = U · Sh · V T , represents the
SVD of any p× q real matrix.

It is a well-known fact that the eigendecomposition of the matrix
[

0 X
X† 0

]
is an

equivalent form of the singular value decomposition.33 What seems to not be so
well-known is that taking the exponential also is an equivalent form of the singular
value decomposition. Corollary 7.1.1 is an explicit exponentiation which can be
viewed in multipe ways:

• The SVD can be read directly off the top right and bottom left block entries,
for any matrix. (With Sh playing the role of Σ.)
• The diagonal block entries (after squaring and subtracting the identity I)

together give the familiar XX† and X†X versions of the SVD often taught
in elementary linear algebra textbooks.

Remark 7.2 (dual relationship between the CSD and the HCSD). The noncom-
pactness of O(p, q) and the dual relationship between O(n), O(p, q) can be better
understood by comparing the CSD and the HCSD. For a fixed set of matrices
Op, O

′
p ∈ O(p), Oq, O

′
q ∈ O(q) and a fixed real vector θ ∈ Rq, we can define the

orthogonal matrix On and the indefinite orthogonal matrix Op,q with the CSD and
the HCSD, respectively,

On =

[
Op

Oq

]

C S

Ip−q
−S C



[
Op
′

Oq
′

]
,

Op,q =

[
Op

Oq

]

Ch Sh

Ip−q
Sh Ch



[
Op
′

Oq
′

]

33This is equivalent to a Lie algebra decomposition, i.e., Lemma 6.3 (iii) of [31, p.247]. In
computational perspective the Lie algebra decomposition is pointed out by Kleinsteuber [44] as

the SVD.
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with the cosine/sine diagonal matrices C, S and the hyperbolic cosine/sine diago-
nal matrice Ch, Sh. As we make an increasing sequence of θ we obtain diverging
sequence of matrices Op,q while the compact dual On converges due to the com-
pactness of the trigonometric functions.

Remark 7.3 (real perplectic group and O(dn2 e, bn2 c)). Recall the matrix En with 1’s
on its antidiagonal, defined in 2.13. Let m1 = dn2 e, m2 = bn2 c. Then the matrix V =
1√
2
(Im1,m2

+En) is the eigenvector matrix (if n is odd set the (m1,m1) entry of V

to 1 for normalization) of En, with the eigendecomposition En = V Im1,m2
V T . The

map A 7→ V AV T is the isomorphism that sends O(dn2 e, bn2 c) to the real perplectic
group. Applying the map to the real F18 factorization we obtain the SVD of
a perplectic matrix with all factors preserving the perplectic structure. (Similar
isomorphism of factorizations have been pointed out by Kleinsteuber in his doctoral
thesis [44]. He discusses the isomorphism of the folded Lie algebra decompositions
between real perplectic and indefinite orthogonal matrices, see Example 4.2 of [44].)

Corollary 7.3.1 (perplectic structured SVD, real). Let n be even so that m =
m1 = m2. For an n× n real perplectic matrix P , there exist

• Two n× n perplectic orthogonal matrices O1, O2

• An n× n positive diagonal matrix Σ = diag(σ1, · · · , σm, 1
σm
, · · · , 1

σ1
),

such that P = O1ΣO2 is the SVD of P with all three factors O1,Σ, O2 being per-
plectic. (For an odd n, we put 1 between σm and 1

σm
in Σ.)

Remark 7.4 (conjugate symplectic group and U(n, n)). Recall the conjugate sym-
plectic group Sp∗(2n,C) in Remark 2.7. Following Remark 7.3, we can similarly

compute the isomorphism between Sp∗(2n,C) and U(n, n). Let V = 1√
2

[
In −iIn
−iIn In

]
.

Then V is unitary and the eigendecomposition iJn = V In,nV
H holds. The isomor-

phism A 7→ V AV H sends U(n, n) to Sp∗(2n,C). Applying this isomorphism, an
isomorphic form of the complex HCSD (complex F18) is obtained. It is the conju-
gate symplectic structured SVD. (The symplectic structured SVDs are discussed in
Remark 6.3.)

Corollary 7.4.1 (conjugate symplectic structured SVD). For any 2n× 2n conju-
gate symplectic matrix S, there exist,

• Two 2n× 2n conjugate symplectic and unitary matrix U, V ,
• A positive diagonal matrix Σ = diag(σ1, · · · , σn, 1

σ1
, · · · , 1

σn
),

such that S = UΣV is the SVD of S with all three factors U,Σ, V remains conjugate
symplectic.

7.2. F19 : (Uβ(p, q),Uβ(p)×Uβ(q),Uβ(p1, q1)×Uβ(p2, q2)).




n× n
Indefinite

unitary

(p, q)




=




p× p
Unitary

q × q
Unitary



·




� �
cosh θl sinh θl

� �
� �

sinh θl cosh θl
� �

� �
chγl shγl
� �




︸ ︷︷ ︸
with permutation

·




Indefnite

unitary

(p1, q1)

Indefinite

unitary

(p2, q2)




︸ ︷︷ ︸
with permutation
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The factorization F19 of indefinite orthogonal/unitary matrices is introduced.
Let p1 + p2 = p and q1 + q2 = q be the partitions of p, q. With these four integers,
we define two permutation matrices P1 and P2.

(7.4) P1 :=




Ip1 0 0 0
0 0 Iq1 0
0 Ip2

0 0
0 0 0 Iq2


 , P2 :=




Ip1
0 0 0

0 0 0 Iq2
0 Ip2

0 0
0 0 Iq1 0


 ,

Similar to the map (6.9), the map A 7→ PT1 AP1 does the following permutation to
a block diagonal matrix.

p1︷︸︸︷ q1︷︸︸︷ p2︷︸︸︷ q2︷︸︸︷ p1︷︸︸︷ p2︷︸︸︷ q1︷︸︸︷ q2︷︸︸︷


X1 X2 0 0
X3 X4 0 0
0 0 Y1 Y2

0 0 Y3 Y4




}
p1}
q1}
p2}
q2

7−→




X1 0 X2 0
0 Y1 0 Y2

X3 0 X4 0
0 Y3 0 Y4




}
p1}
p2}
q1}
q2

(7.5)

In particular, a matrix A ∈ O(p1, q1)×O(p2, q2) permuted to an element in O(p, q)
with (7.5), as we can see in the block structure. Also the map A 7→ PT2 AP2 does
the following.

p1︷︸︸︷ q2︷︸︸︷ p2︷︸︸︷ q1︷︸︸︷ p1︷︸︸︷ p2︷︸︸︷ q1︷︸︸︷ q2︷︸︸︷


X1 X2 0 0
X3 X4 0 0
0 0 Y1 Y2

0 0 Y3 Y4




}
p1}
q2}
p2}
q1

7−→




X1 0 0 X2

0 Y1 Y2 0
0 Y3 Y4 0
X3 0 0 X4




}
p1}
p2}
q1}
q2

(7.6)

The factorization F19 of indefinite orthogonal matrices is as follows.

Theorem 7.5 (F19, real/complex/quaternion). For a fixed β = 1, 2, 4, let m1 =
min(p1, q2) and m2 = min(p2, q1). For any β-indefinite unitary matrix U ∈ Uβ(p, q),
there exist

• Two β-unitary matrices Up ∈ Uβ(p), Uq ∈ Uβ(q),
• Two β-indefinite unitary matrices V1 ∈ Uβ(p1, q1), V2 ∈ Uβ(p2, q2),
• m1 unique (up to order and signs) real numbers θ1, . . . , θm1

,
• m2 unique (up to order and signs) real numbers γ1, . . . , γm2

,

such that the following factorization holds:

(7.7) U =

[
Up

Uq

]
PT2

[
Hθ

Hγ

]
P2V,

where Hθ = Hθ
max(p1,q2),m1

and Hγ = Hγ
max(p2,q1),m2

, and V is the permuted

diag(V1, V2) by the transformation (7.5),

(7.8) V := PT1

[
V1

V2

]
P1.

Again, refer to Table 2 for β-symbols of Lie groups.

The block structure of the matrix PT2
[
Hθ

Hγ

]
P2 depend on the partitions (p1, p2), (q1, q2).

For example, if p1 ≥ q2 = m1 and p2 ≥ q1 = m2 we have

(7.9) PT2

[
Hθ

Hγ

]
P2 =



Chq2 Shq2

Ip1−q2
Hγp2,q1

Shq2 Chq2


.
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Essentially, the factorization F19 is a breakdown of the signature (more precisely
the signature of the corresponding sesquilinear form) (p, q) of the indefinite metric
into smaller indefinite metrics with signatures (p1, q1) and (p2, q2). The complex
and quaternionic versions of F19 is similar, as follows.

7.3. F20 : (Uβ(2p, 2q),Uβ(2p)×Uβ(2q),U2β(p, q)).




2n× 2n

β-indefinite

unitary

(2p, 2q)




=




2p× 2p
Unitary

2q × 2q

Unit.



·




Ip−q
�

chl
�

�
shl
�

Ip−q
�

shl
�

�
chl
�



·

realified/complexified︷ ︸︸ ︷


n× n
2β-indefinite

unitary

(p, q)




︸ ︷︷ ︸
with permutation

The factorization F20 of indefinite orthogonal/unitary matrices is introduced.
The realify and complexify maps are used throughout the section. We again use
the permutation matrix Pp,q defined in (6.8), Section 6.3. For F20, the following
block permutation map A 7→ Pp,qAP

T
p,q is used:

p︷︸︸︷ q︷︸︸︷ p︷︸︸︷ q︷︸︸︷ p︷︸︸︷ p︷︸︸︷ q︷︸︸︷ q︷︸︸︷


X1 X2 W1 W2

X3 X4 W3 W4

Z1 Z2 Y1 Y2

Z3 Z4 Y3 Y4




}
p}
q}
p}
q

7−→




X1 W1 X2 W2

Z1 Y1 Z2 Y2

X3 W3 X4 W4

Z3 Y3 Z4 Y4




}
p}
p}
q}
q

(7.10)

The factorization F20 of indefinite orthogonal matrices is as follows.

Theorem 7.6 (F20, real). Let f : A 7→ Pp,qAP
T
p,q be the map (7.10). For any

2n× 2n indefinite orthogonal matrix O ∈ O(2p, 2q), there exist

• Two orthogonal matrices O2p ∈ O(2p), O2q ∈ O(2q),
• An n× n indefinite unitary matrix V ∈ U(p, q),
• q unique (up to order and signs) real numbers θ1, . . . , θq,

such that the following factorization holds:

(7.11) O =

[
O2p

O2q

] [
Ip−q

Hδ
p+q,2q

]
f([V ]R),

where δ = (θ1, . . . , θq,−θ1, . . . ,−θq) ∈ R2q.

Note that [V ]R in Theorem 7.6 is a 2n× 2n matrix that satisfies

[V ]TRΦ[V ]R = Φ, where Φ = diag(Ip,−Iq, Ip,−Iq).

The tridiagonal matrix
[
Ip−q

Hδp+q,2q

]
has the following block structure:

(7.12)

[
Ip−q

Hδ
p+q,2q

]
=




Ip−q 0
Ch Sh

Ch −Sh
0 Ip−q

Sh Ch
−Sh Ch


,

where Ch, Sh are cosh, sinh matrices of θ1, · · · , θq. The complex F20 follows simi-
larly.
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Theorem 7.7 (F20, complex). Let f : A 7→ Pp,qAP
T
p,q be the map (7.10). For any

2n× 2n complex indefinite unitary matrix U ∈ U(2p, 2q), there exist

• Two unitary matrices U2p ∈ U(2p), U2q ∈ U(2q),
• An n× n quaternionic indefinite unitary matrix V ∈ U(p, q,H),
• q unique (up to order and signs) real numbers θ1, . . . , θq,

such that the following factorization holds:

(7.13) U =

[
U2p

U2q

] [
Ip−q

Hδ
p+q,2q

]
f([V ]C),

where δ = (θ1, . . . , θq,−θ1, . . . , θq) ∈ R2q.

Note that a 2n× 2n matrix [V ]C in Theorem 7.7 satisfies the relationship

[V ]HC Φ[V ]C = Φ, where Φ = diag(Ip,−Iq, Ip,−Iq).

7.4. F21 : (Uβ(n, n),Uβ(n)×Uβ(n),O2β(n)).




2n× 2n

β-indefinite

unitary

(n, n)




=




n× n
Unitary

n× n
Unitary



·




�
cosh θl

�

�
sinh θl

�
�
sinh θl

�

�
cosh θl

�



·

realified/complexified︷ ︸︸ ︷


n× n

2β-orthogonal

The factorization F21 is a factorization of 2n× 2n indefinite orthogonal/unitary
matrices with the signature (n, n). The realify and complexify maps [ · ]R and [ · ]C
(see (2.2), (2.3)) are used on the n× n 2β-orthogonal matrices.

Theorem 7.8 (F21, real). For any 2n × 2n indefinite orthogonal matrix O ∈
O(n, n), there exist

• Two n× n orthogonal matrices O1, O2 ∈ O(n),
• An n× n complex orthogonal matrix V ,
• n unique (up to order and signs) real numbers θ1, . . . , θn,

such that the following factorization holds:

(7.14) O =

[
O1

O2

] [
Ch Sh
Sh Ch

]
[V ]R.

Since the group O(n, n) is isomporphic to the real perplectic group, we also obtain
a matrix factorization of real perplectic matrices. Under the isomorphism that sends
O(n, n) to the real perplectic group (see Remark 7.3), the matrix V ∈ O(n,C)
becomes a realified complex perplectic matrix. Choose a subgroup A (recall that
the choice of a is not unique) such that the elements of A are the matrices with the
diagonal (cosh) and antidiagonal (sinh) values being nonzero. See (3.9) for such an
example. Then, an isomorphic form of F21 follows as a matrix factorization of a
real perplectic matrix.

Corollary 7.8.1 (F21, real perplectic). For any 2n× 2n real perplectic matrix P ,
there exist

• A 2n× 2n real perplectic orthogonal matrix O,
• An n× n complex perplectic matrix V ,
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• n unique (up to order and signs) real numbers θ1, . . . , θn,

such that the following factorization holds:

(7.15) P = O

[
Σ

Σ−1

]
[V ]R.

The complex F21 is the following.

Theorem 7.9 (F21, complex). For any 2n × 2n indefinite unitary matrix U ∈
U(n, n), there exist

• Two n× n unitary matrices U1, U2 ∈ U(n),
• An n× n quaternionic orthogonal matrix V such that V DiV = In,
• n unique (up to order and signs) real numbers θ1, . . . , θn,

such that the following factorization holds:

(7.16) U =

[
U1

U2

] [
Ch Sh
Sh Ch

]
[V ]C.

Similar to Corollary 7.8.1, the isomorphism between U(n, n) and Sp∗(2n,C)
obtains another matrix factorization. Under the map which sends U(n, n) to
Sp∗(2n,C), the matrix V in Theorem 7.9 becomes a complex orthogonal and con-
jugate symplectic matrix. We omit the detail.

7.5. F22 : (Uβ(p, q),Uβ(p)×Uβ(q),Uβ/2(p, q)).




n× n
β-indefinite

unitary

(p, q)




=




p× p
Unitary

q × q
Unitary



·




�
chl
�

Ip−q

�
ishl
�

�
−ishl

�

�
chl
�



·




n× n
β
2 -indefinite

unitary

(p, q)




The factorization F22 is a factorization of complex/quaternionic indefinite uni-
tary matrices. The relationship O(p, q) ⊂ U(p, q) ⊂ U(p, q,H) is crucial.

Theorem 7.10 (F22, complex). For any n × n complex indefinite unitary matrix
U ∈ U(p, q), there exist

• Two unitary matrices Up ∈ U(p) and Uq ∈ U(q),
• An n× n indefinite orthogonal matrix O ∈ O(p, q),
• q unique (up to order and signs) real numbers θ1, . . . , θq,

such that the following factorization holds:

(7.17) U =

[
Up

Uq

]


Ch iSh
Ip−q

−iSh Ch


O.

Ch, Sh are q × q cosh, sinh diagonal matrices as usual.

The quaternionic version of F22 follows similarly.

Theorem 7.11 (F22, quaternion). Fix η ∈ {j, k}. For any n × n quaternionic
indefinite unitary matrix U ∈ U(p, q,H), there exist

• Two quaternionic unitary matrices Up ∈ U(p,H) and Uq ∈ U(q,H),
• An n× n complex indefinite unitary matrix V ∈ U(p, q),
• q unique (up to order and signs) real numbers θ1, . . . , θq,
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such that the following factorization holds:

(7.18) U =

[
Up

Uq

]


Ch ηSh
Ip−q

−ηSh Ch


V.

8. Matrix factorization of complex/quaternionic orthogonal
matrices

In this section we present the matrix factorizations F23, F24, F25, arising from
the generalized Cartan decomposition of the orthogonal groups O(n,C) and O(n,H).
The generalized Cartan triple (G,Kσ,Kτ ) for each factorization is the following.

F23 :
(

Oβ(n),Uβ/2(n),Uβ/2(n)
)

(KAK) β = 2, 4

F24 :
(

Oβ(n),Uβ/2(n),Oβ(p)×Oβ(q)
)

β = 2, 4

F25 :
(

Oβ(2n),Oβ/2(2n),O2β(n)
)

β = 2

8.1. F23 : (Oβ(n),Uβ/2(n),Uβ/2(n)).




n× n
β-orthogonal


 =




n× n
β
2 -unitary


 ·




�
chl ishl

−ishl chl

�


 ·




n× n
β
2 -unitary




The factorization F23 is a matrix factorization of complex and quaternionic or-
thogonal matrices arising from the KAK decomposition of O(n,C) and O(n,H).

Theorem 8.1 (F23, complex). Let m = bn2 c. For any n × n complex orthogonal
matrix O ∈ O(n,C), there exist

• Two n× n real orthogonal matrices O1, O2 ∈ O(n),
• m unique (up to order and signs) real numbers θ1, . . . , θm,

such that the following factorization holds:

(8.1) O = O1BO2,

where B = Bi,θn is defined as an n × n block diagonal matrix diag(Bi1, . . . , B
i
m) (n

even) or diag(1, Bi1, . . . , B
i
m) (n odd), defined in Table 3.

As we discuss at the end of Section 3.4, the choice of diag(Bi1, . . . , B
i
m) is not

unique. Another choice of A can substitute (8.1) with the following (when n even).

(8.2) O = O1

[
Ch iSh

−iSh Ch

]
O2.

An important choice of the subgroup A is the collection of the following a ma-
trices.

(8.3) a =




cosh θ1 i sinh θ1

. . .
...

cosh θm i sinh θm
−i sinh θm cosh θ
...

. . .

−i sinh θ1 cosh θ1




.
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This choice leads to the complex perplectic SVD.

Remark 8.2 (complex perplectic group and O(n,C)). Recall the complex perplectic
group {P ∈ Cn×n|PTEnP = En}. Define a matrix V = 1+i

2 In + 1−i
2 En. Then, V

satistfies V HV = In and V TV = V 2 = En. (This is a simple modification of the
Takagi factorization of En.) Imagine the isomorphism A 7→ V AV H , which sends
the complex orthogonal group onto the complex perplectic group since

OTO = In implies (V OV H)TEn(V OV H) = En.

We can apply this isomorphism to obtain the SVD of a complex perplectic matrix,
with the perplectic structure preserved. (See Remark 7.3 for the real perplectic
structured SVD.) The matrix a in (8.3) is transformed to a diagonal matrix by the
above isomorphism. Applying the map A 7→ V AV H for all matrices in O = O1aO2

with (8.3), we obtain the following structured SVD.

Corollary 8.2.1 (perplectic structured SVD, complex). For an n × n complex
perplectic matrix P , there exist

• Two n× n perplectic unitary matrices U1, U2

• A diagonal matrix Σ = diag(σ1, · · · , σm, 1
σm
, · · · , 1

σ1
),

such that P = U1ΣU2 is the SVD of P with all three factors being perplectic. (For
an odd n, we put 1 between σm and 1

σm
in Σ.)

The quaternionic version of F23 is the following.

Theorem 8.3 (F23, quaternion). Fix η ∈ {j, k}. Let m = bn2 c. For any n × n
quaternionic orthogonal matrix O ∈ O(n,H) such that ODiO = In there exist

• Two n× n complex unitary matrices U1, U2 ∈ U(n),
• m unique (up to order and signs) real numbers θ1, . . . , θm,

such that the following factorization holds:

(8.4) O = U1BU2,

where B = Bη,θn is an n× n block diagonal matrix defined in Table 3.

Theorem 8.3 has other types of isomorphic forms. Obviously, switching i, η is one
such isomorphism. In this case, Theorem 8.3 can be applied to O ∈ Oj(n,H) such
that ODjO = I and the factors U1, U2 become unitary matrices with imaginary
unit j. One can use the imaginary unit k to obtain another isomorphic form of
quaternion F23. Other isomorphic forms are also obtained by the similar choice of
A as in (8.2) and (8.3).

8.2. F24 : (Oβ(n),Uβ/2(n),Oβ(p)×Oβ(q)).




n× n
β-orthogonal




=




n× n
β
2 -unitary



·




�
chl
�

Ip−q

�
ishl
�

�
−ishl

�

�
chl
�



·




p× p
β-ortho.

q × q
β-ortho.




Let n = p + q, p ≥ q. The factorization F24 is a factorization of complex and
quaternionic orthogonal matrices.
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Theorem 8.4 (F24, complex). For any n× n complex orthogonal matrix O, there
exist,

• An n× n orthogonal matrix U ∈ O(n),
• Two complex orthogonal matrices Vp ∈ O(p,C) and Vq ∈ O(q,C),
• q unique (up to order and signs) real numbers θ1, . . . , θq,

such that the following factorization holds:

(8.5) O = U




Ch iSh
Ip−q

−iSh Ch



[
Vp

Vq

]
.

Similarly the quaternionic version follows.

Theorem 8.5 (F24, quaternion). Fix η ∈ {j, k}. For any n × n quaternionic
orthogonal matrix O such that ODiO = I, there exist,

• An n× n complex unitary matrix U ∈ U(n),
• Two quaternionic orthogonal matrices Vp ∈ O(p,H), Vq ∈ O(q,H),
• q unique (up to order and signs) real numbers θ1, . . . , θq,

such that the following factorization holds:

(8.6) O = U




Ch ηSh
Ip−q

−ηSh Ch



[
Vp

Vq

]
.

As always the isomorphism between i, j, k is valid for quaternionic F24.

8.3. F25 : (Oβ(2n),Oβ/2(2n),O2β(n)).




2n× 2n

Complex

Orthogonal


 =




2n× 2n

Real

Orthogonal


 ·




�
cosh θl

�

�
i sinh θl

�
�
−i sinh θl

�

�
cosh θl

�



·

complexified︷ ︸︸ ︷





n× n
Quaternionic

Orthogonal

The factorization F25 is a matrix factorization of complex orthogonal matrices.
The fact that the complexified quaternionic orthogonal group [Oj(n,H)]C is a subset
of O(2n,C) is used.

Theorem 8.6 (F25, complex). For any 2n×2n complex orthogonal matrix O, there
exist

• A 2n× 2n real orthogonal matrix U ,
• A n× n quaternionic orthogonal matrix V such that V DjV = In,
• n unique (up to order and signs) real numbers θ1, . . . , θn,

such that the following factorization holds:

(8.7) O = U

[
Ch iSh

−iSh Ch

]
[V ]C.
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9. 2020 Mathematical Hindsight (in 2021):
A lesson in mathematical history

<latexit sha1_base64="3d3zzfqpMqnLLhcGHxhUoWq86W8=">AAACTXicbVDLSgMxFM3U9/iqunQTrIIglBkXPhaC4Malgm2FTimZzJ0amkmGJCOWYX7QjeDOv3DjQhEx01bq60Lg3HPvSU5OmHKmjec9OZWp6ZnZufkFd3FpeWW1urbe1DJTFBpUcqmuQ6KBMwENwwyH61QBSUIOrbB/Vs5bt6A0k+LKDFLoJKQnWMwoMZbqVqMghB4TOQVhQBVuYODO5GdEGSJwBFQmqdSs3C2CwN0OEmJuYkX6ea/AJ3jS9ou9SZMW224AIvq6tVuteXVvWPgv8MeghsZ10a0+BpGkWWLllBOt276Xmk5uXTHKwbrMNKSE9kkP2hYKkoDu5MM0CrxjmQjHUtkjDB6y3xU5SbQeJKHdLB3r37OS/G/Wzkx81MmZSDMDgo4eijOOjcRltDhiCqjhAwsIVTY0iukNUYTaDLRrQ/B/f/kvaO7X/YO6f7lfOz0exzGPNtEW2kU+OkSn6BxdoAai6B49o1f05jw4L8678zFarThjzQb6UZW5T5eXtnI=</latexit>

Cartan decomposition
g = k + p

<latexit sha1_base64="pas489R9ZQPIiQYY0rkpnQaumSY=">AAACO3icbVC/axsxGNUlaX5cm9RJxywiTsFZzF2GNBkKNl0KXZxSxwbLGJ3usy2s0x3Sd6HHcf9Xlv4T3bp06dBSunaP7DiQ2n0geLz3PUnfizIlLQbBN29jc+vZ9s7unv/8xf7By9rh0Y1NcyOgK1KVmn7ELSipoYsSFfQzAzyJFPSi2bu537sFY2WqP2GRwTDhEy3HUnB00qj2kUUwkboUoBFM5Z926FvKYmkzxQuLhQIWyYnIs1E5Y1LTDxVD+IxlO64aszMm4hRp+9RnoOPHO0a1etAMFqDrJFySOlmiM6p9ZXEq8sTFheLWDsIgw2HJDUqhoPJZbiHjYsYnMHBU8wTssFzsXtHXTonpODXuaKQL9Wmi5Im1RRK5yYTj1K56c/F/3iDH8eWwlDrLEbR4eGicK4opnRdJY2lAoCoc4cJI91cqptxw4TqwvishXF15ndycN8OLZnh9Xm9dLevYJcfkhDRISN6QFnlPOqRLBLkj38lP8sv74v3wfnt/HkY3vGXmFfkH3t97zIeugw==</latexit>

P =
[

k2K

Ad(k) · A

<latexit sha1_base64="SO4i6HQZL3IP8JvPJmiX2AGH+3A=">AAACKXicbVDLSgMxFM34rOOr6tJNsBVclZkufCyEigsFNwpWhc5QMpnbGppJhiQjlqG/48ZfcaOgqFt/xLSOoNUDgcM593BzT5Rypo3nvTkTk1PTM7OlOXd+YXFpubyyeqFlpig0qeRSXUVEA2cCmoYZDlepApJEHC6j3uHQv7wBpZkU56afQpiQrmAdRomxUrvcCCLoMpFTEAbUwA0M3Jr85OAEx0BlkkrNhoODIHCrR3gfW6fqBiDi70S7XPFq3gj4L/ELUkEFTtvlpyCWNEtsnHKidcv3UhPmRBlGOdgfZBpSQnukCy1LBUlAh/no0gHetEqMO1LZJwweqT8TOUm07ieRnUyIudbj3lD8z2tlprMb5kykmQFBvxZ1Mo6NxMPacMwUUMP7lhCqbCcU02uiCLUdaNeW4I+f/Jdc1Gv+ds0/q1cae0UdJbSONtAW8tEOaqBjdIqaiKI79ICe0Ytz7zw6r8771+iEU2TW0C84H5/iaaZS</latexit>

KAK decomposition
G = KAK

√

<latexit sha1_base64="2LvQEJUhX3volcz+zL/OgVi8xpI=">AAACO3icbVDLSgMxFM34tr6qLt0Eq+CqzLjwsRAKLiq4qWJV6JSSydy2oZlkSDJiGfpfbvwJd27cuFDErXsz7QjaeiFwcs49ubkniDnTxnWfnanpmdm5+YXFwtLyyupacX3jWstEUahTyaW6DYgGzgTUDTMcbmMFJAo43AS900y/uQOlmRRXph9DMyIdwdqMEmOpVvHSD6DDREpBGFCDgm/g3qRVLgPCB76f30+JMkTgEKiMYqlZ5s3UnSo+wee1nYIPIvx5o1UsuWV3WHgSeDkoobxqreKTH0qaRNZOOdG64bmxaaZ2JqMc7J8SDTGhPdKBhoWCRKCb6XD3Ad61TIjbUtkjDB6yvx0pibTuR4HtjIjp6nEtI//TGolpHzVTJuLEgKCjQe2EYyNxFiQOmQJqeN8CQpWNhGLaJYpQm4Eu2BC88ZUnwfV+2Tsoexf7pcpxHscC2kLbaA956BBV0BmqoTqi6AG9oDf07jw6r86H8zlqnXJyzyb6U87XN97+rng=</latexit>

Global
Cartan decomposition

G = KP

<latexit sha1_base64="YoBSo42t1Bm0ICOHXrXkZU8ppBs=">AAAB63icbVC7SgNBFJ2Nrxhf0ZQ2g0GwCrspfHQBG8sI5gHJEmYnd5MhM7PLzKwYlvyCjYUitoIfYmVp52f4B84mKTTxwIXDOfdy7z1BzJk2rvvl5FZW19Y38puFre2d3b3i/kFTR4mi0KARj1Q7IBo4k9AwzHBoxwqICDi0gtFl5rduQWkWyRszjsEXZCBZyCgxmdSFu7hXLLsVdwq8TLw5KddK3+/Vj9ZbvVf87PYjmgiQhnKidcdzY+OnRBlGOUwK3URDTOiIDKBjqSQCtJ9Ob53gY6v0cRgpW9Lgqfp7IiVC67EIbKcgZqgXvUz8z+skJjz3UybjxICks0VhwrGJcPY47jMF1PCxJYQqZm/FdEgUocbGU7AheIsvL5NmteKdVrxrm8YFmiGPDtEROkEeOkM1dIXqqIEoGqJ79IieHOE8OM/Oy6w158xnSugPnNcfiHeSRw==</latexit>exp

<latexit sha1_base64="YoBSo42t1Bm0ICOHXrXkZU8ppBs=">AAAB63icbVC7SgNBFJ2Nrxhf0ZQ2g0GwCrspfHQBG8sI5gHJEmYnd5MhM7PLzKwYlvyCjYUitoIfYmVp52f4B84mKTTxwIXDOfdy7z1BzJk2rvvl5FZW19Y38puFre2d3b3i/kFTR4mi0KARj1Q7IBo4k9AwzHBoxwqICDi0gtFl5rduQWkWyRszjsEXZCBZyCgxmdSFu7hXLLsVdwq8TLw5KddK3+/Vj9ZbvVf87PYjmgiQhnKidcdzY+OnRBlGOUwK3URDTOiIDKBjqSQCtJ9Ob53gY6v0cRgpW9Lgqfp7IiVC67EIbKcgZqgXvUz8z+skJjz3UybjxICks0VhwrGJcPY47jMF1PCxJYQqZm/FdEgUocbGU7AheIsvL5NmteKdVrxrm8YFmiGPDtEROkEeOkM1dIXqqIEoGqJ79IieHOE8OM/Oy6w158xnSugPnNcfiHeSRw==</latexit>exp

<latexit sha1_base64="jQplP9LqbaihDKtGd6Ha+oSQmts=">AAACSXicdVBBSxtBGJ2NttrY1lSPvQwGQZCG3RgSPQiCF48WjQqZEGcnX8yQmdll5ttqWPbv9dKbN/+Dlx5aSk/OmkhtqR8M83jvfcybF6dKOgzDu6CysPjq9dLym+rK23fvV2sf1s5cklkBXZGoxF7E3IGSBrooUcFFaoHrWMF5PDks9fMvYJ1MzClOU+hrfmXkSAqOnhrULqssNwylBkf9DTeYU83RSgGuYAUbu5QLyHeELihjdJ+yfOY6mcD1JzfVGkqzt9LtP9ozelCrh4293Xaz1aZhIww7UTMqQbPT2mnRyDPl1Ml8jge1WzZMRKbBoFDcuV4UptjPuUUpFBRVljnwmSb8CnoeGu6j9/PHJgq66ZkhHSXWH4P0kX2+kXPtfOjYO/0vx+5frST/p/UyHO32c2nSDMGI2UOjTFFMaFkrHUoLAtXUAy6s9FmpGHPLBfryq76Ep5/Sl8FZsxG1G9HnVv1gb17HMvlINsgWiUiHHJAjcky6RJCv5J78ID+Db8H34Ffwe2atBPOddfLXVBYeADOJtO4=</latexit>{n ⇥ n matrices}
= {Skew-symmetric} + {Symmetric}

<latexit sha1_base64="kl5z1khR+fb6zwKsBqL5yXyCaBA=">AAACA3icdVA9SwNBFNzz2/gVtdNmUQSrcHeGJHaCjWUEkwhJCHubF13cuz1234nhCNj4V0SwUMTWzsrSzp/hP3AvUVDRgQfDzHs8ZoJYCoOu++aMjU9MTk3PzObm5hcWl/LLK3WjEs2hxpVU+jhgBqSIoIYCJRzHGlgYSGgEZ/uZ3zgHbYSKjrAfQztkJ5HoCc7QSp38WgvhAtOqkkzTLnAVxsqIzBt08ptuYbdS8osl6hZct+z5Xkb8cnGnSD2rZNjcW31/9l8aN9VO/rXVVTwJIUIumTFNz42xnTKNgksY5FqJgZjxM3YCTUsjFoJpp8MMA7pllS7tKW0nQjpUv1+kLDSmHwZ2M2R4an57mfiX10ywV2mnIooThIiPHvUSSVHRrBDaFRo4yr4ljGsbnVN+yjTjaGvL2RK+ktL/Sd0veKWCd2jb2CUjzJB1skG2iUfKZI8ckCqpEU4uyTW5I/fOlXPrPDiPo9Ux5/NmlfyA8/QBxoCcoQ==</latexit>

Polar decomposition <latexit sha1_base64="NT84oJun6jaBTeBO4nYaba7G0ZA=">AAACCHicdVBNSyNBEK3xY9Wou9n1JB5sFEEvYSYbEr0JevCoaKKQhNDTqcTGnp6xu2bZMAS87GX/ihcPinj1J3jz39hjFFT0QcHjvSqq6oWJkpZ8/9EbG5+Y/DY1PVOYnZv//qP481fDxqkRWBexis1JyC0qqbFOkhSeJAZ5FCo8Ds92cv/4DxorY31EgwTbEe9r2ZOCk5M6xeUW4V/K7HnKDbJ1HWsrdT9V3Gyww8busFNc9Utbm9Vypcr8ku/XgnKQk3Kt8rvCAqfkWN1evIAc+53iQ6sbizRCTUJxa5uBn1A744akUDgstFKLCRdnvI9NRzWP0Laz50eGbM0pXdaLjStN7Fl9O5HxyNpBFLrOiNOp/ejl4mdeM6XeZjuTOkkJtRgt6qWKUczyVFhXGhSkBo5wYaS7lYlTbrggl13BhfD6KfuaNMqloFoKDlwaWzDCNCzBCqxDADXYhj3YhzoI+AeXcA033n/vyrv17katY97LzAK8g3f/BDOCms0=</latexit>

square (nonsingular) SVD

<latexit sha1_base64="Ibgg4a1bGFy8WkVlriOa6POiquI=">AAACBnicdVBNSyNBEO1x/cyuGs1RhGZlYU9hZgyJ3gQvHiMaIyQh9HQqsbG7Z+iuEcOQkxd/invxoIhXD548evNn+A/sMQqr6IOCx3tV3VUvSqSw6PtP3sSPyanpmdm5ws9f8wuLxaXlAxunhkODxzI2hxGzIIWGBgqUcJgYYCqS0IyOt3O/eQLGiljv4zCBjmIDLfqCM3RSt7jaRjjFbG+oFKARnIIYgE5M7B5Qo25xzS9vblTDSpX6Zd+vBWGQk7BWWa/QwCk51rZKz/fhQ/Oi3i0+tnsxTxVo5JJZ2wr8BDsZMyi4hFGhnVpIGD9mA2g5qpkC28lezxjRP07p0X5sXGmkr+r/ExlT1g5V5DoVwyP72cvFr7xWiv2NTiZ0kiJoPv6on0qKMc0zoT1hgKMcOsK4EW5Xyo+YYRxdcgUXwvul9HtyEJaDajnYdWlskjFmyQr5Tf6SgNTIFtkhddIgnJyRf+SKXHvn3qV3492OWye8t5kS+QDv7gU3RJ36</latexit>

Symmetric eigenproblem

<latexit sha1_base64="n3+nGoefuS1MpmrqMMoYSMydQKE=">AAACP3icbVA9TxtBEN0jIZADEhPKNKv4kKisOxdJKJBAKUCiAQkbJJ912tsbmxX7cdqdQ1gn/7M0+QvpaNOkACFaOvaMIyWQkXb19N682Z2Xl1I4jOPrYOHV68U3S8tvw5XVtXfvW+sf+s5UlkOPG2nsWc4cSKGhhwIlnJUWmMolnOYX3xr99BKsE0af4KSEoWJjLUaCM/RU1uqnOYyFrjloBDsNU4QrrA+jLIn2/N2NaAHcqNI40RimaRpG+3SHHmapE2PF6F4DkVVRmIIu/szJWu24E8+KvgTJHLTJvI6y1s+0MLxS3s4lc26QxCUOa2ZRcAn+X5WDkvELNoaBh5opcMN6tv+UbnqmoCNj/dFIZ+zfjpop5yYq952K4bl7rjXk/7RBhaOvw1roskLQ/OmhUSUpGtqESQthgaOceMC49Qlxys+ZZdxn4EIfQvJ85Zeg3+0knzvJcbe9uz2PY5l8JJ/IFknIF7JLDsgR6RFOvpNf5IbcBj+C38FdcP/UuhDMPRvknwoeHgFsdq3w</latexit>

K1AK2 decomposition
G = K�AK⌧

√

<latexit sha1_base64="LdPPShRjcrmxcy7Rfgau4F/68lc=">AAAB9XicdVDLSgMxFM34rPVV7dJNsAiuhpkiVXcFNy4r2Ae0Y8lkMm1oJjMkd9Qy9D/cuFBE3PkTrly68zP8A9PWgooeuNzDOfeSm+MngmtwnHdrbn5hcWk5t5JfXVvf2CxsbTd0nCrK6jQWsWr5RDPBJasDB8FaiWIk8gVr+oOTsd+8ZErzWJ7DMGFeRHqSh5wSMNJFB9g1ZGEsAi57o26h5NgVZwzs2AczUp4S1550p1QtfryUX5tPtW7hrRPENI2YBCqI1m3XScDLiAJOBRvlO6lmCaED0mNtQyWJmPayydUjvGeUAIexMiUBT9TvGxmJtB5GvpmMCPT1b28s/uW1UwiPvIzLJAUm6fShMBUYYjyOAAdcMQpiaAihiptbMe0TRSiYoPImhNlP8f+kUbbdiu2emTSO0RQ5tIN20T5y0SGqolNUQ3VEkUI36A7dW1fWrfVgPU5H56yvnSL6Aev5E74glwo=</latexit>

fo
ld
in
g

<latexit sha1_base64="EXTADVdijQZaBdhmL8qucwrzqxc=">AAACOXicdVDLSgMxFM34rPVVdekmWAUXUmbG0tqFICjozoq2Cp1SMultG8xkxiQjlqG/5ca/cCe4caGIW3/AjFZR0QMJh3PPTe49fsSZ0rZ9Z42Mjo1PTGamstMzs3PzuYXFugpjSaFGQx7KM58o4ExATTPN4SySQAKfw6l/vpvWTy9BKhaKE92PoBmQrmAdRok2UitX9XzoMpFQEBrkIOtpuNLJgXFKP+SM4uP63sDzsqv7LYG38aG5vWPWDYihSbSBLwarWQ9E++uBVi5vFypbJbdYwnbBtsuO66TELRc3i9gxSoo8GqLayt167ZDGgemnnCjVcOxINxMiNaMczESxgojQc9KFhqGCBKCayfvmA7xmlDbuhNIcofG7+r0jIYFS/cA3zoDonvpdS8W/ao1Yd7aaCRNRrEHQj486Mcc6xGmMuM0kUM37hhAqmZkV0x6RhJoQVBrC56b4f1J3C06p4By5+Z3KMI4MWkYraB05qIx20AGqohqi6Brdo0f0ZN1YD9az9fJhHbGGPUvoB6zXN/7IrFo=</latexit>

Hyperbolic SVD
Gn = On⌃Op,q

<latexit sha1_base64="fnCsyeEhnOwwcUlwazck6ZVP6nc=">AAACUHicdZBNb9NAEIbH4auErwBHLisipHKxbBOScqvIpccikbZSHEXr9dhZdb1r7Y4RwcpP5NIbv4MLBypYpykCBHPZ0TvvfOyT1Uo6iqIvQe/GzVu37+zd7d+7/+Dho8HjJyfONFbgTBhl7FnGHSqpcUaSFJ7VFnmVKTzNzqdd/fQDWieNfk/rGhcVL7UspODkpeWgTDMspW4FakK76aeEH6mdGl3aBrVAlkteGs2V/LTt2KTpzpOtmdQ5FsxYWpmth+1PjWWvw3EYv/SjUOe/5i4Hwyh8czBORmMWhVE0iZO4S5LJ6NWIxV7pYgi7OF4OLtLciKby/UJx5+ZxVNOi5ZakUOinNw5rLs55iXOfal6hW7RbIBv2wis5K/wxhdHEturvHS2vnFtXmXdWnFbu71on/qs2b6g4WLRS1w15OleLikYxMqyj62lZFKTWHTZhpb+ViRW3XHgIroNw/VP2/+QkCWNP8F0yPHy7w7EHz+A57EMMEziEIziGGQj4DF/hO1wGF8G34EcvuLJev/AU/ohe/ycDKLVi</latexit>

Congruence diagonalization
by indef orthogonal (Cor 5.6.1)

<latexit sha1_base64="7pabRXv83eGLrnzzYgAafMfpoy0=">AAACQ3icdVDLTttAFB0DLY++AizZjIgq0Y1luyGBHSobuqNSA6hxFI3H12HEPKyZa0Rk5d/Y8APd8QPddEGF2CIxhrRqq/aujs655z5OVkrhMIqug7n5hWfPF5eWV168fPX6TWt17ciZynLocyONPcmYAyk09FGghJPSAlOZhOPsbL/Rj8/BOmH0Z5yUMFRsrEUhOENPjVpf0gzGQtccNIKdrqQIF1h/1DkUQgsE6iZKAVrBp2k6U0GMQZfW+B2Kbu0bS7fDbpi8827Q+a9Ro1Y7Cnd3ukmnS6MwinpxEjcg6XXed2jsmabaZFaHo9bXNDe8Ut7PJXNuEEclDmtmUXAJfnrloGT8jI1h4KFmCtywfsxgSt96JqeFP6YwGukj+7ujZsr5XzLfqRieur+1hvyXNqiw2BnWQpcVguZPi4pKUjS0CZTmwgJHOfGAcSv8rZSfMsu4D8E1Ifz8lP4fHCVh3A3jT0l778MsjiWyQTbJFolJj+yRA3JI+oSTS/KN3JAfwVXwPbgN7p5a54KZZ538UcH9Aw6TshA=</latexit>

Indefinite symmetric
eigenproblem (Cor 5.6.2)

<latexit sha1_base64="3H4/oQqPQ7jYl/EUFh2QqcgIycI=">AAACIHicdVDLSiNBFK121NEedTK6dFMYBnQTulsncXaiG5cRjQrpEKort2NhPZqq20IIfsps/JXZuFBEd/o1VmsEZ9ADFw7n3Af3ZIUUDqPoMZj6Mj0z+3VuPvy2sLj0vfZj+diZ0nLocCONPc2YAyk0dFCghNPCAlOZhJPsfK/yTy7AOmH0EY4K6Ck21CIXnKGX+rVWykEjWKGH4XrbOIHiAugAcqEFwkaahocjpQCt4BTEEHRhjd+t+rV61Pi93Ux+JTRqRFEr2WxWJGltJZs09kqFOpmg3a89pAPDS+Wvccmc68ZRgb0xsyi4hMswLR0UjJ+zIXQ91UyB641fHrykP70yoLmxvjTSF/X9xJgp50Yq852K4Zn736vEj7xuifl2byx0USJo/nooLyVFQ6u06EBY4ChHnjBufTic8jNmGfeRudCH8PYp/ZwcJ4242YgPkvrO7iSOObJK1sg6iUmL7JB90iYdwskf8pfckNvgKrgO7oL719apYDKzQv5B8PQMkTWj4g==</latexit>

(Positive definite)
Symmetric eigenproblem

√

<latexit sha1_base64="hPoQnhrFpUcptgxE65rnPovtss4=">AAACFXicbVDLSgMxFM3UVx1fVZdugkVoQcpMBXVZFMGFiwr2AZ1SMumdNjSTGZOMUEp/wo2/4saFIm4Fd/6N6bQLbT0QODnnXu69x485U9pxvq3M0vLK6lp23d7Y3Nreye3u1VWUSAo1GvFINn2igDMBNc00h2YsgYQ+h4Y/uJz4jQeQikXiTg9jaIekJ1jAKNFG6uSOPQpCg2SiZ99AoHEQ8a75YM+zC1f3SVqGCycl1y0WO7m8U3JS4EXizkgezVDt5L68bkST0IygnCjVcp1Yt0dEakY5jG0vURATOiA9aBkqSAiqPUqvGuMjo3TNPtI8oXGq/u4YkVCpYeibypDovpr3JuJ/XivRwXl7xEScaBB0OihIONYRnkSEu0wC1XxoCKGSmV0x7RNJqMlJ2SYEd/7kRVIvl9zTkntbzlcuZnFk0QE6RAXkojNUQdeoimqIokf0jF7Rm/VkvVjv1se0NGPNevbRH1ifPwTZnMc=</latexit>

Left folding
(Equation (3.11))

√

<latexit sha1_base64="3WLijYYq3O5OoYJ8JSBq1FW08GM=">AAACFnicbVDLSsNAFJ3UV42vqEs3g0VoF4akgrosiuCyin1AE8pkOmmHTiZxZiKU0q9w46+4caGIW3Hn3zhNs9DWAwNnzrmXe+8JEkalcpxvo7C0vLK6Vlw3Nza3tnes3b2mjFOBSQPHLBbtAEnCKCcNRRUj7UQQFAWMtILh5dRvPRAhaczv1CghfoT6nIYUI6WlrnXsYcIVEZT3zVvaHygYxqynf9DzzPLVfZrVwfKJ7bqVStcqObaTAS4SNyclkKPetb68XozTSM/ADEnZcZ1E+WMkFMWMTEwvlSRBeIj6pKMpRxGR/jg7awKPtNLT+wj9uIKZ+rtjjCIpR1GgKyOkBnLem4r/eZ1Uhef+mPIkVYTj2aAwZVDFcJoR7FFBsGIjTRAWVO8K8QAJhHVQ0tQhuPMnL5Jm1XZPbfemWqpd5HEUwQE4BGXggjNQA9egDhoAg0fwDF7Bm/FkvBjvxsestGDkPfvgD4zPH+tPnUQ=</latexit>

Right folding
(Equation (3.11))

<latexit sha1_base64="iK4on2c/tIZYtR7dUtM47TdGuyA=">AAACUHicbVBNb9QwFHSWj5bwtYUjF4stUrmskkpAL5UKvSBxKRLbVlpHqxfnJbXiOJH9goii/EQuvfE7uHAAtd7tIqBlJMujmffk8aSNVo6i6FswunX7zt2NzXvh/QcPHz0ebz05dnVrJc5krWt7moJDrQzOSJHG08YiVKnGk7Q8XPonn9E6VZtP1DWYVFAYlSsJ5KXFuBASDaFVpggPwRIYPo9fJUKE26ICOsstlH0z8H0uMuUaDZ2jTqNIVSHbZtGXQhn+YeCC8Av1b7Nhp3zJhcxq4n/2YdhejCfRNFqB3yTxmkzYGkeL8bnIatlWPp3U4Nw8jhpKeh9RSY1DKFqHDcgSCpx7aqBCl/SrQgb+wisZz2vrjyG+Uv/e6KFyrqtSP7kM6a57S/F/3rylfC/plWlaQiOvHspbzanmy3Z5pixK0p0nIK3yWbk8AwvSV+xCX0J8/cs3yfHuNH49jT/uTg7erevYZM/Yc7bDYvaGHbD37IjNmGRf2Xf2k/0KzoMfwcUouBr9fbOn7B+MwktuoLSo</latexit>

Cartan [15]

p =
[

k2K

Ad(k) · a

Figure 4. The diagram of the abstractions appearing in this pa-
per. Each abstraction amounts to a class of matrix factorizations.
An example is written in red. The connections between the ab-
stractions makes this framework interesting. One could make up
any factorization with n2 or mn parameters, and solve the nonlin-
ear systems, but such a factorization would not enjoy the properties
that these factorizations have.

In this section we will provide a brief timeline of matrix factorizations in so much
as they relate to Cartan’s 1927 work [15] published at the age of 58. Timelines of
this sort can be difficult, because there are so many different aspects that can be
emphasized. We wanted to trace in the context of the KAK decomposition and
the K1AK2 decomposition (summarized as in Figure 4) how a beautiful idea like a
matrix factorization could be lost in insignificance until its importance is recognized
and matured. We uncovered a fascinating story that we very much wished to share.

There is a kind of joke in applied mathematics that if you discover anything
important then possibly Gauss had it first. As you will see from the discussion in
this timeline, even if a matrix factorization can be recognized, if it is buried in a
proof of a technical lemma, if it uses non-googleable terms, and if specific cases are
not worked out and highlighted, we seem to be in something of a “tree falling in a
forest” type of situation.

9.1. 1920s, Cartan. The famous Cartan decomposition g = k + p may be found
in his 1929 work [17]. (One special case is that all square matrices can be written
as an skew-symmetric plus a symmetric.)
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With today’s eyes, we recognize Cartan’s work from two years earlier in 1927
[15] as a blueprint for matrix factorizations. Cartan provided a decomposition of
the space p:

(9.1) p =
⋃

k∈K
Ad(k)a =

⋃

k∈K
kak−1,

which appears in French as the “adjoint representation” on the 17th page of a 126
page paper (Figure 5). In equations (9.1) and (9.3) below we show how the familiar
2× 2 block form of the SVD is a special case of Cartan’s decomposition.

Figure 5. Cartan’s adjoint representation is not yet the KAK
decomposition, but does include the symmetric eigenproblem and
a form of the SVD (equation (9.3)) as special cases. It appears on
the 17th page of a 126 page paper [15] that does not appear to
have been translated into English.

Notably, this adjoint representation is not yet exactly the KAK decomposition.
It is also not certain if Cartan knew further than (9.1), since the connection between
Lie algebras and Lie groups were not complete at the time according to [33]. At
least he did not view the symmetric spaces as quotient spaces in his papers for the
same reason.

Crediting Cartan with the KAK decomposition may be an example of Stigler’s
law of eponymy, though Cartan was certainly very close. (Also see List of misnamed
theorems for famous misnamed theorems.) Another example of Stigler’s law in this
paper is the Bloch-Messiah decomposition, described in Remark 6.4.

The equation (9.1) does include as special cases the symmetric/Hermitian eigen-
problems and also thinly disguised, the nonsquare SVD. To work out the SVD, we
point out that a special case of the left hand side of equation (9.1) is the tangent
space p of the symmetric space noncompact BDI which is

(9.2) p = {All matrices of the block structure
[

0 A
AT 0

]
, A ∈ Rp×q}.

The subgroup K is O(p) × O(q) and the subalgebra a is the subset of p with the
matrices A above being diagonal matrices, say Σ. The equation (9.1) is therefore,
in this case, equivalent to A = OpΣO

T
q , a well-known 2× 2 block form of the SVD:

https://en.wikipedia.org/wiki/Stigler%27s_law_of_eponymy
https://en.wikipedia.org/wiki/Stigler%27s_law_of_eponymy
https://en.wikipedia.org/wiki/List_of_misnamed_theorems
https://en.wikipedia.org/wiki/List_of_misnamed_theorems
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(9.3)

[
0 A
AT 0

]
=

[
U

V

] [
0 Σ

ΣT 0

] [
U

V

]T
.

9.2. 1956, Harish-Chandra. The well-known representation theorist who simply
went by the one name Harish-Chandra may be the first to explicitly write down
the KAK decomposition on the sixth line of the proof of Lemma 21 of [29] on page
590. To emphasize just how buried and unlikely to be found we provide an excerpt:

Figure 6. Harish-Chandra buries the KAK decomposition on the
6th line of a proof of what appears to be an unremarkable technical
Lemma 21 [29]. The square full rank SVD and the hyperbolic CS
decomposition are special cases as is the square CS decomposition
(compact case).

It seems unlikely that many mathematicians could find such an important result
when it appears not as a statement of a theorem, not in a statement of a lemma,
but buried deep in the proof of a seemingly technical lemma of little significance.
On a modern level, an internet search engine would not be expected to pick up
Harish-Chandra’s work this way.

We feel comfortable stating that Harish-Chandra probably viewed KAK as a
trivial consequence of Cartan’s decomposition and found its utility as a technical
tool but not yet as a deeply important mathematical object of its own right at least
not in 1956.

The square full rank SVD is a special case of this “sixth line” stating that
A = UΣV T , when A is nonsingular. The hyperbolic CS decomposition is another
special case of this “sixth line”, and we note the general rectangular SVD may be
found, for example, in the upper right block entry of the folding of the hyperbolic
CS decomposition. (Explicitly appears as Corollary 7.1.1 of this paper.)34 The
square CS decomposition (Theorem 4.6, (p, q) = (r, s)) is also a special case of this
“sixth line” of the proof of Lemma 21.

9.3. 1962, Helgason. The KAK decomposition appears once in the 1962 book of
Helgason [30, p.320], covering Harish-Chandra’s result (exactly the Lemma 21 of
[29]). The KAK decomposition continues to be used as a tool in passing seemingly
without any further recognition.

34In fact, the upper right block entry of the HCSD, Theorem 7.1, also contains the SVD even
before the folding.
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9.4. 1968, Wigner. Wigner wrote a 1968 paper [77] entitled “On a generalization
of Euler’s angles.” It contains explicitly what we now call the CS decomposition
(square case), the hyperbolic CS decomposition and even the folding of the HCSD
which we have noted (that both the HCSD and the folding) includes the rectangular
SVD inside (Theorem 7.1, Corollary 7.1.1). At the time of writing, Google Scholar
indicates this paper was only referenced eight times in the over 50 years since it
was published.

Figure 7. What we today recognize as the general rectangular
SVD is buried in insignificance in Wigner’s equation (21a) from
[77] which itself is the (1,2) entry of what today we would call a
hyperbolic CS decomposition.

Wigner was absolutely aware of Helgason’s 1962 book [30] as it is referenced in
[77].35 However, he certainly did not recognize his result was already there on page
320 of [30]. How could anyone?

Not only did Wigner not see his results looking backwards towards [30], very
few people recognized Wigner’s results going forward. We credit Audrey Terras
[71] for the observation that the SVD is in Wigner’s work. If one studies Wigner’s
paper, the SVD is there, but completely buried in insignificance. (It appears in
[77, Eq.21a], which is the upper right block of a hyperbolic CS decomposition. See
Figure 7.)

In summary, Wigner’s results were special cases of results that are in Helgason’s
book, but Wigner could hardly have been aware given how it appears. Unfortu-
nately, Wigner’s results themselves have mostly been overlooked in the over five
decades. Why? Because the ideas were not sufficiently mature for Wigner to re-
alize just how important they could be, the title is uninviting, and the motivation
was narrow.

9.5. 1968 and 1969, Davis and Kahan. Davis and Kahan in two papers [18, 19]
develop the ‘cosines’ and ‘sines’ that we now recognize as the key components of the
‘square’ CS decomposition, a KAK decomposition, and the general CSD, a K1AK2

decomposition.

35In Wigner’s case he thought the shape of the CSD and the HCSD reminded him of the
Iwasawa decomposition, as mentioned in Section 7.1.
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9.6. 1978, Helgason. Reinforcing his 1962 work [30], in his 1978 book Helgason
provides more details on the KAK decomposition. In particular, he states the KAK
decomposition as an explicit Theorem in his book. The development from what
Cartan wrote (9.1) starts with [31, p.247, Lemma 6.3], and then the statement of
the KAK decomposition as a theorem may then be found in [31, p.249, Theorem
6.7].

This entire sequence is in a chapter entitled ‘Decomposition of Symmetric Spaces’,
in a Section titled “Rank of Symmetric Spaces,” which would still evade a modern
search engine’s attempts to try to find what would be familiar to modern applica-
tions.

9.7. 1978, Flensted-Jensen. The major development historically for this paper
is Theorem 4.1 in the 1978 paper by Flensted-Jensen [22] which introduces what
he calls the generalized Cartan decomposition following the historical, if not clearly
correct, lead of giving Cartan credit for writing the KAK decomposition.

Terms such as “K1AK2 decomposition” and “double coset decomposition” ex-
pand upon Flensted-Jensen’s original meaning which focused exclusively on the
noncompact cases. The term “generalized Cartan” now appears to refer to even
extensions to compact cases as well [46].

9.8. 1982, Stewart. Paige and Wei [61] give the credit to G. Stewart for having
taken the CS decomposition to its proper place, as a first class decomposition
with a name. The quoted paragraph in the Introduction of this paper and nearby
paragraphs in [61] explain these developments. As described in [61], Stewart first
used the name “CS decomposition” in 1982 when presenting [68]. As a printed
paper, the CSD first appeared in [67].

9.9. 1988, Terras. Audrey Terras captures on page 23 of her book on ‘Harmonic
Analysis on Symmetric Spaces’ [71] the various threads connecting the KAK decom-
position, generalized Euler angles, and the SVD in different areas of study (Figure
8).

Figure 8. Terras in Exercise 23 of [71, p.23] connects the symmet-
ric positive definite eigenproblem, the polar decomposition, and
the SVD.
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9.10. 2000s, Quantum Computing. In a series of papers in the area of quantum
computing such as [11, 43, 73] one finds mention of the Cartan decomposition most
especially in the context of the CS decomposition, and in one case [24] the ODO
decomposition (F1).

9.11. Numerical Linear Algebra. We have already discussed the SVD and the
CS decomposition at length, as well as a few other decompositions. We also want
to bring attention to the following papers on matrix factorizations that one way or
another have perhaps without even knowing it brought what Cartan began as theory
to useful developed practice: Angelika Bunse-Gerstner [12], Heike Faßbender [21],
Nick Higham [34], Khakim Ikramov [21, 40], D. Steven Mackey, Niloufer Mackey,
and Françoise Tisseur [50, 51], Volker Mehrmann [5, 12], Paul Van Dooren [28],
Hongguo Xu [80] and so many more.

9.12. 2021, Wikipedia. The Cartan decomposition currently has its own page in
Wikipedia, and we draw attention to the paragraph discussing the Cartan decom-
position on the Lie Group Level. We note again that these are called refinements,
and it seems likely that only p =

⋃
k∈K Ad(k)a appears in Cartan’s work itself.

As evidence of the obscurity of the generalized Cartan decomposition of Flensted-
Jensen, there is no Wikipedia article at this time, though we expect it will appear
shortly after this paper appears.
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Appendix A. Lie algebras of classical Lie groups

In this section, we list the Lie algebras of the classical Lie groups. We also
demonstrate how to create an element of those Lie algebras and Lie groups in the
programming language Julia. Each code produces matrices g and G which are the
matrices from listed Lie algebra and the corresponding Lie group.

The Lie group element G can be obtained by applying the matrix exponential
function on g. In fact, the matrix exponential will create elements in the connected
identity component of the Lie group, e.g., if you apply the exponential function to
g ∈ o(p, q) then the resulting matrix is always in SO(p, q). However one can always
multiply ±1 or a complex unit in complex cases to recover the whole Lie group.

A.1. General linear groups GLβ(n). The Lie algebras of general linear groups
GLβ(n), β = 1, 2, 4 are just the set of n × n matrices, without the invertibility

https://en.wikipedia.org/wiki/Cartan_decomposition#Cartan_decomposition_on_the_Lie_group_level
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restriction.

gl(n,R) = {n× n real matrices}(A.1)

gl(n,C) = {n× n complex matrices}(A.2)

gl(n,H) = {n× n quaternionic matrices}(A.3)

In many Lie theory textbooks the symbol u∗(2n), the complexified gl(n,H), is
frequently used. With our [ · ]C notation,

(A.4) [gl(n,H)]C = u∗(2n) =

{[
a b

−b a

] ∣∣∣∣a, b ∈ Cn×n
}
.

For gl(n,H) and u∗(2n), we demonstrate both cases (a quaternion matrix and com-
plexified matrix) of creating matrices in the Lie algebra.

Lie algebra Julia code creating matrices g ∈ Lie algebra, G ∈ Lie Group

gl(n,R) g = randn(n,n); G = exp(g)

gl(n,C) g = randn(n,n) + im * randn(n,n); G = exp(g)

gl(n,H) using Quaternions;

g = [Quaternion(randn(4)...) for i in 1:n, j in 1:n];

G = exp(g)

u∗(2n) a = randn(n,n) + im * randn(n,n);

b = randn(n,n) + im * randn(n,n);

g = [a b; -conj(b) conj(a)]; G = exp(g)

A.2. Unitary groups Uβ(n). The Lie algebras of unitary groups β = 1, 2, 4 are
well-known skew-symmetric, skew-Hermitian and quaternionic skew-Hermitian ma-
trices, respectively. The Lie algebra of U(n,H) is often denoted by sp(n).

o(n) = {g ∈ Rn×n|g + gT = 0}(A.5)

u(n) = {g ∈ Cn×n|g + gH = 0}(A.6)

u(n,H) = {g ∈ Hn×n|g + gD = 0}(A.7)

Lie algebra Julia code creating matrices g ∈ Lie algebra, G ∈ Lie Group

o(n) g = randn(n,n); g -= g'; G = exp(g)

u(n) g = randn(n,n) + im * randn(n,n); g -= g'; G = exp(g)

u(n,H) using Quaternions;

g = [Quaternion(randn(4)...) for i in 1:n, j in 1:n];

g -= g'; G = exp(g)

A.3. Indefinite unitary groups Uβ(p, q). The Lie algebras of Uβ(p, q), β = 1, 2, 4
are denoted by o(p, q), u(p, q), and u(p, q,H), respectively. (In the literature, the
symbol sp(p, q) might be used.)

o(p, q) =

{[
a b
bT c

] ∣∣∣∣a = −aT , c = −cT , a ∈ Rp×p, b ∈ Rp×q, c ∈ Rq×q
}
,(A.8)

u(p, q) =

{[
a b
bH c

] ∣∣∣∣a = −aH , c = −cH , a ∈ Cp×p, b ∈ Cp×q, c ∈ Cq×q
}
,(A.9)

u(p, q,H) =

{[
a b
bD c

] ∣∣∣∣a = −aD, c = −cD, a ∈ Hp×p, b ∈ Hp×q, c ∈ Hq×q
}
.

(A.10)
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Lie algebra Julia code creating matrices g ∈ Lie algebra, G ∈ Lie Group

o(p, q) a = randn(p,p); b = randn(p,q); c = randn(q,q);

a -= a'; c -= c'; g = [a b; b' c]; G = exp(g)

u(p, q) a = randn(p,p) + im * randn(p,p); a -= a';

b = randn(p,q) + im * randn(p,q);

c = randn(q,q) + im * randn(q,q); c -= c';

g = [a b; b' c]; G = exp(g)

u(p, q,H) using Quaternions;

a = [Quaternion(randn(4)...) for i in 1:p, j in 1:p];

b = [Quaternion(randn(4)...) for i in 1:p, j in 1:q];

c = [Quaternion(randn(4)...) for i in 1:q, j in 1:q];

a -= a'; c -= c';

g = [a b; b' c]; G = exp(g)

A.4. Symplectic groups Spβ(2n). The Lie algebras of Sp(2n,R) and Sp(2n,C)
are denoted by the symbols sp(2n,R) and sp(2n,C).

sp(2n,R) =

{[
a b
c −aT

] ∣∣∣∣b = bT , c = cT , a, b, c ∈ Rn×n
}

(A.11)

sp(2n,C) =

{[
a b
c −aT

] ∣∣∣∣b = bT , c = cT , a, b, c ∈ Cn×n
}

(A.12)

Moreover the conjugate symplectic group (isomorphic to U(n, n)) has the Lie alge-
bra

(A.13) sp∗(2n,C) =

{[
a b
c −aH

] ∣∣∣∣b = bH , c = cH , a, b, c ∈ Cn×n
}
.

Lie algebra Julia code creating matrices g ∈ Lie algebra, G ∈ Lie Group

sp(2n,R) a = randn(n,n); b = randn(n,n); c = randn(n,n);

b += b'; c += c'; g = [a b; c -a']; G = exp(g)

sp(2n,C) a = randn(n,n) + im * randn(n,n);

b = randn(n,n) + im * randn(n,n); b += transpose(b);

c = randn(n,n) + im * randn(n,n); c += transpose(c);

g = [a b; c -transpose(a)]; G = exp(g)

sp∗(2n,C) a = randn(n,n) + im * randn(n,n);

b = randn(n,n) + im * randn(n,n); b += b';

c = randn(n,n) + im * randn(n,n); c += c';

g = [a b; c -a']; G = exp(g)

A.5. Orthogonal groups Oβ(n). The Lie algebra of the complex orthogonal
group O(n,C) is straightforward,

(A.14) o(n,C) = {g ∈ Cn×n|g + gT = 0}.

The Lie algebra of Oη(n,H) is the set of all η-skew-Hermitian matrices,

(A.15) oη(n,H) := {g ∈ Hn×n|g + gDη = 0}.
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Lie algebra Julia code creating matrices g ∈ Lie algebra, G ∈ Lie Group

o(n,C) g = randn(n,n) + im * randn(n,n);

g -= transpose(g); G = exp(g)

o(n,H) using Quaternions;

g = [Quaternion(randn(4)...) for i in 1:n, j in 1:n];

g += Quaternion(0,0,1,0) * g' * Quaternion(0,0,1,0);

G = exp(g)

Appendix B. The list of Lie algebra involution τ

In Tables 6 to 10, we list the involutions used in our computation of 53 matrix
factorizations. Note that these involutions are applied to the Lie algebra g to obtain

kτ and pτ . The Cartan involutions could be found in rows marked with brown
since the brown represents the KAK decomposition.

For compact cases (F1 to F6), there is no Cartan involution. The two involutions
in each cell serve as σ and τ respectively.

We note that this is not the exhaustive list of non-Cartan involutions τ on each
g. However we have included every non-Cartan involutions such that the induced
subgroup Kτ has the explicit representation of Lie groups appearing in Table 2. We
refer to Gilmore’s textbook, Table 9.7 of [26] for the complete list of the involutions
(real forms, up to isomorphism) associated with the classical Lie groups.

o(m) u(m) u(m,H)

F1 −XT −XDi

F2 −JnXJn −JnXJn
F3 −XT , −JnXJn
F4 Ip,qXIp,q, Ir,sXIr,s Ip,qXIp,q, Ir,sXIr,s Ip,qXIp,q, Ir,sXIr,s

F5 −XT , Ip,qXIp,q −XDi , Ip,qXIp,q

F6 −JnXJn, I2p,2qXI2p,2q −JnXJn, I2p,2qXI2p,2q

Table 6. List of the involutions τ for Lie algebras of Uβ(m) (m = n or 2n).

gl(m,R) gl(m,C) gl(m,H)

F7 −XT −XH −XD

F8 Ip,qXIp,q Ip,qXIp,q Ip,qXIp,q

F9 −Ip,qXT Ip,q −Ip,qXHIp,q −Ip,qXDIp,q

F10 JnX
TJn JnX

TJn

F11 −JnXJn −JnXJn
F12 X −iXi
F13 −XT −XDj

Table 7. List of the involutions τ for Lie algebras of GLβ(m)
(m = n or 2n).
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sp(2n,R) sp(2n,C)

F14 −XT −XH

F15 In,nXIn,n In,nXIn,n

F16

[
Ip,q

Ip,q

]
X
[
Ip,q

Ip,q

] [
Ip,q

Ip,q

]
X
[
Ip,q

Ip,q

]

F17 X

Table 8. List of the involutions τ for Lie algebras of Spβ(2n).

o(p, q) u(p, q) u(p, q,H)

F18 Ip,qXIp,q Ip,qXIp,q Ip,qXIp,q

F19

[
Ip1,p2

Iq1,q2

]
X
[
Ip1,p2

Iq1,q2

]

F20 −
[
Jp

Jq

]
X
[
Jp

Jq

]
−
[
Jp

Jq

]
X
[
Jp

Jq

]

F21 −JnXJn −JnXJn
F22 X −iXi

Table 9. List of the involutions τ for Lie algebras of Uβ(p, q) (or Uβ(2p, 2q)).

o(m,C) o(m,H)

F23 X −iXi
F24 Ip,qXIp,q Ip,qXIp,q

F25 −JnXJn

Table 10. List of the involutions τ for Lie algebras of Oβ(m) (m = n or 2n).
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