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Abstract. Spectral methods, thanks to the high accuracy and the possibility of using fast
algorithms, represent an effective way to approximate collisional kinetic equations in kinetic theory.
On the other hand, the loss of some local invariants can lead to the wrong long time behavior of
the numerical solution. We introduce in this paper a novel Fourier-Galerkin spectral method that
improves the classical spectral method by making it conservative on the moments of the approximated
distribution, without sacrificing its spectral accuracy or the possibility of using fast algorithms. The
method is derived directly using a constrained best approximation in the space of trigonometric
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spectral consistency and stability of the resulting Fourier-Galerkin approximation scheme. Various
numerical experiments illustrate the theoretical findings.
Keywords: Boltzmann equation, Fourier-Galerkin spectral method, conservative methods, spectral
accuracy, stability, Maxwellian equilibrium.
2010 Mathematics Subject Classification: 76P05, 65N35, 82C40.

1. Introduction. Spectral methods for collisional kinetic equations have a long
history. They have been originally inspired by the pioneering works on the Fourier
transformed Boltzmann equation for Maxwell molecules by A. Bobylev [5] which later
inspired the first methods based on finite difference discretizations of the Fourier trans-
form [6–8]. In such approaches the main purpose was to exploit the simplified form
of the equation in Fourier space rather than the construction of a method providing
spectral accuracy. The first Fourier-Galerkin type spectral method was introduced
in the same years in [39, 42, 43]. Thanks to the new formalism, it was possible to
prove spectral accuracy and consistency of the method. In particular, the method
lent itself to be generalized to other collisional kinetic equations such as the Lan-
dau equation, the inelastic Boltzmann equation for granular gases and the quantum
Boltzmann equation [14,17,21,44,45].

While in the case of the Landau equation the development of fast algorithms
with spectral accuracy was achieved immediately due to the convolutional structure
of the collision operator, in the case of the Boltzmann equation it represented a major
breakthrough achieved later in [19,35]. Subsequent developments that have extended
the construction of fast algorithms to inelastic collisions, quantum interactions and
general collisional kernels have been obtained in [23,29,31,49]. Due to these advances,
spectral methods have gained quite a bit of popularity in numerical simulations of the
space non homogeneous Boltzmann equation [22,27,34] and today are successfully used
in realistic multidimensional applications [15, 32, 49, 50]. For a more comprehensive
introduction to this class of methods and further references we refer the interested
reader to the survey in [16].

The main advantages of a Fourier-Galerkin type approach are the spectral accu-
racy for smooth solutions and the possibility to use fast algorithms that mitigate the
curse of dimensionality. On the other hand, they typically lead to the loss of most
physical properties of the Boltzmann equation, namely positivity, conservations, en-
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tropy dissipation and, as a consequence, long time behavior. The construction of
deterministic numerical methods that can preserve the collisional invariants has al-
ways been a challenge in the approximation of the Boltzmann equation and related
kinetic problems [2, 13, 16]. In fact, a major problem associated with deterministic
methods is that the velocity space is approximated by a finite region. On the other
hand, even starting from a compactly supported function in velocity, by the action
of the collision term the solution becomes immediately positive in the whole velocity
space. In particular, the local Maxwellian equilibrium states are characterized by
exponential functions defined on the whole velocity space. Another line of research is
based on the use of different orthogonal polynomials that do not require truncation
of the velocity space, we refer the reader to [9, 25, 28, 48] and the references therein
for more details.

Thus, at the numerical level some non physical conditions have to be imposed to
keep the support of the function in velocity uniformly bounded. This can be done by
neglecting collisions which will spread the support of the solution outside the finite
region, as in discrete velocity models [38, 46], or by periodizing the function and the
collision term, as in spectral methods [39, 42] or in finite difference schemes based
on the Fourier transform [6, 7, 26]. In the former case, however, the symmetries of
the Boltzmann collision operator that underlie the development of fast solvers are
destroyed and a periodized formulation is therefore a necessary condition to derive
computationally efficient algorithms also for discrete velocity models [36].

Spectral methods preserving some physical properties have been introduced by
various authors using smoothing or renormalization techniques at different levels [7–
9, 26, 39, 43]. However, these approaches typically may lead to the loss of spectral
accuracy of the resulting approximation scheme. A way to overcome some of these
drawbacks by keeping spectral accuracy has been proposed recently [20, 41], where
Fourier-Galerkin steady state preserving spectral methods have been constructed.
However, this class of methods does not exactly preserve moments and the approach
can only be generalized to kinetic equations where the equilibrium state is known.
On the other hand, it has been observed in [49], through numerical experiments, that
the Lagrangian multiplier approach introduced in [26] when applied to the Fourier-
Galerkin approximation is capable of maintaining spectral accuracy. We refer also
to [1] for recent results on the convergence properties of the method in [26].

Motivated by the previous discussion, we consider in this paper a novel Fourier-
Galerkin fast spectral methods that improves the classical fast spectral scheme by
making it conservative on the moments of the approximated distribution, while main-
taining the theoretical properties of spectral accuracy, consistency and stability. The
method is derived directly starting from a constrained best approximation in the space
of trigonometric polynomials and can be applied in a standard Fourier-Galerkin set-
ting to a wide class of kinetic equations where preservation of moments is essential [47].
Due to its relevance in applications, even if the method is introduced in its generality,
we discuss in details the application to the challenging case of the Boltzmann equation
and show that, thanks to the new formalism, previous results on spectral consistency
and stability can be extended to the present case.

The rest of the manuscript is organized as follows. In the next Section we recall
some essential facts about the Boltzmann equation and the corresponding periodized
space homogeneous problem. Section 3 is then devoted to the introduction of the con-
servative finite Fourier series as the constrained best approximation in the space of
trigonometric polynomials. This permits to extend to the conservative case the classi-
cal result of spectral convergence for smooth solutions. In Section 4 we apply the new
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method to the Boltzmann equation in a Fourier-Galerkin setting and prove spectral
consistency and stability of the resulting scheme under a smallness assumption on
the loss of conservation of the periodized collision term. To simplify the presentation
and have a more self-contained treatment, the fast spectral method is summarized in
Appendix A together with the details of other spectral schemes used in the numer-
ical section. The subsequent Section illustrates through several numerical examples
the performance of the new method in comparison with the classical fast spectral
method [35] and the equilibrium preserving fast spectral method [20]. Finally we end
the manuscript with some concluding remarks and future developments.

2. The Boltzmann equation.
2.1. Basic properties of the equation. The Boltzmann equation describes

the behavior of a dilute gas of particles when the only interactions taken into account
are binary elastic collisions [12,47]. It reads for x ∈ Rd, v ∈ Rd, d ≤ 3

(2.1) ∂f

∂t
+ v · ∇xf = Q(f, f)

where f(t, x, v) is the time-dependent particle distribution function in the phase space.
The Boltzmann collision operator Q is a quadratic operator local in (t, x). The time
and position acts only as parameters in Q and therefore will be omitted in its descrip-
tion

(2.2) Q(f, f)(v) =
∫
Rd×Sd−1

B(|v − v∗|, cos θ) (f ′∗f ′ − f∗f) dv∗ dσ.

In (2.2) we used the shorthand f = f(v), f∗ = f(v∗), f
′ = f(v′), f ′∗ = f(v′∗). The

velocities of the colliding pairs (v, v∗) and (v′, v′∗) can be parametrized as

v′ = v + v∗
2 + |v − v∗|2 σ, v′∗ = v + v∗

2 − |v − v∗|2 σ.

The collision kernel B is a non-negative function which by physical arguments of
invariance only depends on |v− v∗| and cos θ = ĝ · σ (where ĝ = (v− v∗)/|v− v∗|). It
characterizes the details of the binary interactions, and has the form

(2.3) B(|v − v∗|, cos θ) = |v − v∗|σ(|v − v∗|, cos θ)

where the scattering cross-section σ, in the case of inverse k-th power forces between
particles, can be written as

σ(|v − v∗|, cos θ) = bα(cos θ)|v − v∗|α−1,

with α = (k − 5)/(k − 1). The special situation k = 5 gives the so-called Maxwell
pseudo-molecules model with

B(|v − v∗|, cos θ) = b0(cos θ).

For the Maxwell case the collision kernel is independent of the relative velocity. For
numerical purposes, a widely used model is the variable hard sphere (VHS) model
introduced by Bird [4]. The model corresponds to bα(cos θ) = Cα, where Cα is a
positive constant, and hence

σ(|v − v∗|, cos θ) = Cα|v − v∗|α−1.
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In the numerical test Section we will consider the Maxwell molecules case when dealing
with a velocity space of dimension d = 2.

Boltzmann’s collision operator has the fundamental properties of conserving mass,
momentum and energy

(2.4)
∫
Rd
Q(f, f)φ(v) dv = 0, φ(v) = 1, v1, . . . , vd, |v|2,

and satisfies the well-known Boltzmann’s H theorem

d

dt

∫
Rd
f log f dv =

∫
Rd
Q(f, f) log(f) dv ≤ 0.

Boltzmann’s H theorem implies that any equilibrium distribution function has the
form of a locally Maxwellian distribution

(2.5) M(ρ, u, T )(v) = ρ

(2πT )d/2
exp

{
−|u− v|

2

2T

}
,

where ρ, u, T are the density, mean velocity and temperature of the gas

ρ =
∫
Rd
f(v) dv, u = 1

ρ

∫
Rd
vf(v) dv, T = 1

dρ

∫
Rd
|u− v|2f(v) dv.

For further details on the physical background and derivation of the Boltzmann equa-
tion we refer to [12,47].

In the sequel we will restrict out attention to the space homogeneous setting where
f = f(v, t) satisfies

(2.6)


∂f

∂t
= Q(f, f)

f(v, 0) = f0(v), v ∈ Rd.

In fact, the numerical solution of (2.6) contains all the major difficulties related to
the Boltzmann equation (2.1), and can be easily extended to the full inhomogeneous
case by splitting algorithms or IMEX methods (see [16]).

2.2. Reduction to a bounded domain and periodization. As shown in [39],
we have the following

Proposition 2.1. Let the distribution function f be compactly supported on the
ball B0(R) of radius R centered in the origin, then

Supp(Q(f, f)(v)) ⊂ B0(
√

2R).

In order to write a spectral approximation which avoid superposition of periods, it is
then sufficient that the distribution function f(v) is restricted on the cube [−T, T ]d
with T ≥ (2 +

√
2)R. Successively, one should assume f(v) = 0 on [−T, T ]d \ B0(R)

and extend f(v) to a periodic function on the set [−T, T ]d. Let observe that the lower
bound for T can be improved. For instance, the choice T = (3+

√
2)R/2 guarantees the

absence of intersection between periods where f is different from zero [42]. However,
since in practice the support of f increases with time, we can just minimize the errors
due to aliasing [10] with spectral accuracy. To further simplify the notation, let us
take T = π and hence R = λπ with λ = 2/(3 +

√
2) in the sequel.
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We shall consider in the rest of the paper the following periodized, space homo-
geneous problem [18,42]

(2.7)


∂f

∂t
= QR(f, f)

f(v, 0) = f0(v), v ∈ [−π, π]d,

where QR is the truncated and periodized collision term

(2.8) QR(f, f)(v) =
∫
B0(2R)×Sd−1

B(|v − v∗|, cos θ) (f ′∗f ′ − f∗f) dv∗ dσ.

Note that, because of the reduction to a bounded domain by periodization, the
collisional invariants of the original problem are lost, except for mass conservation.
As a consequence the local equilibria m∞ of problem (2.7)-(2.8) are the (piecewise)
constant functions

(2.9) m∞(v) := ρ

2πd , ∀ v ∈ [−π, π]d.

Concerning the loss of conservations of the periodized collision term in [−π, π]d we
have the following result:

Proposition 2.2. Assuming the solution to problem (2.7) satisfies for δ � 1

f(v, t) ≤ δ, v ∈ [−π, π]d \ B0(R)

with R = λπ. Then, we have the bound for Φ(v) = (1, v1, . . . , vd, |v|2)T

(2.10)

∥∥∥∥∥
∫

[−π,π]d
QR(f, f) Φ(v) dv

∥∥∥∥∥
2

≤ Cδ,

where C = C(f,R) and ‖ · ‖2 denotes the euclidean norm of the vector.
Proof. From the assumption on f(v, t) we can write

f(v, t) = f c(v, t) + fδ(v, t)

where f c(v, t) is compactly supported in B0(R) and fδ(v, t) = 0 in B0(R) with
fδ(v, t) ≤ δ in [−π, π]d \ B0(R).

Since

QR(f, f) = QR(f c, f c) +QR(fδ, fδ) +QR(f c, fδ) +QR(fδ, f c),

estimate (2.10) follows from the weak form∫
[−π,π]d

QR(f, f)φ(v) dv =∫
[−π,π]d

∫
B0(2R)×Sd−1

B(|v − v∗|, cos θ)ff∗(φ(v′)− φ(v)) dv∗ dσ dv,

and the conservation property∫
[−π,π]d

QR(f c, f c) Φ(v) dv = 0.
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For the Boltzmann equation (2.6), it is well known (and precise estimates are
available in [24]) that solutions f have uniform in time maxwellian upper bounds:
There exists constants C ≥ 1 and 0 < µ ≤ 1, depending on the collision kernel B and
the initial datum f0 such that

0 ≤ f(t, v) ≤ C ρ

(2πT )d/2
e−µ

|v−u|2
2T = C

µd/2
M(ρ, u, T )(v) ∀ v ∈ Rd, t > 0.

This, combined with the previous proposition would provide a bound on the loss of
moments due to truncation. Note, however, that a similar estimate for the periodized
problem (2.7) is not available since asymptotically the solution converges to the steady
state (2.9).

Due to the physical relevance of the collisional invariants, which are the basis of
the long time behavior (2.5), usually the truncated collision operator is modified to
maintain the original conservation properties (2.4). For example, by modifying the
collision kernel in order to neglect collisions originating velocities outside the bounded
domain as in discrete velocity models [38]. This, however, destroying the convolutional
structure of (2.8), leads to computationally inefficient quadratures that cannot take
advantage of fast solvers [35,36]. In our setting, as we will illustrate, conservation are
recovered as a constrained best approximation in the Fourier space which permits a
standard implementation of fast algorithms.

3. Conservative approximations by trigonometric polynomials. In order
to get conservative spectral methods, we construct a conservative projection of the pe-
riodized solution on the space of trigonometric polynomials following the constrained
formulation approach introduced in [7] and [26] for finite difference discretizations of
the Fourier transformed Boltzmann equation. In particular, we will give an explicit
formulation of the trigonometric polynomial of best approximation in the least square
sense, constrained by preservation of moments, and show that it preserves spectral
accuracy for smooth solutions like the classical trigonometric approximation by finite
Fourier series.

3.1. The finite Fourier series. Let us first set up the mathematical framework
of our analysis. For the sake of the reader convenience, we shall restrain ourselves to
the domain [−π, π]d. Given a function f(v) ∈ L2

p([−π, π]d), d ≥ 1, we set as before
its Fourier series representation as

(3.1) f(v) =
∞∑

k=−∞
f̂ke

ik·v, f̂k = 1
(2π)d

∫
[−π,π]d

f(v)e−ik·v dv,

where we use just one vector index k = (k1, . . . , kd) to denote the d-dimensional sums
over the indexes kj , j = 1, . . . , d.

We define the space PN of trigonometric polynomials of degree N in v as

PN = span
{
eik·v | −N ≤ kj ≤ N, j = 1, . . . , d

}
.

Let PN : L2
p([−π, π]d) → PN be the orthogonal projection upon PN in the inner

product of L2
p([−π, π]d)

〈f − PNf, φ〉 = 0, ∀ φ ∈ PN .

With these definitions PNf = fN , where fN is the finite Fourier series of f given by

(3.2) fN (v) =
N∑

k=−N
f̂ke

ik·v,
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Since the operator PN is self-adjoint [10] the following property hold

〈PNf, ϕ〉 = 〈f,PNϕ〉 = 〈PNf,PNϕ〉 ∀ f, ϕ ∈ L2
p([−π, π]d).

We define the L2
p-norm by

‖f‖2L2
p

= 〈f, f〉.

By the Parseval’s identity we have

‖f‖2L2
p

= (2π)d
∞∑

k=−∞
|f̂k|2, ‖fN‖2L2

p
= (2π)d

N∑
k=−N

|f̂k|2.

An important feature of the orthogonal projection on PN represented by the trun-
cated Fourier series (3.2) is related to its spectral convergence properties for smooth
solutions which are summarized in the following theorem.

Theorem 3.1. If f ∈ Hr
p([−π, π]d), where r ≥ 0 is an integer and Hr

p([−π, π]d)
is the subspace of the Sobolev space Hr([−π, π]d) which consists of periodic functions,
we have

(3.3) ‖f − fN‖Hrp ≤
C

Nr
‖f‖Hrp .

Finally, we recall some approximation properties of the projection operator PN , in
particular those concerning approximation of the macroscopic quantities. Let us re-
mark that, in general, when we approximate a function by a partial sum of its Fourier
series, except for the moment of order zero all other moments are not preserved by
the projection.

The results are summarized in the following proposition [42]
Proposition 3.2. Let f ∈ L2

p([−π, π]d) and let us define

U = (ρ, ρu, ρe)T = 〈f,Φ〉,

where Φ = (1, v1, . . . , vd, |v|2)T ∈ Rd+2.
i) The moments of fN are given by

(3.4) UN = (ρN , ρuN , ρeN )T = 〈fN ,Φ〉 = (2π)d
N∑

k=−N
f̂kΦ̂k,

where Φ̂k = (δk0, v̂k, ˆ(v2)k)T ∈ Rd+2, δk0 is the Kronecker delta, and v̂k and
ˆ(v2)k are the Fourier coefficients of v and v2 characterized by ˆ(vj)0 = 0,
j = 1, . . . , d and ˆ(v2)0 = π2 whereas for k 6= 0 we get
(3.5)

ˆ(vj)k = −i
d∏
l=1
l 6=j

δkl0
(−1)kj
kj

, j = 1, . . . , d, ˆ(v2)k = 2
d∑
j=1

d∏
l=1
l 6=j

δkl0
(−1)kj
k2
j

.

ii) The following relations hold

ρ = ρN , |ρu− ρuN | ≤
C1

N1/2 ‖f‖L2
p
, |ρe− ρeN | ≤

C2

N3/2 ‖f‖L2
p
.
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iii) If f ∈ Hr
p([−π, π]d), where r ≥ 0 is an integer, for each φ ∈ L2

p([−π, π]d) we
have

|〈f, φ〉 − 〈fN , φ〉| ≤ ‖φ‖L2
p
‖f − fN‖Hrp ≤

C

Nr
‖φ‖L2

p
‖f‖Hrp .

The last inequality shows that the projection error on the moments decay faster than
algebraically when the solution is infinitely smooth.

3.2. Constrained best approximations. We want to define a different pro-
jection operator on the space of trigonometric polynomials, PcN : L2

p([−π, π]d)→ PN
such that it satisfies

〈PcNf,Φ〉 = 〈f,Φ〉,

but preserving the convergence properties of the finite Fourier series.
To this aim, we recall that, given a function f ∈ L2

p([−π, π]d), the truncated
Fourier series (3.2) represents the trigonometric polynomial of best approximation in
the least squares sense, more precisely fN = PNf is the solution of the following
minimization problem

fN = argmin
{
‖gN − f‖2L2

p
: gN ∈ PN

}
.

Thus, it is natural to consider the following constrained best approximation problem
in the space of trigonometric polynomials

(3.6) f cN = argmin
{
‖gN − f‖2L2

p
: gN ∈ PN , 〈gN ,Φ〉 = 〈f,Φ〉

}
.

Now, since gN ∈ PN we can represent it in the form

gN =
N∑

k=−N
ĝke

ik·v

and then by Parseval’s identity

‖gN − f‖2L2
p

= (2π)d
∞∑

k=−∞
|ĝk − f̂k|2,

where we assumed ĝk = 0, |kj | > N , j = 1, . . . , d.
Note that, since conservation of moments is built in gN , one necessarily needs

that

(3.7) 〈gN ,Φ〉 = (2π)d
N∑

k=−N
ĝkΦ̂k = 〈f,Φ〉 = U.

Let us now solve the minimization problem (3.6) using the Lagrange multiplier
method. Let λ ∈ Rd+2 be the vector of Lagrange multipliers, we consider the objective
function

L(ĝ, λ) = (2π)d
∞∑

k=−∞
|ĝk − f̂k|2 + λT

(
(2π)d

N∑
k=−N

ĝkΦ̂k − U
)
,
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with ĝ ∈ R2N+1 the vector of coefficients ĝk, k = −N, . . . , N . Stationary points are
found by imposing

∂L(ĝ, λ)
∂ĝk

= 0, k = −N, . . . , N ; ∂L(ĝ, λ)
∂λj

= 0, j = 1, . . . , d+ 2.

From the first condition, one gets

(3.8) 2(ĝk − f̂k) + λT Φ̂k = 0,

whereas the second condition corresponds to (3.7).
Multiplying the above equation by Φ̂k and summing up over k we can write

2
N∑

k=−N
(ĝk − f̂k)Φ̂k +

N∑
k=−N

Φ̂kΦ̂Tk λ = 0

and, using (3.4), (3.7) and the fact that Φ̂kΦ̂Tk are symmetric and positive definite
matrices of size d+ 2 one obtains

(3.9) λ = − 2
(2π)d

(
N∑

k=−N
Φ̂kΦ̂Tk

)−1

(U − UN ).

Now, rewriting the first condition (3.8) as

ĝk = f̂k −
1
2Φ̂Tk λ,

and plugging the expression (3.9) of λ in it, one obtains that the minimum is achieved
for ĝk = f̂ ck , given by the following definition.

Definition 3.3. One can define a conservative projection PcNf = f cN in PN ,
where f cN is given by

(3.10) f cN =
N∑

k=−N
f̂ ck e

ik·v.

with

(3.11) f̂ ck = f̂k + ĈTk (U − UN ), ĈTk = 1
(2π)d Φ̂Tk

(
N∑

h=−N
Φ̂hΦ̂Th

)−1

.

The following result states the spectral accuracy of the conservative best approx-
imation in least square sense (3.10), and generalizes Theorem 3.1.

Theorem 3.4. If f ∈ Hr
p([−π, π]d), where r ≥ 0 is an integer, we have

(3.12) ‖f − f cN‖Hrp ≤
CΦ

Nr
‖f‖Hrp

where the constant CΦ depends on the spectral radius of the matrix 〈Φ,ΦT 〉, and on
‖Φ‖22,L2

p
=
∑d+2
j=1 ‖Φj‖2L2

p
where Φj, j = 1, . . . , d+ 2 are the components of the vector

Φ.
9



Proof. We can split

‖f − f cN‖2L2
p
≤ ‖f − fN‖2L2

p
+ ‖fN − f cN‖2L2

p
.

The first term is bounded by the spectral estimate of truncated Fourier series (3.3),
whereas for the second term by Parseval’s identity we have

‖f cN − fN‖2L2
p

= (2π)d
N∑

k=−N
|f̂ ck − f̂k|2.

Now, using the definition (3.11) we get
N∑

k=−N
|f̂ ck − f̂k|2 =

N∑
k=−N

|ĈTk (U − UN )|2 ≤ ‖U − UN‖22
N∑

k=−N
‖ĈTk ‖22.

From (3.2) spectral accuracy of moments implies

‖U − UN‖2 ≤
C

Nr
‖f‖Hrp

d+2∑
j=1
‖Φj‖2L2

p

1/2

= C

Nr
‖f‖Hrp‖Φ‖2,L2

p

where for Φ = (Φ1, . . . ,Φ2+d)T we defined ‖Φ‖22,L2
p

=
∑d+2
j=1 ‖Φj‖2L2

p
.

Finally, since ĈTk = (2π)−dΦ̂Tk
(∑N

h=−N Φ̂hΦ̂Th
)−1

, one has

(2π)d
N∑

k=−N
‖ĈTk ‖22≤

N∑
k=−N

‖Φ̂k‖22

∥∥∥∥∥∥
(

N∑
h=−N

Φ̂hΦ̂Th

)−1∥∥∥∥∥∥
2

2

=
‖Φ‖22,L2

p∥∥∥∑N
h=−N Φ̂hΦ̂Th

∥∥∥2

2

=
‖Φ‖22,L2

p

‖〈Φ,ΦT 〉‖22
=
‖Φ‖22,L2

p

ρ2(Φ)

where ρ(Φ) is the spectral radius of the matrix 〈Φ,ΦT 〉. One finally obtains

‖f cN − fN‖L2
p
≤ C

Nr
‖f‖Hrp

‖Φ‖22,L2
p

ρ(Φ)

which proves (3.12).
Remark 3.5. The conservative best approximation in least square (3.11) can be

represented in term of the standard projection as

PcNf = PNf +
N∑

k=−N
ĈTk 〈f − PNf,Φ〉.

The above representation emphasizes the analogies with the L2 minimization problem
solved in [26]. The main difference is represented by the continuous representation of
the solution in the space of trigonometric polynomials which permits to demonstrate
spectral accuracy of the resulting approximation. Note also that the same conserva-
tive projection remains valid in the case we are interested in performing mesh changes
for example by reducing or increasing the number of modes by keeping moment con-
servation and spectral accuracy.
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4. Application to the Boltzmann equation. The moment-preserving Fourier
approximation introduced in Section 3 allows a direct construction of a moment-
preserving Fourier-Galerkin approximation of the Boltzmann equation. The algorith-
mic details of this construction, together with the fast implementation strategy, are
reported in Appendix A. Here, we will focus our attention on the general mathemati-
cal formulation and on the study of its spectral accuracy and stability properties. Let
us define the moment constrained Fourier approximation of the truncated Boltzmann
operator (2.8) as the solution of the following problem

(4.1) QR,cN (f, f) = argmin
{
‖gN −QR(f, f)‖2L2

p
: gN ∈ PN , 〈gN ,Φ〉 = 0

}
or equivalently

(4.2) QR,cN (f, f) = PNQR(f, f)−
N∑

k=−N
ĈTk 〈PNQR(f, f),Φ〉

and the constrained, Fourier projected, homogeneous Boltzman equation then reads

(4.3)


∂f cN
∂t

= QR,cN (f cN , f cN )

f cN (v, 0) = PcNf0(v), v ∈ [−π, π]d.

Let us underline that (4.2) differs from the conservative projection in Definition 3.3
in the sense that the constrained minimization problem (4.1) is solved with respect
to the physical conservation laws of the collision term in the whole space and not in
the periodic box (see the discussion at the end of Section 2). A direct application of
Definition 3.3, for which we have proved the spectral accuracy property in Theorem
3.4, will lead to the projected operator

(4.4) Q̃R,cN (f, f) = PNQR(f, f)−
N∑

k=−N
ĈTk 〈QR(f, f)− PNQR(f, f),Φ〉.

It is therefore clear, that some smallness on 〈QR(f, f),Φ〉 is necessary in order to prove
spectral consistency of (4.3). As discussed in Section 2.2, see Proposition 2.2, this is
guaranteed if the solution satisfy a smallness assumption outside the ball B0(R).

In the sequel, we discuss consistency and stability of the moment preserving
spectral method.

4.1. Spectral consistency. First, we shall prove that the moment preserving
method for the Boltzmann equation is spectrally accurate. Let us recall some of the
regularity properties of the truncated collision operator [18,42].

Lemma 4.1 (Lemma 4.1 of [18], Lemma 5.2 of [42]). For all p ∈ (1,+∞] there
exists a positive constant C = C(R, p) such that if f ∈ L1([−π, π]d), g ∈ Lp([−π, π]d)
one has

‖QR(f, g)‖Lp ≤ C‖f‖L1‖g‖Lp .

Moreover, if f, g ∈ L2([−π, π]d), one also has

‖QR(f, g)‖L2 ≤ C‖f‖L2‖g‖L2 .

11



Proof. The proof of these inequalities are classical since the collision kernel is
bounded and the functions compactly supported, see e.g. [37].

Under a smallness assumption on the moments of the truncated collision term
(see Proposition 2.2) one can then prove a consistency property for equation (4.3).

Theorem 4.2. Let f ∈ L2([−π, π]d) be such that for δ > 0 there exists R = R(δ)
providing the following smallness estimate on the moments of the truncated collision
term

(4.5) ‖〈QR(f, f),Φ〉‖2 ≤ C̃δ.

Then for any r ≥ 1, there exists a constant C = C (‖f‖L2 , R, r) such that

‖QR(f, f)−QR,cN (f cN , fcN )‖L2 ≤ C

(
‖f − f cN‖L2 +

‖QR(f cN , f cN )‖Hrp
Nr

+ δ

)
.

Proof. We first split

‖QR(f, f)−QR,cN (f cN , f cN )‖L2 ≤ ‖QR(f, f)−QR(f cN , f cN )‖L2

+ ‖QR(f cN , f cN )− Q̃R,cN (f cN , fcN )‖L2

+ ‖Q̃R,cN (f cN , f cN )−QR,cN (f cN , f cN )‖L2 ,

(4.6)

where the projected collision term Q̃R,cN (f cN , f cN ) is defined by (4.4).
Since QR(f cN , f cN ) ∈ PN ⊂ Hr

p , the second term in the RHS of (4.6) is spectrally
small, according to Theorem 3.4 there exists C1 > 0 such that

(4.7) ‖QR(f cN , f cN )− Q̃R,cN (f cN , f cN )‖L2 ≤ C1
‖QR(f cN , f cN )‖Hrp

Nr
.

Moreover, using Lemma 4.1 and the bilinearity of QR, there exists C2 > 0 such that

‖QR(f, f)−QR(f cN , f cN )‖L2 = ‖QR(f + f cN , f − f cN )‖L2

≤ C2 ‖f + f cN‖L2‖f − f cN |L2

≤ 2C2‖f‖L2‖f − f cN‖L2

(4.8)

Finally using assumption (4.5) there exists C3 > 0 such that

‖Q̃R,cN (f cN , f cN )−QR,cN (f cN , f cN )‖2L2 = (2π)d
N∑

k=−N
|ĈTk 〈QR(f cN , f cN ),Φ〉|2

≤ (2π)d
(
‖〈QR(f, f),Φ〉‖22 + ‖〈QR(f, f)−QR(f cN , fcN ),Φ〉‖22

) N∑
k=−N

‖CTk ‖22

≤ C3(δ2 + ‖f − f cN‖2L2).

(4.9)

Collecting together (4.7), (4.8) and (4.9) in (4.6) completes the proof.
Theorem 4.2 states that the rate of convergence of the moment constrained spec-

tral approximation of the truncated Boltzmann collision operator depends on the
regularity of the distribution f . However, in contrast to the classical spectral esti-
mates in [35, 42], here the regularity has to be complemented with assumption (4.5)
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on the smallness of the moments of the truncated collision term evaluated at f . From
a practical viewpoint, this is equivalent to assume a suitable decay of the tails of the
initial data and a computational domain large enough to guarantee minimal loss of
the collision invariants. Gathering this result with the spectral accuracy (3.12) of
the moment constrained projection, one then has the following spectral consistency
result:

Corollary 4.3. Let f ∈ Hr
p([−π, π]d) for a given r ≥ 1 be such that there

exist R = R(r,N) providing estimate (4.5) with δ = δ′N−r. There exists a constant
C = C

(
‖f‖Hrp , R

)
such that

‖QR(f, f)−QR,cN (f cN , f cN )‖L2 ≤ C

Nr

(
‖f‖Hpr + ‖QR(f cN , f cN )‖Hrp + δ′

)
.

Note that, achieving consistency and spectral accuracy for increasing values of
N requires a vanishing error in terms of moments of the collision operator and, as a
consequence, a truncation domain which depends on the number of modes N . This
agrees well with the intuition that a larger computational support has to be used
when the number of modes is increased as already observed in practice in [42].

4.2. Stability of the moment constrained spectral methods. Let us recall
the general stability result of Filbet and Mouhot [18], that can be used to prove the
stability and large time behavior of spectral methods for the Boltzmann equation.
Let us introduced the following perturbed, truncated Boltzmann equation

(4.10)


∂f

∂t
= QR(f, f) + Pε(f)

f(v, 0) = f0,ε(v), v ∈ [−π, π]d,

where the perturbation Pε(f) is smooth and “balanced”, in the following sense
Definition 4.4. A family of operators Pε is said to be a stable perturbation of

the Boltzmann equation if it verifies the following properties:
i)
∫
Pε(f) dv = 0;

ii) there exists r ≥ 1, C1, Cr ≥ 0 such that{
‖Pε(f)‖L1 ≤ C1‖f‖L1‖f‖L1 ,

‖Pε(f)‖Hrp ≤ Cr‖f‖L1‖f‖Hrp .

iii) there exists a function ϕ(ε) which goes to 0 when ε goes to 0 and such that

‖Pε(f)‖Hrp ≤ ϕ(ε), ∀r ≥ 1.

One then has the following stability and trends to equilibrium result for the
perturbed equation (4.10).

Theorem 4.5 (Thm 3.1 of [18]). Let us consider the perturbed truncated Boltz-
mann equation (4.10), with a stable family of perturbations (Pε) satisfying the hypothe-
ses of Definition 4.4. Let f0 ∈ Hr

p for r > d/2 be a nonzero, nonnegative function
and (f0,ε) be a family of smooth perturbations of f0:∫

[−π,π]d
f0,ε dv =

∫
[−π,π]d

f0 dv, ‖f0 − f0,ε‖ ≤ ψ(ε),
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where ψ(ε) goes to 0 when ε goes to 0. Then there exists ε0 depending only on the
truncation parameter R, the collision kernel B, the constant in Definition 4.4 and
‖f0‖Hrp such that, for any ε ∈ (0, ε0),

1. there exists a unique global smooth solution fε to (4.10);
2. for any k < r, fε(t, ·) ∈ Hk

p , uniformly in time;
3. the quantity of negative values of fε vanishes when ε goes to 0;
4. for any T > 0, the solution fε of (4.10) converges in L∞([0, T ];Hr

p) towards
a solution f to the unperturbed equation (2.7) when ε goes to 0;

5. as time goes to infinity, the solution fε converges in Hr
p towards the piecewise

constant equilibrium m∞ defined in (2.9).

Note that there are other more recent stability results, see [1, 30], but they do not
cover the very critical point of the large-time behavior of the methods.

After investigating the consistency of the moment preserving spectral methods, it
is natural to wonder whether the constrained projection impacts the stability and long
time behavior properties of the new spectral approach. We shall prove the following
theorem.

Theorem 4.6. Let us consider a nonnegative initial condition f0 ∈ Hk
p ([−π, π]d)

for a given k ≥ d/2 be such that there exist R = R(k,N) providing an uniform in
time estimate (4.5) for the solution f(t, v) to problem (2.7) with δ = δ′N−k+r for any
r < k. There exists N0 ∈ N depending on the Hk

p norm of f0 and on the spectral
radius of the matrix 〈Φ,ΦT 〉 such that for all N ≥ N0:

1. There is a unique global smooth solution f cN to the problem (4.3);
2. For any r < k, there exists Cr > 0 such that

‖f cN (t, ·)‖Hrp ≤ Cr;

3. this solution in everywhere positive for time large enough;
4. this solution f cN (t, ·) converges to a solution f(t) of the truncated Boltzmann

equation (2.7) with spectral accuracy, uniformly in time;

In order to prove this result, we follow the perturbative framework developed in
[18] and summarized in Theorem 4.5. The main difference here is that the constrained
method preserves not only mass, but also momentum and kinetic energy, on the finite
hypercube [−π, π]d, without an H-theorem-like decay of the Boltzmann entropy a
priori. As such, the equilibria of this new operator are not necessarily Gaussian (not
even explicit), and one won’t be able to perform the same spectral analysis of the
linearized collision operator as was done in [18] to study its long time behavior. The
same difficulties were faced in [41] for the equilibrium preserving spectral method. In
addition, to recover spectral accuracy we need a smallness assumption on the error in
the moments approximation of the collision term.

To mimic the proof of the first points of the general stability Theorem 4.5, one
needs to rewrite the moment constrained spectral method as a stable perturbation of
the truncated Boltzmann equation that fits the hypotheses of Definition 4.4. Let us
introduce the perturbation operator PR,cN as

PR,cN (f cN ) := QR,cN (f cN , f cN )−QR(f cN , f cN ).

Plugging this expression into the constrained, Fourier projected, homogeneous Boltz-
14



mann equation (4.3) yields the following perturbed equation
∂fcN
∂t

= QR(f cN , fcN ) + PR,cN (f cN )

f cN (v, 0) = PcNf0(v), v ∈ [−π, π]d.

Proof of Theorem 4.6. In order to prove the result, one need to check that the
perturbation operator PR,cN is a stable perturbation as in 4.4:

i) the mass conservation is clear, since the constrained projection is conservative∫
PR,cN (f)(v) dv =

∫ [
QR,cN (f, f)−QR (f, f)

]
dv = 0.

ii) Let r ≥ 1, one has using iteratively Leibniz formula for the derivatives of
a product of smooth function on the results of Lemma 4.1, along with the
smoothness of the spectral projection PcN that∥∥∥PR,cN (f)

∥∥∥
Hrp

≤
∥∥QR(f, f)

∥∥
Hrp

+
∥∥∥QR,cN (f, f)

∥∥∥
Hrp

≤ Cr(R) ‖f‖L1 ‖f‖Hrp .

Note that this estimate is similar to the one obtained in [18] for the noncon-
servative spectral method.

iii) Using the same regularity estimate of the truncated collision operator, along
with the spectral convergence property (3.12) of the constrained spectral pro-
jection, one has the spectral smallness of the perturbation

‖PR,cN (f)‖Hrp =
∥∥∥QR(f, f)−QR,cN (f, f)

∥∥∥
Hrp

≤ CΦ

Nk−r

(∥∥QR(f, f)
∥∥
Hrp

+ δ′
)

≤ Cr(R) CΦ

Nk−r

(
‖f‖L1 ‖f‖Hrp + δ′

)
.

These three properties allow us to obtain the global existence, positivity for large time
and spectral convergence (points 1, 3, and 4 of Theorem 4.6) by noticing that for any
f0 ∈ Hk

p ([π, π]d) with k > d/2 we have

‖f cN (0, ·)‖Hkp ≤ ‖f0‖Hkp , ‖f cN (0, ·)− f0‖Hkp ≤
CΦ

Nk
.

Finally, the global boundedness of the Hr norm is just a consequence of a classical
Grönwall-type argument, that can be reproduced as in [41]. This concludes the proof
of Theorem 4.6.

5. Numerical examples. In this section we present several numerical examples
to validate our theoretical findings. First we consider the moment preserving approxi-
mation in the Fourier space and analyze its spectral convergence properties for smooth
solutions. Next we compare the results obtained with the new method with those com-
puted using the fast spectral method [35], the equilibrium preserving spectral method
recently introduced in [20] and a novel moment preserving and equilibrium preserving
spectral method obtained by combining the two previous approaches.
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function (5.1)

N |ρ− ρcN | |ρu− ρucN | |ρe− ρecN | ‖f − f cN‖2
8 0 8.462e-16 2.776e-16 1.654e-09
16 0 6.540e-17 3.053e-16 1.443e-13
32 0 1.496e-16 5.551e-16 3.342e-16

function (5.2)

N |ρ− ρcN | |ρu− ρucN | |ρe− ρecN | ‖f − f cN‖2
8 0 1.756e-16 8.770e-15 8.402e-05
16 0 2.165e-16 6.808e-16 1.545e-11
32 0 3.849e-16 1.314e-16 6.007e-15

Table 1
Test 1. Approximation errors of the moment constrained Fourier truncation fc

N in (3.10)-(3.11)
for the reduced centered Gaussian (5.1) and for the two bumps function (5.2).

5.1. Conservative approximations in the Fourier space. We are interested
in validating the theoretical results on the moment constrained spectral representation
(3.10)-(3.11) for the first three moments, namely mass, momentum and kinetic energy.

Test 1. Conservation of moments and spectral accuracy. We consider the fol-
lowing simple problem to verify conservations and spectral accuracy: Compute the
unidimensional truncated spectral projection (3.2) fN of a given function f with mo-
ments U , then compute its moment constrained Fourier transform f cN using formula
(3.10)-(3.11) by prescribing the moments of the original function f and compute both
the error on the moments U cN := (ρcN , ρucN , ρecN ) of f cN with respect to U , and the
L2-error between the original f and f cN .

We shall perform this numerical test for the reduced centered Gaussian

(5.1) f(v) = 1√
2π

exp
(
−v2/2

)
, v ∈ [−6, 6],

and for the following asymmetric sum of Gaussians

(5.2) f(v) = 1
2
√

2π
(
exp

(
−(v − 4)2/2

)
+ exp

(
−(v + 2)2/2

))
, v ∈ [−12, 12].

We present in Table 1 the errors on the mass, momentum, energy and on the
distribution for the moment constrained spectral projection. As expected, the con-
strained projection preserves the moments up to machine precision even in the case
of an asymmetric distribution. We also observe the spectral convergence of the con-
strained distribution f cN towards the exact solution f as predicted in Theorem 3.4.

We emphasize that in Table 1 we used the exact Fourier expansion of the mo-
ment vector given by (3.5). One other possibility would be to use a Discrete Fourier
Transform on the original moment vector, by sampling uniformly its value (and us-
ing the discrete version of Parseval identity, see identity (6.1) in [3]). This, however,
will introduce an additional spectrally small error on the moment of the constrained
function f cN which may reduce accuracy when using a small number of nodes.

5.2. Moment constrained and equilibrium preserving spectral meth-
ods. Let us now apply the conservative approximations to the fast spectral method
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Figure 1. Test 2. Time evolution of ‖fN −M‖L2 for the BKW solution (5.3), where M is
the local Maxwellian, using N = 322 (top) and N = 642 (bottom).

for the Boltzmann equation (2.7). For the velocity discretization, we choose Ω =
[−12, 12]2, N = 642 then 1282 points and M = 8 angular discretizations. Because the
problem is not stiff, we use an explicit Runge-Kutta of order 4 in time, with ∆t = 0.01.
We shall compare the fast spectral (FS) method [36] with the moment preserving fast
spectral (MPFS) method (A.4). We shall also compare our numerical experiments
with the equilibrium preserving fast spectral (EPFS) method introduced in [20], and
by taking a combination of the two approaches where we apply the equilibrium pre-
serving method together with the moment preserving technique. Note that, this latter
approach (referred to as MEPFS) preserves not only the moments but also the local
Maxwellian equilibrium state. For the reader convenience, its details are summarized
in Appendix A.2 (see equation (A.7)).

In the following, for the sake of brevity, we omit to present the error for short
times since all three methods give similar results due to their spectral convergence
properties, instead we will focus on the behavior of the methods for long times.

Test 2. Trends to equilibrium. We shall consider an exact solution of the homo-
geneous Boltzmann equation, the so called Bobylev-Krook-Wu solution [5, 33]. It is
given in two dimensions of velocity by

(5.3) fBKW (t, v) = exp(−v2/2S)
2πS2

[
2S − 1 + 1− S

2S v2
]

with S = S(t) = 1− exp(−t/8)/2.
Figure 1 presents the time evolution of the L2 error of the solution fN with re-

spect to the equilibrium distributionM , where we observe an exponential convergence
17
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Figure 2. Test 3. Contour plot of the solution fc
N of the MPFS method, for the two bumps

initial data (5.4), with N = 642 points, at time t = 0, 0.5, 1, 10 (bottom).

towards M . As observed in [20,40], the behavior of the EPFS method is better than
the classical FS which saturates around 10−9, but both are outperformed by almost
two order of magnitude by the new moment constrained MPFS method. Adding the
equilibrium preserving feature to this latter method slightly improve its accuracy, and
the MEPFS scheme outperforms all the others in very large time.

Test 3. Error on the temperature. We now consider the following asymmetric two
bumps initial data:

(5.4) f(v) = 1
4π

(
e−(|v−1|2+|v−2|2)/2 + e−(|v+2|2+|v+1|2)/2

)
, ∀ v ∈ [−12, 12]2.

Figure 2 presents the isovalues of the solution computed with theMPFS method,
for N = 642. We can observe the correct convergence towards the Maxwellian equi-
librium state.

We then compute numerically the time evolution of the temperature

T = 1
2ρ

∫
f |v − u|2 dv

associated to this test case. Figure 3 shows the temperature error |TN (t) − T (0)| of
the three numerical methods. As expected, for the classical spectral method FS one
can observe a linear growth of the error. This growth is almost grid independent, and
is actually due to the Fourier truncation. As was observed in [20], using the equi-
librium preserving correction EPFS improves this conservation error by one order of
magnitude, and again independently on the grid. Nevertheless, one needs to perform
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Figure 3. Test 3. Error on the temperature for the two bumps initial data (5.4), for N = 322

(top) and N = 642 (bottom).

the moment constrained correction MPFS in order to (almost) attain the machine
precision in the evolution of the temperature. Note that including the equilibrium
preserving approach MEPFS improves the results only marginally.

6. Conclusions. We introduced and analyzed a new class of Fourier-Galerkin
spectral methods for kinetic equations that can preserve the moments of the distri-
bution function. The method was introduced using a best constrained approximation
formalism in the space of trigonometric polynomials. Due to the general formulation,
the method allows the spectral accuracy property of the solution to be maintained
for the conservative finite Fourier series. The new approximation was then used to
derive fast Fourier-Galerkin methods for the Boltzmann equation that preserve the
collisional invariants, and their theoretical properties have been analyzed. Compared
to other conservative schemes for the Boltzmann equation based on a constrained min-
imization approach [26], the analysis of the theoretical properties of the new method,
such as spectral consistency, is greatly simplified thanks to the Fourier-Galerkin set-
ting. Due to the enforcement of conservations, the corresponding estimates contain
an additional error term that depends on the smallness of the moments of the colli-
sion operator. We also introduced a modification of the method which is capable to
preserve exactly the equilibrium state represented by the conservative projection of
the local Maxwellian.

Given its generality, the method admits numerous extensions. Among the most
interesting are certainly the construction of spectrally accurate and conservative meth-
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ods for the Landau equation. Another interesting direction is the application to kinetic
models in the socio-economic domain where equilibrium states are often unknown and
thanks to the present approach can be computed with spectral accuracy.
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Appendix A. The conservative fast spectral method. The fast spectral
method developed in [35] can be applied directly in the conservative formulation. In
the sequel we will summarize briefly the details of the method. Since the collision
operator is local in space and time, only the dependency on the velocity variable v is
considered for the distribution function f , i.e. f = f(v). We suppose the distribution
function f to have compact support on the ball B0(R) of radius R centered in the
origin. Then, since one can prove [42] that

Supp(Q(f)(v)) ⊂ B0(
√

2R).

In order to write a spectral approximation which avoid aliasing, it is sufficient that
the distribution function f(v) is restricted on the cube [−T, T ]d with T ≥ (2 +

√
2)R.

Successively, one should assume f(v) = 0 on [−T, T ]d \ B0(R) and extend f(v) to a
periodic function on the set [−T, T ]d. Let observe that the lower bound for T can
be improved. For instance, the choice T = (3 +

√
2)R/2 guarantees the absence

of intersection between periods where f is different from zero. However, since in
practice the support of f increases with time, we can just minimize the errors due to
aliasing [10] with spectral accuracy.

To further simplify the notation, let us take T = π and hence R = λπ with
λ = 2/(3+

√
2) in the following. Hereafter, using one index to denote the d-dimensional

sums, we have that the conservative approximate Fourier truncation f cN can be rep-
resented as

f cN (v) =
N∑

k=−N
f̂ cke

ik·v, f̂ ck = f̂k + ĈTk (〈f,Φ〉 − 〈fN ,Φ〉)

where f̂k are the standard Fourier coefficients in (3.1), Φ is the moment vector defined
in Proposition 3.2, and ĈTk is defined in (3.11).

A.1. A conservative spectral quadrature. We then obtain a conservative
spectral quadrature of our collision operator by a constrained projection of QR defined
in (4.1) on the space of trigonometric polynomials of degree less or equal to N , i.e.

QR,cN (f cN , f cN )(v) =
N∑

k=−N
Q̂cke

ik·v

where using Definition 3.3 we have

(A.1) Q̂ck =
N∑

l,m=−N
l+m=k

f̂ cl f̂
c
m β̂(l,m)− ĈTk 〈QRN (f cN , fcN ),Φ〉, k = −N, . . . , N.
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In the above equation β̂(l,m) = B(l,m)− B(m,m) are given by

B(l,m) =
∫
B0(2λπ)

∫
Sd−1
|q|σ(|q|, cos θ)e−i(l·q

++m·q−) dω dq

with

q+ = 1
2(q + |q|ω), q− = 1

2(q − |q|ω).

Let us notice that the naive evaluation of (A.1) requires O(n2) operations, where
n = Nd. This causes the spectral method to be computationally very expensive,
especially in dimension three. In order to reduce the number of operations needed
to evaluate the collision integral, the main idea is to use another representation of
the collision operator, the so-called Carleman representation [11] which is obtained
by using the following identity

1
2

∫
Sd−1

F (|u|σ − u) dσ = 1
|u|d−2

∫
Rd
δ(2x · u+ |x|2)F (x) dx.

This gives in our context the Boltzmann integral representation

(A.2) Q(f, f) =
∫
Rd

∫
Rd
B̃(x, y)δ(x ·y) [f(v + y) f(v + x)− f(v + x+ y) f(v)] dx dy,

with

(A.3) B̃(|x|, |y|) = 2d−1 σ

(√
|x|2 + |y|2, |x|√

|x|2 + |y|2

)
(|x|2 + |y|2)−

d−2
2 .

Denoting by QF,R(f, f) the truncation on B0(R) of (A.2) we have the following con-
servative spectral quadrature formula

(A.4) Q̂F,ck =
N∑

l,m=−N
l+m=k

β̂F (l,m) f̂ cl f̂ cm − ĈTk 〈Q
F,R
N (f cN , f cN ),Φ〉, k = −N, ..., N

where β̂F (l,m) = BF (l,m)− BF (m,m) are now given by

BF (l,m) =
∫
B0(R)

∫
B0(R)

B̃(x, y) δ(x · y) ei(l·x+m·y) dx dy.

A.2. Other conservative and equilibrium preserving methods. The con-
strained modes of the collision term in (A.1) (or the fast ones (A.4)) have the general
form

(A.5) Q̂ck(f cN , fcN ) = Q̂k(f cN , f cN )− ĈTk 〈QRN (f cN , f cN ),Φ〉.

The above representation is reminiscent of the conservative spectral method intro-
duced in [26], with one major difference: the latter method performs the moment
constrained projection using the grid points in the original velocity space and a finite
difference discretization in the Fourier space. As a consequence its theoretical analysis
is more difficult, in particular regarding its consistency properties [1]. Although for the
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sake of brevity we have omitted the results in the numerical section, the constrained
approach in [26] was also applied in combination with the classical Fourier-Galerkin
approximation, and the accuracy obtained was comparable to that of the conservative
spectral method, indicating that spectral consistency could also be demonstrated for
this latter approach. The same thing was also suggested in [49] by combining the
constrained projection in the original velocity space using the Fourier-Galerkin ap-
proximation in [36]. However, we have not explored these analogies further from a
theoretical viewpoint, as they are beyond the scope of this article.
Let us also note that the equilibrium-preserving fast spectral method in [20, 41] has
also a similar form and the corresponding Fourier modes can be written as

(A.6) Q̂ek(fN , fN ) = Q̂k(fN , fN )− Q̂k(MN ,MN ),

where MN = PNM and M is the local Maxwellian equilibrium. The two projec-
tions (A.5) and (A.6) can be combined to originate a conservative and equilibrium
preserving spectral method defined as

Q̂c,ek (f cN , f cN ) = Q̂ck(f cN , f cN )− Q̂ck(M c
N ,M

c
N )

= Q̂k(f cN , f cN )− Q̂k(M c
N ,M

c
N )

− ĈTk
(
〈QRN (f cN , f cN )−QRN (M c

N ,M
c
N ),Φ〉

)
,

(A.7)

where now M c
N = PcNM . The spectral consistency of the method in (A.7) is a direct

consequence of the theoretical results in this article and we will omit the details. The
formulations (A.5), (A.6) and (A.7) show a common analogy between all the different
approaches, namely to use a spectrally small correction to recover the conservation
properties and/or the correct equilibrium state.

A.3. The fast algorithm. To reduce the number of operation needed to eval-
uate (A.4), we look for a convolution structure. The aim is to approximate each
β̂F (l,m) by a sum

β̂F (l,m) '
A∑
p=1

αp(l)α′p(m),

where A represents the number of finite possible directions of collisions. This finally
gives a sum of A discrete convolutions and, consequently, the algorithm can be com-
puted in O(AN log2N) operations by means of standard FFT technique [10].

In order to get this convolution form, we make the decoupling assumption

B̃(x, y) = a(|x|) b(|y|).

This assumption is satisfied if B̃ is constant. This is the case of Maxwellian molecules
in dimension two, and hard spheres in dimension three. Indeed, using kernel (2.3) in
(A.3), one has

B̃(x, y) = 2d−1Cα(|x|2 + |y|2)−
d−α−2

2 ,

so that B̃ is constant if d = 2, α = 0 and d = 3, α = 1.
Remark A.1. Let us detail the computations in dimension 2 for B̃ = 1, i.e.

Maxwellian molecules. Here we write x and y in spherical coordinates x = ρe and
y = ρ′e′ to get

BF (l,m) = 1
4

∫
S1

∫
S1
δ(e · e′)

[∫ R

−R
eiρ(l·e) dρ

] [∫ R

−R
eiρ
′(m·e′) dρ′

]
de de′.
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Then, denoting φ2
R(s) =

∫ R
−R e

iρs dρ, for s ∈ R, we have the explicit formula

φ2
R(s) = 2R Sinc(Rs),

where Sinc(x) = sin(x)
x for x 6= 0. This explicit formula is further plugged in the

expression of BF (l,m) and using its parity property, this yields

BF (l,m) =
∫ π

0
φ2
R(l · eθ)φ2

R(m · eθ+π/2) dθ.

Finally, a regular discretization of A equally spaced points, which is spectrally accurate
because of the periodicity of the function, gives

BF (l,m) = π

M

A∑
p=1

αp(l)α′p(m),

with
αp(l) = φ2

R(l · eθp), α′p(m) = φ2
R(m · eθp+π/2)

where θp = πp/A.
In practice, for the two dimensional case in velocity we choose a number of dis-

cretization angles A = 8. This is enough to guarantee a good accuracy of the results
in many situations. However, when close to shock waves or a boundary layers, it
may happen that spectral accuracy is lost [23]. In these situations, in order to keep
a good accuracy in the resolution of the collision operator, one may need a larger set
of angles.
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