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STABILITY AND ERROR ANALYSIS OF IMEX SAV SCHEMES FOR THE
MAGNETO-HYDRODYNAMIC EQUATIONS *

XIAOLI LI', WEILONG WANG*, AND JIE SHEN?®

Abstract. We construct and analyze first- and second-order implicit-explicit (IMEX) schemes based on the
scalar auxiliary variable (SAV) approach for the magneto-hydrodynamic equations. These schemes are linear,
only require solving a sequence of linear differential equations with constant coefficients at each time step, and are
unconditionally energy stable. We derive rigorous error estimates for the velocity, pressure and magnetic field of
the first-order scheme in the two dimensional case without any condition on the time step. Numerical examples
are presented to validate the proposed schemes.
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1. Introduction. We consider in this paper numerical approximation of the following
magneto-hydrodynamic (MHD) equations [18]:

ou

E—{—(u-V)u—uAu—l—Vp—oz(be)><b=0 in O xJ, (1.1a)
g—];—Fan(be)—i—Vx(bxu):O in QxJ, (1.1b)
V-u=0, V-b=0 1in QxJ, (1.1c)

with boundary and initial conditions

u=0, b-n=0, nx(Vxb)=0 ondQ2xJ,
u(x,0) =u’(x), b(x,0)=b"(V) inQ,

where € is an open bounded domain in R? (d = 2,3) with a sufficiently smooth boundary 9%,
n is the unit outward normal of the domain Q, J = (0,7}, (u,p,b) represent respectively the
unknown velocity, pressure and magnetic field. The parameters v and 7 are kinematic viscosity
and magnetic diffusivity, respectively, and o = 1/(4mpup) with p as the magnetic permeability
and p as the fluid density.

The MHD system is used to describe the interaction between a viscous, incompressible,
electrically conducting fluid and an external magnetic field. When a conducting fluid is placed
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in an existing magnetic field, the fluid motion produces electric currents which in turn create
forces on the fluid and change the magnetic field itself. It has been widely used in many science
and engineering applications, such as liquid metal cooling for nuclear reactors, sustained plasma
confinement for controlled thermonuclear fusion, etc [8 [6]. The mathematical theory of MHD
equations can be found in [I§].

Numerical approximation of the MHD equations is challenging, as it involves delicate non-
linear coupling between the velocity and magnetic field in addition to the difficulties associated
with the Navier-Stokes equations and Maxwell equations. There exists a large literature devoted
to constructing compatible spatial discretization for the MHD equations, see [28] 2, 17, [7, [4] and
related references. In this paper, we are only concerned with time discretization, which can be
coupled with any well developed compatible spatial discretization.

The MHD equations (1) is energy dissipative. More precisely, taking the inner products of
(CLTIal) and (LID) with u and ab, respectively, summing up the results, we find that the nonlinear
terms do not contribute to the energy and that the following energy dissipation law holds:

%E(u, b) = —u|[Vu|? — an||V x b|? with E(u,b) = %Hqu PO ()
It is thus desirable to construct numerical schemes which satisfy a discrete energy dissipation
law.

Most existing work use fully implicit or semi-implicit treatments for the nonlinear terms
so that the effect of nonlinear coupling can cancel each other and a discrete energy dissipa-
tion law can be derived. However, one needs to solve a nonlinear system or a coupled linear
system with time dependent coefficients at each time step. For examples, Armero and Simo
developed in [I] energy dissipative schemes for an abstract evolution equation with applications
to the incompressible MHD equations; Tone [25] considered an implicit Euler scheme for the 2D
MHD equations and established a uniform H2 stability; Layton et al. constructed in [12] two
partitioned methods for uncoupling evolutionary MHD flows; Hiptmair et al. [IT] developed a
fully divergence-free finite element method for MHD equations with a semi-implicit treatment
of the nonlinear terms; Zhang et al. [30] proposed a second order linear BDF scheme with
an extrapolated treatment for the nonlinear terms and proved its unconditionally stability and
convergence, cf. also [29]; And most recently, Li et al. [I3] proposed a fully discrete linearized
H1 conforming Lagrange finite element method, and derived the convergence based on the reg-
ularity of the initial conditions and source terms without extra assumptions on the regularity
of the solution. To alleviate the cost of solving fully coupled systems at each time step, Badia
et al. [3] developed an operator splitting algorithm by a stabilized finite element formulation
based on projections; Choi and Shen [5] constructed several efficient splitting schemes based on
the standard and rotational pressure-correction schemes with a semi-implicit treatment of the
nonlinear terms for the MHD equations.

From a computational point of view, it is desirable for a numerical scheme to treat the
nonlinear term explicitly while still being energy dissipative, so that one only needs to solve
simple linear equations with constant coefficients at each time step. However, with a direct
explicit treatment of the nonlinear terms, their energy contribution no longer vanishes, so it
becomes very difficult to derive a uniform bound for the numerical solution. Liu and Pego [16]
constructed a first-order scheme with fully explicit treatment of the nonlinear terms and showed
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that its numerical solution is bounded with the time step sufficiently small, but their scheme
is not shown to be energy dissipative. The recently proposed scalar auxiliary variable (SAV)
approach [21], 20] 22] provides a general approach to construct linear, decoupled unconditionally
energy stable schemes for gradient flows. The approach has been extended to Navier-Stokes
equations in [I5]. However, the scheme in [I5] requires solving a nonlinear algebraic equation
whose well posedness is not guaranteed. We introduced in [14] a different SAV approach which
leads to purely linear and unconditionally stable schemes for the Navier-Stokes equations, and
proved corresponding error estimates.

The aim of this work is to extend the approach proposed in [14] to the MHD equations which
are much more complicated with nonlinear couplings between the velocity and magnetic fields.
Our main contributions are two-folds:

e We construct first- and second-order IMEX SAV schemes for the MHD equations and
show that they are unconditionally energy stable. These schemes only require solving a
sequence of differential equations with constant coefficients at each time step so they are
very efficient and easy to implement.

e We establish rigorous error estimates for the first-order scheme in the two-dimensional
case without any condition on the time step.

Compared to the Navier-Stokes equations or Maxwell’s equations, the error analysis for the
MHD equations is much more involved due to the nonlinear coupling terms. Our error analysis
uses essentially the unconditional bounds of the numerical solution that we derive for our SAV
schemes. To the best of our knowledge, this is the first linear, unconditional energy stable and
convergent schemes with fully explicit treatment of nonlinear terms for the MHD equations.

The paper is organized as follows. In Section 2, we construct our IMEX SAV schemes and
prove their stability. In Section 3, we carry out a rigorous error analysis for the first-order IMEX
SAV scheme in the two-dimensional case. We present some numerical experiments to validate
our schemes in Section 4, and conclude with a few remarks in Section 5.

2. The SAV schemes and their energy stability. In this section, we construct first-
and second-order IMEX schemes based on the SAV approach for the MHD equations, and show
that they are unconditionally energy stable.

We introduce a scalar auxiliary variable (SAV):

t

(L 2.1
ol1) = exp(—), (2.)
and expand the system (LI)) as follows:
?)_1; —vAu+ Vp+ exp(%)q(t)(u -Vu—a(V xb)xb)=0, (2.2)
O 40V % (¥ x b) + exp()a()V x (b x u) =0, (2:3)
V-u=0, V-b=0, (2.4)
% _ _%queXp(%)((u Vuu)—a((Vxb)xbu)+a(Vxbxu),b)). (25)

Since the sum of the nonlinear terms in (2.3]) is zero so ([2.3]) is equivalent to the time derivative

of (2I). Hence, with ¢(0) = 1, the exact solution of (23] is given by (2.1J), so that ([22)-(2.4)
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is exactly the same as (ILI]). Therefore, the above system is equivalent to the original system.
Note that we have, in addition to the original energy law (L2]), an additional energy law

Sl + bl + laf) =~ Vul? — an] ¥ xb]> — 7 [qf” (2.6
Note that, unlike in the original SAV approach, the SAV ¢(t) is related to the nonlinear part of
the free energy, here the SAV ¢(t) is pure artificial but will allow us to construct unconditional
energy stable, with respect to the energy in (2.6]), schemes with fully explicit treatment of the
nonlinear terms.

2.1. The IMEX SAV schemes. We set

At =T/N, t" = nAt, dig"™ = , for n < N.

At
Scheme I (first-order): Find (u™!,p"t! ¢+ b" 1) by solving

n+1

dpa™tt — pAunt 4 vphtl = eXP(tT)q"H(a(V x b") x b" — u" - Vu™), (2.7)
tTL—l—l
dib" ™ 4V x (V x b 4 exp(T)q"HV x (b" xu") =0, (2.8)
V-u"tt =0, V-b"l=0, (2.9)
u"og =0, b nfgo =0, nx (Vxb")|g =0, (2.10)
1 tn-i-l
dtqn+1 — _an—l—l + exp( 7 )
(0™ - Vu™, u™) — a((V x b") x b, u"™) + a(V x (b x u"), b™t1)), (2.11)

We now describe how to solve the semi-discrete-in-time scheme (2.7)-(210) efficiently. We
denote S"t! = exp(%)q’”rl and set

bn"rl — b;l"rl + Sﬂ'ﬁ‘lbg"rl’ (212)
u" = aptt g gttt (2.13)
prtt = pith 4 S py (2.14)
Plugging (Z12)-(ZId) in the scheme @7)-@I0), we find that u ™, p!* (i = 1,2) satisfy
up ! —un 1 1
IT == I/AU?J’_ — Vp?'i_ 5 (215)
un—l—l
Zt +u" - Vu" = vAud™ — Vpi 4 a(V x b™) x b", (2.16)
Voutt =0, u!tpe =0, i=12 (2.17)

Next we determine b (i = 1,2) from

b711+1 — b

A PV x (VX by =0, (2.18)
bn+1

Zt +nV x (V x b)) 4V x (b" x u") =0, (2.19)

Vbt =0, b injyg =0, nx (Vxb! =0 i=12 (2.20)
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Once u?“, p?“, b:.H'l (i = 1,2) are known, we can determine explicitly S+l from @I0) as
follows:

tn—l—l tn—l—l
>A2) exp(~ )5 = exp(

1
T )AL + —

n
Atq 9y

n+1
<T—|—At 2t (2.21)

Tar P

where
A= (- vu", o™ —a ((Vx b") x b uf™) + o (V x (b" x u”),bl™), i =1,2.

Finally, we can obtain u™*!, p"*! and b"*! from [ZI12)-@I4).

In summary, at each time step, we only need to solve two generalized Stokes equations
in (2I0)-@I7), and two elliptic equations ([2I8])-(220) with constant ciefficients plus a linear
algebraic equation (2.21]) at each time step. Hence, the scheme is very efficient.

Scheme II (second-order): Find (u"t!, p"*! ¢"*t1 b"*1) by solving

3u"t! —4u" 4+ u"! — vAut! 4 vyt

2At
= eXP(#)q"H(a(V x b x " — @t vantt), (2.22)
3bn+1 — 4b™ + bn—l tn-l—l o

N + 1V % (V x b + exp(—-)g" 'V x (b cartly =0, (2.23)
V-utl=0, Vv.b" =0, (2.24)
u" g =0, b .n|gg =0, nx (Vxb"M)sg =0, (2.25)
3qn+1 o 4qn + qn—l 1 it tn—l—l

AL =—pd Fepl)

[a((v x (B" x @), bt — a((V x B"T) x B unt) 4 (@t vt u"+1)}2.26)

where vt = 2v" — v*~1 for any function v. For n = 0, we can compute (u!, p', ¢*, b!) by the
first-order scheme described above.
The second-order scheme ([2.22)-(226]) can be implemented the same way as the first-order

scheme (27)-(211]).

2.2. Energy Stability. We show below that the first- and second-order SAV schemes ([Z.7))-
2I0) and ([222)-(226]) are unconditionally energy stable. We shall use || - || and (+,-) to denote
the norm and inner product in L?(f2), and < -,- > to denote the inner product in L?(99).

THEOREM 2.1. The scheme 21)-@II)) is unconditionally stable in the sense that
1
E" — E" < v AtV T2 — naAt| VT2 — TAt]q"HF, VAt, n >0, (2.27)
where

1 « 1
En+1 _ §||,un+1H2 + §‘|bn+1||2 + §|qn+1|2‘



Proof. Taking the inner product of (Z7) with Atu™*! and using the identity
1
(0= b,a) = 5(Jaf” — B>+ |a—bP), (2.28)

we have

”un+1H2

_ n||2 n+1 _ ..n||2
5 u”] lu 5 u” + vAL|Vu T 4 At(Vp T um T
(2.29)

n+1
= At eXp(t T )" ((V x ") x b, u"t!) —u”" - Vu",u" ).

Taking the inner product of ([28) with aAtb™™! and using the identity
V x (V xb") = —Ab™™! 4 v(V . b, (2.30)

we have +112 2 +1 2
b" — Ip™ b" —_ B

2 . 2 (2.31)

t
+ aAt exp(T)q"+1 (V x (b" x u"),b"“) = 0.

Multiplying ([ZI1)) by ¢" "' At leads to

n+112 _ | n|2 1 1
‘q ‘ ‘q ‘ + _|qn+l _ qn|2 + TAtIq"HIz

2 2
n+1
= Atg"H! exp(%)((u” VU, u" ) — a((V x b") x b, a1 + a(V x (b" x u™), b)),

(2.32)
Then summing up (229) with [231))-(232) results in
[l 2 — [l + o™ — al b + |¢" T — "

g™ = " ot a4 b - b7

2
< —2v A Vu" P — 20 At VB2 - ZAHgM P,

which implies the desired result. 0
We observe that the discrete energy dissipation law (2.27]) is an approximation of the con-
tinuous energy dissipation law (2.0]).

THEOREM 2.2. The scheme ([2.22)-226]) is unconditionally stable in the sense that
1
E"l B < At Va4 nal VT2 + T\q”“\?), VAL, n >0, (2.33)

where )
1 12 12 12
Bt =Z(HU"Jr I+ b HIE 4 g )
1
+ Z(||2un—i-1 . ,unH2 —|—OéH2bn+1 . bn||2 + |2qn+l . qn|2)‘
6
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Proof. Taking the inner product of Z22) with 4Atu™*! and using the identity
2(3a — 4b + ¢,a) = |a]* + |2a — b]* — [b]* — |2b — ¢|* + |a — 2b + ¢|?, (2.35)

we have

Hun-HH2 + H2un+l _ un”2 . ”un”2 . ”211” o un—1”2 + ”un-i-l —ou” + un—1H2

+ A AL VU2 4 4AL(Vp T u Y (2.36)

n+1

t o . - -
= 4At eXp(T)q"'H (a((v x b" T x b ut) — (@t vun-i-l’un-i-l)) ‘

Taking the inner product of ([Z23) with 4aAtb™ ! leads to
a(”bn—i-1”2 + ”2bn+1 . bn”2 o ”an2 . H2bn . bn—1H2 + an—i—l — 9p™ + bn—1”2)

nt1)2 AR Fntl | _pdly pndl (2.37)
+ 4nalt| VB | + dadt exp(——)g (Vx(b x @), b ):o.

Multiplying ([Z26]) by 4Atg" ! leads to

’qn+l‘2 + ’2qn+1 _ qn’2 _ ’qn’2 _ ’2qn o qn—1‘2 + ‘qn—i-l _ 2qn _’_qn—1‘2

4At n+1|2 n+1 tn+l —n+1 —n+1 __n+l
==~ |¢"T A+ 4AL"T exp(—) (@ V)utT, ut) (2.38)
n+1 _ _ _
— daAtg exp(t —) (((v % B % B untl) — (v x (™ x a"+1),b"+1)) :

Then summing up (236) with ([2.37)-(238) results in

Hun+1H2 + H2un+1 . un||2 + Oé||bn+1H2 —|—OéH2bn+1 o bn||2

+ ‘qn+1‘2 + ‘2qn+1 _ qn’2 + Hun—l—l —ou" + un—1”2 + a”bn—i-l —92b™ + bn—1H2
4At
+ |qn+1 . an + qn—1|2 + T|qn+1|2 + 4uAt||Vu”+1||2 —|—4770éAt||Vbn+1||2
<[[u|? + 20" = w2+ al[b"|? + af2b™ — b T + |¢"* + [2¢" — ¢,

which implies the desired result. O
Note that the discrete energy defined in (2:34]) is a second-order approximation of the contin-
uous energy defined in (2.6]), and ([2Z.33]) is an approximation of the continuous energy dissipation

law (2.0).

3. Error Analysis. In this section, we carry out a rigorous error analysis for Scheme I
Z70)-(ZII) in the two-dimensional case. Similar analysis can also be carried out for Scheme II
but the process is much more tedious so we opt to only consider Scheme I here. We emphasize
that while both schemes can be used in the three-dimension case, the error analysis can not be
easily extended to the three-dimension case due to some technical issues. Hence, we set d = 2
in this section.



3.1. Preliminaries. We describe below some notations and results which will be frequently
used in the analysis. We use C, with or without subscript, to denote a positive constant, which

could have different values at different places.

We use the standard notations L2(92), H¥(2) and HY(2) to denote the usual Sobolev spaces.
The norm corresponding to H*(Q) will be denoted simply by || - [|z. The vector functions and

vector spaces will be indicated by boldface type.
We define
L3®) = p € %) s [ qdo =0},
H(Q) = (H*(Q))4, H%(Q) = {ve H'(Q) : v|sq = 0},
H!(Q) = {veHY(Q): v n|sg =0},

V={veHL)Q):V v=0},
H={ve(l*N)?:V-v=0, v-nlgg = 0}.
The following formulae are essential and useful for our analysis

(Vxv)xv=(v-V)v— %V|v|2,

vx (wxz)=(v-z)w— (v -w)z,

Vx(vxw)=(w-V)v—(v-V)w+ (V-w)v— (V- v)w,

(vxw)xz-q=(vxw) (zxq)=—(vxw)-(qxz),
/Q(VXV)'WdX:/QV'(VXw)dx+/m(nxv)'vvd8‘

Define the Stokes operator

Au= —PAu, Yuc D(A) =H*(Q)NV,

where P is the orthogonal projector in L%(2) onto H, and the Stokes operator A is an unbounded
positive self-adjoint closed operator in H with domain D(A). We then derive from the above

and Poincaré inequality that [24] [10]

Vvl < eflAzv], [|AV] < af|Av], V¥ ve DA)=HAQ)NV,

and

IVl < et Vvll, ¥ v e Hy(Q), [V < il Av]l, Vv e D(A).

We recall the following inequalities will be used in the sequel [7) 27]:

IV xvllo < et Vvllo. IV Vo < e[ Vvllo, ¥ v e HY(Q),

IV > vI§+ IV -vl§ = ellv]?, ¥ v € H (),

and the following well-known inequalities which are valid with d = 2 [16]:

1/2 1/2
Vil < eV 2V v v e HY(9),
8
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(3.7)

(3.8)

(3.9)

(3.10)



Vllz < e[V Iv]y?, ¥ v e HA(Q), (3.11)

where ¢; is a positive constant depending only on 2.
Next we define the trilinear form b(-,-,-) by

b(u,v,w) = /Q(u-V)v-wdx.

We can easily obtain that the trilinear form b(-,-, ) is a skew-symmetric with respect to its last
two arguments, i.e.,

b(u,v,w) = —b(u,w,v), YuecH, v,weH(Q), (3.12)
and
b(u,v,v) =0, YuecH, vecH(Q). (3.13)

By using a combination of integration by parts, Holder’s inequality, and Sobolev inequalities[23],
[19 @], we have that for d < 4,

callullaf[vl1 w1,
callull2[vllfwll1,
b(u,v,w) < ¢ callull2|lvi1][wl, (3.14)
callullx[vll2llwll,
callullllvi2liwll,

and that for d = 2, we have

1/2 1/2
callul[ 2 [ 2V [ 2 v 12 w1,
b(u,v,w) < 1 collully/? ul|Y2 | Av|[Y2(|v][Y2 | w], (3.15)

ca| Au|[ V2 [u] 2|Vl [ wl,

where ¢o is a positive constant depending only on 2.
We will frequently use the following discrete version of the Gronwall lemma:

LEMMA 3.1. Let ag, by, ¢, di, Y&, Ati be nonnegative real numbers such that
A1 — A + bp 1 Atprr + i1 Algrr — Aty < apdp Aty + Vi1 ALkt (3.16)

for all0 < k <m. Then

m—+1 m m+1
Am+1 + Z b Aty < exp (Z dkAtk> {ao + (bo + CO)AtO + Z ’VkAtk}- (3.17)
k=0 k=0 k=1

Finally, we may drop the dependence on x if no confusion can arise. In particular, we set

tn—l—l)‘

e;H—l _ pn—l—l _p( Q(

eg—i-l — pntl b(tn+1), EZ_H — ! u(tn-i-l)’
tn—l—l), eZL—I—l _ qn—l—l _

9



3.2. Error estimates for the velocity and magnetic field. In this subsection, we derive
the following error estimates for the velocity u and magnetic field b.

THEOREM 3.2. Assuming w € H*(0,T; H Q)N H'(0,T; H*(Q)) N L>°(0, T; H*(Q)), and
bc H20,T; H Q)N H (0, T; H*(Q)) N L>®(0,T; H*(Q)), then for the scheme 1)-EII),
we have

len I + lleg ™12 + leg =P+ vat Y |IVer ™2

n=0

m m m
+ ALY Vet P+ ALY e TP 4> flentt —en?
n=0 n=0 n=0
m m
) et =P+ et —enP < C(AL)?, VO<n<N-1,
n=0 n=0

where C' is a positive constant independent of At.
The proof of the above theorem will be carried out with a sequence of lemmas below.

We start first with the following uniform bounds which are direct consequence of the energy
stability in Theorem [2.11

LEMMA 3.3. Let (u"!, p"t1, "t 6" be the solution of @70)-@11), then we have

™2+ o™ TH2 + ¢ T2 <k, VO<m <N -1, (3.18)
and
ALY T+ ALY T F < ky, YO<m < N-1, (3.19)
n=0 n=0

where the constants k; (i = 1,2) are independent of At.
Next, we derive a first bound for the velocity errors.
LEMMA 3.4. Under the assumptions of Theorem [3.2, we have

et )2 — llenl® | lleptt —enl? v entl |2
2At + 2At + 5” eu |l
n+1

t
<exp()ept (al(V x b7) x bl - (u Vatept)

+ O(lu™)3 + w3 + leblDleull* + Cleql + oI5 e |
tn+1

T CAt/ (el + e |22 + BelZ)de, VO <n<N—1,

tn

(3.20)
where C' is a positive constant independent of At.
Proof. Let R™*! be the truncation error defined by
u(trtly  u(t) —u@m)y 1 [ 0*u
R — B _ _/ m_pnda 3.21
v ot At At Jin ( ) ot? (3:21)

10



Subtracting [22)) at ¢"*! from (27), we obtain

n+1 n+1 n+1l __ n+1
diey ™ —vAey + Ve, =Ry

n+1
+ exp(t T )q(t”+1)(u(t”+1) . Vu(t"+1) —u"- vun)

(3.22)
n+1

T )" ((V x b") x b™ — (V x b(t"1)) x b(t"T1)).

Taking the inner product of [(.22) with e?*!, we obtain
n+1(2 n |2 n+l _ _n||2
||€ H2At HeuH + ||€ 2AteuH + V”VGZ—H‘P + (Vezﬂ,eﬁﬂ) (Rn—i-l n—i—l)
tn—l—l
= ) (q(tn+1)u(tn+1) X vu(tn+1) _ qn+1un . Vun’ eﬁ+1)
tn+1
+ acexp(—-) (¢"TH(V x B") x b™ — q(t"T)(V x b(t" ™)) x b(t" ™), elth) .

rua

t
+ avexp(

+ exp( (3.23)

For the first term on the right hand side of ([3:23)), we have

tn+1

Ry el < 16HV6"+1||2 +0At/ e |2 dt. (3:24)

For the second term on the right hand side of ([B.23]), we have
tn+1

eXP(T) (q(tn-i-l)u(tn—i-l) . Vu(t"+1) _ qn+1un . vun7 GZ—H)

— ((u(tn+1) _ un) . Vu(tn+1), eﬁ—i—l) + (un . V(u(tn-‘rl)
tn+1

- exp(T)eg+1 (u" - Vu”, eptl).

—u"), ertt) (3.25)

Using Cauchy-Schwarz inequality and recalling Lemma B3] and ([B.14)), the first term on the right
hand side of ([B:25) can be bounded by

((u(tn—i-l) _ un) . vu(tn-i-l) en—i—l)

rua

< ea(1 4 en) [u(t™*) — u[[u(@ ) 2| Ve

. (3.26)
< 16IIVE”“H2 +Cllu(" )3 lles]? +C||u(t”“)||§At/tn g |[*t.

The second term on the right hand side of (8:25]) can be estimated as follows by using the similar
procedure in [14],

(un . V(u(t"+1) o un) en+1)

= (u" - V(u("t) —ut),elt) — (el - Vel extt) — (u(t™) - Vep, eptt)
tn+1
<ea(1+ 1) VeIl / wdt]2 + [legl[a()]2)

(3.27)
1/2 1/2 n
+ea(1+ en)[lexl 2 enly 2 en 2 ey Vet

tn+1

v n n
<7l Veat I + @3 + el el +0At/tn e 3dt.
11



For the last term on the right hand side of ([3.23]), we have

exp(5) (47 (V % B) x B — g™ )(T x b(E™H)) x b(e), )
tn+1 n+1 n n e 1 n n+1 n el 1 (328)
:exp(T)qur (Vxb") xb™ ex™) + ((Vx (b" = b(t"™))) x b, ept)

+((V x b)) x (b" — b(emH)), ent)
The second term on the right hand side of ([B.28]) can be transformed into
((V x (b" = b(t"™1))) x b, e™)
=((V xep) xep,ex™) + ((V x ep) x b(t"),ep™) (3.29)
+ ((V x (b(t") = (")) x b™, el ™).

Using the identity (3.]), the first term on the right hand side of (3:29) can be bounded by

((V % ) x e i) = (6 D)eh ™) = 3 (VIehP, i)
172y n 1/2 n
< C|rebulf2uebu Per M2y HVeu“H (3.30)

<16 2 Vert 12 + ClleqlFllen %

Using (3:2)), (34]) and integration by parts ([8.3]), the second term on the right hand side of (3.29])
can be controlled by
((V x efl) x b(t"),elt!) = — (el x b(t"), V x e}!)
— (V x (el x b(t")),et) — < n x (ef™ x b(t")), ef >
= (( W V)b(E") ) — ((b(t") - V)eg™, ep)
(Ve 2 + C o) [3lle 1%

(3.31)

_16

where we use the identity
Vx(vxw)=(w-V)v—(v-V)w, Vv,weH.
Lemma 3.3 and (BI4), the last term on the right hand side of ([3:29) can be estimated by

((V x (b(t") = b(t"™1))) x b™, ept)

v n+12 n e 2 (332)
< LIVt P + b PAr [ by e

For the last term on the right hand side of ([B.28]), we have

((V x b(t"™)) x (b™ = b(t"*1)), en™!)
v +112 +1 2 o 2 (3.33)
< IV + O Il + 0ot [ P
12



Finally, combining [3.23]) with (3:25)-(3.33) leads to the desired result. O

We derive below a bound for the errors of the magnetic field.
LEMMA 3.5. Under the assumptions of Theorem [3.2, we have

lef T2 —Jlex)|®  flept™ — e M igentl|2
N t oA talVel
< —exp(—— T )ert (V x (0" x ™), ep ™) + C(lut™ )5 + lleg I} leq

tn+1
C(llegl? + IIb(t"“)HS)HeZIIQ+0At/tn e |3t

tn+1

+ CAt/ (1Bl + B2 )dt, Y 0<n<N -1,
tn

where C' is a positive constant independent of At.
Proof. Let Rg“ be the truncation error defined by

Rn+1 B 8b(tn+1) B b(tn+1) _ b(tn) B i /t”Jrl( t) 92b "
b ot At At oz
Subtracting 23] at t"*! from (28] and using (Z30), we obtain
tn+1
deftt — nAept! = exp( T Jg(t" TV x (b(t" 1) x u(t"))
tn+l n+1 n n n+1
—exp(——)¢""'V x (b" xu")+ Ry

T
Taking the inner product of (36) with ef't!, we obtain

lep ™ 12— Nlep i, llep™™ — epl’?

n+12
2AL * 2At Ve |
tn+1
= exp( g™ (¥ x (b ) x u(e ), e )
tn-i—l
— exp(—)g" L (V x (b" x u™), ef 1) 4+ (RIFL, entl),

T
The first two terms on the right hand side of ([3.37) can be recast as

exp(#) (q(t"“)v % (b(tn+l) % u(tn-‘rl)) - n+1v « (bn < u ) eﬁ-H)

tn—l—l
T

By using (311)), (38) and integration by parts ([B.1), we have

—exp(— el ™ (V x (b™ x u™),ep ™) .

(Vx[(B@E ) —b™") x u(®™ )], ef ™) = (™) = b") x u(t"*1),V x ep™)

tn+1
—IIV6”+1H2 + Cllu(t™)|Bep]* + CHu(t”“)HzAt/ [be | dt.
tn
13

(V X [(b(t”“) —b") x u(t"+1)] eﬁ“) (V x [b" x (u(t”“) —u")],

(3.34)

(3.35)

(3.36)

(3.37)

(3.38)

(3.39)



Thanks to (310) and (3.8, we have

(Vx[b" x (u(t"*) —u™)],ep™)
= (b" x (u(t"*t) —u"),V x et
= (ep x (u(t"™) —u(t")),V x eﬁ“) — (e x e, V x eﬁ“)
+ (b(t”“) x (u(t"™h) —u"),V x eﬁ“)
<GV I + Cllei allealizs + ClbE ) Blleq]?

(3.40)
tn+1 tn+1
+Cllep)2at / lugl2dt + C b1 | 2Ae / |2t
t7l t'n/
n
Sg\|veﬁ+l||2 + Clleglillenl® + C(llegll + b )13 len]?
tn+1 tn+1
+Cllep2At / w2t + C[b(e+Y) At / g2t
tm tm
For the last term on the right hand side of ([3.37]), we have
tn+1
(R ™) < e + Ca / byl |2, dt. (3.41)
tn

Combining ([3:37)) with (3:38])-(341]) leads to the desired result. O

In the next lemma, we derive a bound for the errors with respect to q.

LEMMA 3.6. Under the assumptions of Theorem [3.2, we have

‘en+1’2 ‘62’2 ’en—l—l n‘2 1 | n+1|2
2At 2At 2T
tn"rl 1 1 tn"rl 1 1
§exp(T)eZ+ (u"- V', epg™) — aexp(—— T Jer T ((V x b") x b, e ™)
tn"rl
+aexp(—)eg ™ (V x (0" x u), ey ) + Oflu|[{]ey ]

T

tn+1
CUIERIE + 112 + b)) eg]l? + CAL / lque| 2t
tn+1
+0At/ a2+ 1B:J2)dt, YO<n<N—1,
tn
(3.42)

where C' is a positive constant independent of At.
14



Proof. Subtracting (24]) from (2.11]) leads to

en—l—l —en 1
q q n+1 n+1
N A
n+1
+exp(——)((u" - V', uth) = (u(" ) - VuEth), u ("))
tn-i—l
—aexp(—) ((V x ") x b, u™™) — (V x b(t"*1)) x b(t"*), u(t"*1)))
tTL—l—l
+aexp(—=) ((V x (b" x u”"), b — (V x (b(t") x u(t"™*1)), (")) ,
(3.43)
where . . it ,
da(t™") (") —q(t") 1 / ' 9%q
nt+l _ — = " ) 2 dt. 3.44
Ry dt At At Jin ( t) ot? dt (3:44)
Multiplying both sides of BZ3) by e} yields
leg T2 —lep|?  leg™! —ep]? l’en+1‘2 _ RiHlentl
2At 2At q a4
n+1
+ eXp(t—)€Z+1((u" VUt ut) — (u(t) - Va (), u ("))
fn . (3.45)
—aexp(—-)eg 2T (((V x b™) x b u™ ) — ((V x b(t" 1)) x b(t"+1), u(t"*)))
tn-i—l
+aexp(—5-)eg ¢V x (B x u™), b)) — (V x (b(" 1) x u(t"™)), b(t" 1)) .
We bound the right hand side of the above as follows:
n+1_n+1 1 n+1 2 e 2 3.46
Ry et < ey ™ P + CAt llqee || dlt. (3.46)

The second term on the right hand side of (3:45]) can be estimated as

exp(?)egﬂ ((un . Vun’ un+1) o (u(tn+1) . Vu(tn+1), u(tn—i—l)))
—exp(C (- T ) (e T (e ) A0
gl

+ exp(— —ep (@ —u(t™t) - Va@E ), u(E).

Thanks to (B:IZI) and Lemma B3] we bound the second term on the right hand side of ([8.47) by

tTL—l—l
GXP(T)GZL—H (un . v(un _ u(tn—i-l))’ u(tn-i-l))
< Ol [l [u@E*) —u(™) - egllofu™*)llale | (3.48)
tn+1

1
< pler P+ ClaRIRlP + Clute A [ e
tn

15



The third term on the right hand side of ([3.47]) can be bounded by

tn—l—l
exp(— n+1 ((un o u(tn—i-l)) . Vu(t"“), u(tn—i-l))

7 )¢
< Clla(™th) — o™ |[Jlu™ )| lu@ ) |2lep ™| (3.49)
1 tn+1
< T2 4+ Ol ||? + C At / 2dt.
< 12TI I+ Clleql” + . [lue |

The second to last term on the right hand side of [845]) can be recast as

‘aexP(tn;> 2 (Vo™ b7 ™) — (W x b(E™™h)) x (™), u(t™))
=« exp(t ;1) n+l (((V X (b(tn-i-l) _ bn)) x b", u(tn+1))
i1 (3.50)
Faesp()es (7 x b)) x (b( ) — b7), u(r™)
_ anp(tT;l) n+1 ((V % bn) % bn,eﬁ—i_l) )

Thanks to (314]), (3I3) and using the similar procedure in ([33]), the first term on the right
hand side of ([B50) can be estimated by

ozexp(tn;l) mHL((V % (b(#7F1) — b") x b", u(t™H))
— —aexp( et (7 x (1) x b7, b ) - b7)
= exp(#)e?“ ((u(™™) - V)b", b(t"*1) — b") (3.51)
~aep(C ) (07 Tyt b ) - br)
1 .

<grler IR + (e beIAr [ bl

For the second term on the right hand side of ([B.50]), we have

tn—l—l

= ) n+1 ((V % b(tn+1) (b(tn+1) o bn)7 u(tn—i-l))

it (3.52)
—=leg TP+ Ol |1? Hebll2+0||u(t”“)ll2At/ by |*dt.

aexp(——

1
- 12T

Using (3.10) and ([B.8]) and the integration by parts ([3.3]), the last term on the right hand side
16



of ([B45) can be bounded by
tTL—l—l

aexp(—— T

) n+1 ((V % (b "),bn+1) _ (V % (b(tn+l) % u(tn+1)),b(tn+l)))

tn-l—l
Saexp(—)ey T (Y x (B = b(t™1) x u"), b))

n Ozexp(tn;—l) n+1 (v x (b(tn+l) % (un . u(tn-l-l)))7 b(tn-‘rl))

gt (3.53)

+ aexp( T )eq ol (V x (b" xu"), eﬁ“)
" +1 +112
n n 77/ n n
<aexp( T Jeg TH(V x (b" xu”),ep ) + 12T| |

tn+1

+ Ol |[Fllep|* + Clleg | + Clb(E™ |5 At /tn (belf + fluel|*)dt

Finally, combining 347)-B53) in (345]) leads to the desired result. O

Now we are in the position to prove Theorem by using Lemmas

Proof of Theorem [3.2.

Multiplying both sides of [B34]) by o and summing up this inequality with [3.20) and ([B3.42])
lead to

lew™I” — llewl® |, llew™ —eull® z”venHHQ eI — lleg
2At 2At 2At
H€n+1 _ eg”2 an il 2 | q+1|2 | q|2 |en+l n|2 1 112
TN B VeI =5 DAt a7l |
<C(bE I3 + llealllenll® + Cllep T + Tu™ D) lep ] (3.54)

tn+1
L oA / (el + Jueel21 + el )t
tn

tn+1

L CAt / (oell2 + a2 )t
t’!L

Multiplying 354 by 2At¢ and summing over n, n = 0,1,...,m, and applying the discrete
Gronwall lemma [3.1] we have

m
e P + llep 1P + leg P+ vAt Y Vet ?

n=0
m m m
ALY (VR P+ ALY [ep TP 4> flent — el)?
n=0 n=0 n=0
~ (3.55)
+Z|!e”+1 elP + D leg™ —egl? ‘
n=0

(HUHHl(o,T;HZ(Q)) + HuH%ﬂ(QT;H*l(Q)) + H11\\%00(0,T;Hz(9)))(A’f)2
+ C(HbH%{l(OTH?(Q + Hb”%{z 0,T;H-1Q) )(At)?

)
+ C(Hb”Loo OTHQ(Q + HQHH2 0,7) )(At)z
17



which concludes the proof of Theorem

3.3. Error estimates for the pressure. The main result in this section is the following
error estimate for the pressure.

THEOREM 3.7. Assuming w € H?(0,T; L*(Q)) N H'(0,T; H*(Q)) N L>(0,T; H*(Q)), b
H2(0,T; L*(Q)) N H'(0,T; H*(Q)) N L>(0,T; H*(Q)), p € L*(0,T; L(Q)), then for the first-
order scheme (271)-2I1)), we have

ALY llept ey < C(AH?% VO<m <N -1, (3.56)

n=0

where C' is a positive constant independent of At.

Proof. In order to prove the above results, we need to first establish an estimate on ||d;e? .

Thanks to Theorem B.2] we have

e 2+ Nlep I+ A (Ve ™ 12 + Ve t1?) < C(at)?, (3.57)

n=0

which implies that

Hun—l—l”l <C ((At)1/2 + ”u(tn—l—l)Hl) 7 an—l—l”l <C ((At)1/2 + Hb(tn—l—l)H1> . (3.58)

Taking the inner product of B22)) with Ae?t! 4 diet!, we obtain

[Vea™I” — [IVeql®

(1+v) A7 + lldreg 1P + vl| A
tn—l—l
:exp( = ) (q(tn+1)u(tn+1) X Vu(tn+1) _ qn+1un . Vu“,AeﬁH + dteﬁ—l—l)

n+1
+ ozexp(tT) (¢"TH(V x b") x b™ — q(t"™)(V x b(t"™)) x b(t" ™), Al + dyel™)

+ (R, A + dye™).

(3.59)
For the first term on the right hand side of ([3.59), we have
tTL—l—l
exp( = ) (q(tn+1)u(tn+1) . vu(tn-i-l) - qn+1un . Vun, Aeﬁ-l—l + dteﬁ-i-l)
_ E n+1 n noA n+1 n+1
- exp( T )eq ((u V)u y A€y + dteu ) (360)

+ (™) —u") - Vu ("), Aelt + dyel )

+ (u" - V(") —u"), Aep ! + dyep )
18



Thanks to (B15) and (3.58), the first term on the right hand side of (3.60) can be bounded by
tn-i—l
_eXp(T)eg—l—l (un . vun,Aeﬁ—l—l + dt€ﬁ+1)
tn+1 n+1 n n n+1 n+1
:—exp(T)eq (u" - Ve, Aeg™ + diel™)
tn+1 n+1 n n n+1 n+1
- exp(T)eq (0™ Vu(t™), Aegtt + dpeg™)
<Cleg™ || Va2 [leg |/ Aeg /2| At + dieli™ |

+ Cleg ™ [u [allu(™) 3| Aeg™ + deey™|

(3.61)

1 v
< n+1/2
<gglldeeit I + o]

+ C(At+ [a(t™)|D)llexl® + C(AL + [[u(t™)[IF)]es ™.

14
[Aeg ™ + SllAeq]®

The second term on the right hand side of ([8.60) can be estimated by

((u(t™1) —u®) - Vu(E™*h), At 4 dyenth)
<Clla(™*) — w1 [u( )] Aei T + diely ™|
1 v
< lldreg P + 1A 12 + Cleg} (3.62)

tn+1

+WMWW@M/ gl 2.

tn
Using ([B.I5) and ([B.5]]), the last term on the right hand side of (3.60) can be controlled by
(un . V(u(tn+1) . un),Aeﬁ—H + dteﬁ—l—l)
= (u" V(u{") —u(t")), Ael + del )
— (u"- Vel Aeptt + dpelr™)

<Clu[[1fJu ™) —u(t™) |2/ Aei™ + diel ™|

| 1/2) n1/2)) 40 n n n (3.63)
o+ Ol |32 ™ A 2 e A + el |
1 n v n n n
<lldeg P + AP + C(AL+ u( DD lesll®
tn+1
ZIlAen |1 + C(At + lut™)|2)At 2t
+ gl Aenl” + C(AL + u(@)ll1) ” [[ug[[5dt.
For the second term on the right hand side of ([B.59]), we have
tn+1
ozexp(T) (q"“(v X b") x b — q(t" ) (V x b(t" 1)) x b(t" 1), Aent! + dteﬁH)
tn—l—l
=« exp(T)eZH'l ((Vxb") x b", Aelit + dyelt ) (3.64)

+a((Vx (b" —b(t"™))) x b", Aelt! + dyeltt?)

+a ((V x b(™1)) x (b™ — b(t"*h)), Aelt! + dyelt ™) .
19



Thanks to (811 and and ([B.58]), the first term on the right hand side of ([B.64]) can be bounded

by
tTL—l—l

A ) n+1 ((V % bn) % bn Aen-i—l + dten—i-l)

aexp(——
tn—l—l
=a exp(T)egJrl (V xb") x ep, Aeptt + dyel™)

tn-i—l
+ aexp(—-)e, PTL((V x b™) x b(t"), Aep™ + de™)
T a1 1 1 (3.65)
<C|IV x b"|[lle ]Iy " lleplly | Aey™ + deey™ ||

+ Cleg IV x b [[[bE) |2/l Aei™ + diey ™|

L ntl)2 4 nt+12 1 n|2
<ol 2 + AR + A
+C(AL+ ) [Dles|If + C(At + [[b(E™)[D)]eg ™.

The last two terms on the right hand side of ([B.64]) can be estimated by

a((Vx(b™ = b(t"™))) x b™, Aelt! + dyeli™)
o ((V % b(tn+1)) % (bn . b(tn+1)) Aen—l—l + dteﬁ—H)
n n n 1/2 1/2 n n
<Clleg + (") = bE [ [legll e lly >l Aent + dyet |
+ Cllef + (") — bE [ [Ib(")[[o]| Aet + dyelt|

3.66
L OV B L lb™ — b [ A + dyelt| (3.66)

1 v n
< n+12 , © A n+1y2 Ael 2

tn+1

+Clegl + b IEAL [ bt

For the last term on the right hand side of ([B.59]), we have

tn+1

1
(R, At 4 dyentl) < —2Hdt€"+lH2 |]Ae"+1H2 +CAt/ ||| dt. (3.67)

Combining (359) with (3.60)-(B.67]), we have

Ve I” — [IVeql®
20t
77 n v n n n n n
< A + A + C(AL + [la()[Dlesli + C(At + [bE)ID e T
+ O(At+ [u(t™)[[F + b I[F)]eg T2

tn+1

L CAL / (laeli2 + [fueell? + [[bel|2)dt

(1+v)

1 3v

Slhdeei™ 1 + ZHAeTlII2

68)
Next we shall balance the first term on the right hand side of (3:68]) by using the error equation

([336)) for magnetic field. We proceed as follows.
20



Taking the inner product of (F36) with —Ael't! + dyej ™, we obtain

IVep 1% — [[Vepl?

2At
n+1

t n n n n n
:eXp(T)q(t T (V x (") x u(t™™)), —Aept! + dyept)

(1+n) + || dee |2 + ml| A2

(3.69)
tn+1 n+1 n n n+1 n+1
— exp(—— T )" (Vo x (B x u”), —Aep ™ + dep ™)

+ (RET =A™ + dyep™).
The first two terms on the right hand side of ([3.69) can be recast as

tn-i—l
T

)g(t" ) (V x (b(t" 1) x u(t™™)), —Aept! + dyep™)

tn+1
— exp(—— 7 )g" T (V x (b™ x u™), —Aef ™ + dyep ™)

— (V X [(b(tn-l-l) . bn) % u(tn-l-l)] Aeﬁ—H +d en+1) (3.70)
+ (7 x [0 x (u(t™) —u")], —Aeptt + diep ™)

¢l
T

exp(

— exp(——)ey 2 (V x (b™ x u™), —Aeptt 4 dpeptt).

Noting (B3) and (BI4), the first term on the right hand side of (B70) can be bounded by

(VX[(b(tn+1) . bn) (tn—i-l)] Aeg-l—l +d en-i—l)
<C|b(t"*) - b"HlHu(lt’”l)Hszzte"+1 Aep™|

1 TL n n
<glldieg ™ + HAG TP+ Cllepi? (3.71)
tn+1

+cuu<t"+1>u%At / Iloe| 2.
tn

For the second term on the right hand side of ([B.70]), we have

(Vx[b" x (u(t™™) —u™)], —Aep ™ + dep ™)
= (V x [efp x (u(t™™) —u™)], —Aep ™ + dyel ™)
+ (V% [b(t") x (u(t™*1) — u")], ~Aeft! + dyept!)
<Ollep )y leplly e h) — u|l1[ldsep ™t — Aept

n n n n n 3.72
Ol u(™) — wly ldie — A (3.72)

1 1 Ui 1
ég\ldte? 12+ 1—6IIAE{;+ I + gHAeﬁH2 + Cllei I}
tn+1

L GOl Y 7
21



Thanks to (33) and (3I4]), the last term on the right hand side of (B70) can be

tn-i—l
_eXp(T) n—l—l (V % (bn % un)7 _Aeg—i-l + dt€g+1)
tn+1
= — exp(—)e; PV x (e x u”), —Aep T + dyep )
tn-i—l
- exp(—)e’”1 (V x (b(t") x u™), —Aep ™ + diep™)

1 ! 1/2 1/2 1 1 (3.73)
<Cleg™lleplly " lleplly a1 lldeep ™ — Aep™ |

I I e~ At
1 2 12 2
<l I + LA + lac

+C(AL+ Hu(t")Hl)HebH? + C(At + [Ju@)|7)ey ™.

For the last term on the right hand side of ([B.69]), we have

tn+1

1
(R A die™) < Gl 1P + 1A+ At [ [bulPar 37
Combining (3.69) with B70)-(B74]), we obtain
IVep 1 — [[Vep [ n 30 An
(14 Y oIV et + 2 a2
T’ n n n
< IA|? + C(At + [u(t )H1)||ebH1+C(At+ (™) I)leg ™ 2 (3.75)
tn+1

L oAl / (g2 + o2 + [bye2)dt

Summing up B.75) with (3.68]) leads to

[Ver ' — [ Veil?
2At
IVer ™ 2= IVeRlI> | 1, iiv | 300 A nt1p2
+ (1 +n) AL + 5 ldiey P+ A
U Vi . .
S§\|A6b||2 + ZHAeull2 + C(At + [[u) [Pl e5 T (3.76)
+ C(At + [[u()[[F + [pET) bl + leg™ )

tn+1

1+ CAt /t (luell3 + lueell® + bl + IIbee|®)dt

1 3v
(1+v) Slldieq™ 1 + — [ Aep?

Multiplying B70) by 2At¢ and summing over n, n = 0,2,...,m, and applying the discrete
22



Gronwall lemma B we obtain

m m
IV ™12 + At Y ldieg ™ 1 +vAe Y ||Acy™ |

n=0 n=0
HIVep P+ AL ldeel P+ AL (| ARt
=0 oo (3.77)
<C(At+ [[u@E)[} + pE)IDH ALY (lealld + llepl?)

n=0
+CALY lent P+ C (AL
n=0

Combining the above estimate with Theorem [B.2] we finally obtain

ALY ldel TP + (IVer 1P + vAt > | Aep P + || Vep T
= oo (3.78)
+ ALY ldep TP+ nAE > [|Aep P < C(AL)

We are now in position to prove the pressure estimate. Taking the inner product of (3.22])
with v € H}(Q), we obtain

(Ven—l—lv V) = (dteﬁ—l—lv V) + V(Aen+17 V) + (Rﬁ—i—lv V)

p u
tn-i—l
+exp(—) (¢t ) (u(E™) - V)u(E"th) — ¢ " - V)u", v) (3.79)
n+1
4 ozeXp(tT ) (Y % b") x b — g(t")(V x b("1)) x ("), v) |
We derive from ( . )
Vel v
e L2 < sup p7’7 3.80
lep™ Nzcayx verr) Vv (3.80)
and (325)-B27) that, for all v € H(Q),
tTL—l—l
exp( ) (0 - V) — ¢ (" V), v)
n+1 n+1
) (e — w) - Va( ), v) - — (- V)ut,v)
eXp(— T ) eXp(— T )
q(tn—i-l) (3'81)
+ s (u” . V(u(t”"'l) —u"), V)
exp(— T )
tn+1
<C(|lexllr + |l wdt|)y + [ep )| Vv,
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and for the last term on the right hand side of ([379), by using [B.28)-(333]), we have

aexp(ﬁ) (@" TV x B") x B — g(t"TH)(V x b(t"F)) x b(t"F), v)

T
n+1

t
= exp(T)e;H'l ((Vxb™) x b™ ept!) +a (V x (b" —b(" ™)) x b", et

+ o ((V x b(t" 1) x (b" — b(t")),ept!)

<C(lepll 1o - et + leg T DIV

(3.82)
Finally thanks to Theorem B2l and (B78]), we can derive from the above that

m m
A 1en 2y < CAEY (ol |2 + Vet 2
n=0 n=0
t'm+1

el + el Iy ) + Can? [ bl

tm+1

+amf/ (luell? + el )dt < C(ALY.

+0
The proof is complete. O

4. Numerical experiments. In this section we provide some numerical experiments to
validate the SAV schemes developed in the previous sections.

Although we only discussed semi-discretization in time in the previous sections, the IMEX
SAV schemes can be coupled with any compatible spatial discretization. More precisely, let
X;, € HY(Q), M), € L(Q) and W), € HL(Q2) be a set of compatible approximation spaces for
the velocity, pressure and magnetic field, a fully discrete first-order IMEX SAV scheme is as
follows: (uZ“,pZH,bZH) in (Xp, M, Wp,) and qZH € R such that

(dtuh+1vvh) + V(Vuh+1vvh) - (ph+l7 V- Vh) = aexp( T )Qh+l ((V X bh) X bh7vh)
tn+1 1
— exp( T )a, " (ay - Vuy), vy), Vv € Xy, (4.1)
(V-upth &) =0, V& € My, (4.2)
(AP wy) +n(V x bV x wy,) + (V- btV - wy,)
tn+1
+ exp( T )q;fJrl (V x (bp xuy),wp) =0, Vw, € Wy, (4.3)
dtqn—i-l _ _iqn-l—l + eXp(tn+1 )
h T T
((up - Vup, up™) — a((V x b}) x b, up™) + a(V x (b} x u}),by™)). (4.4)

Second-order fully discrete IMEX SAV scheme can be constructed similarly.
Following the same procedure as in the proof of Theorem 211 namely, setting v, = uZH,
& = pitt, wy, = abl™! in [@I)-(@3) respectively and taking the inner product of @) with
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qZH, we can obtain the following stability result: The scheme (@I])-([Z4]) is unconditionally
stable in the sense that
B B <~ vAH[ VUi — goad| Vb

1 4.5
— naAt|V x byt |2 — TAt|qZ+1|2, VAt, n >0, (45)

where 1 )
1 12, @ 192 12
Bt = St SR + ol
In our simulation, we use (P, P;, P») finite-elements to approximate velocity, pressure and
magnetic field, respectively. Note that the (P, P;) finite-elements for velocity and pressure
satisfy the inf-sup conditions so that one can easily show that the fully discrete scheme (4.1))-
([#4) coupled with (P, Py, P») finite elements are well posed and can be solved following the
procedure described in Section 2.
In this example, we set Q = (0,1) x (0,1), » = 0.01, n = 0.01, « = 1, T = 1. The right hand
side of the equations is computed according to the analytic solution given as below:

up(z,y,t) = mksin?(rx) sin(ry) cos(t),
us(z,y,t) = —mksin(rz) sin?(1y) cos(t),

p(z,y,t) = k(z —1/2)(y —1/2) cos(t)/10,
by (z,y,t) = ksin(nx) cos(my) cos(t),

ba(z,y,t) = —k cos(mx) sin(my) cos(t),

where k = 0.01. To test the time accuracy, we choose h = 0.005 so that the spatial discretization
error is negligible compared to the time discretization error for the time steps used in this

experiment.
TABLE 4.1
Errors and convergence rates with the first-order scheme (Z71)-(211)

At lup, —ullg: Order |[lup, —u||zz  Order llpn, — pllzz Order
1/2 8.26E-3 — 1.34E-3 — 2.66E-5 —
1/4 3.96E-3 1.06 7.16E-4 0.91 1.16E-5 1.12
1/8 1.93E-3 1.04 3.70E-4 0.95 5.41E-6 1.10
1/16 9.52E-4 1.04 1.89E-4 0.97 2.61E-6 1.05
1/32 4.72E-4 1.01 9.51E-5 0.99 1.28E-6 1.03
1/64 2.35E-4 1.01 4.78E-5 0.99 6.33E-7 1.01

Numerical results for this example with first- and second-order schemes are presented in
Tables .THL.Al We observe that the results for the first-order scheme ([2.7)-(211]) are consistent
with the error estimates in Theorems and [3.71 While second-order convergence rates for the
velocity, pressure and magnetic field were observed for the second-order scheme (Z22)-(2Z20]).

5. Concluding remarks. We constructed first- and second-order discretization schemes
in time based on the SAV approach for the MHD equations. The nonlinear terms are treated ex-
plicitly in our schemes so they only require solving a sequence of linear differential equations with
constant coefficients at each time step. Thus, the schemes are efficient and easy to implement.
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TABLE 4.2
Errors and convergence rates with the first-order scheme (220)-2I1)

At b, —b||g1 Order by, — bl| L2 Order
1/2 4.52E-3 — 1.22E-3 —
1/4 2.10E-3 1.11 6.39E-4 0.94
1/8 1.00E-3 1.07 3.27E-4 0.97
1/16 4.89E-4 1.04 1.65E-4 0.98
1/32 2.41E-4 1.02 8.31E-5 0.99
1/64 1.20E-4 1.01 4.17E-5 1.00
TABLE 4.3

Errors and convergence rates with the second-order scheme (2.22))-(2.20)

At lup, —uljg: Order |[lup, —u||zz  Order llpn, — pllzz Order
1/2 6.43E-3 — 8.84E-4 — 1.94E-5 —
1/4 1.99E-3 1.70 2.32E-4 1.93 5.23E-6 1.89
1/8 5.49E-4 1.85 5.35E-5 2.12 1.38E-6 1.92
1/16 1.44E-4 1.93 1.26E-5 2.09 3.53E-7 1.96
1/32 3.70E-5 1.96 3.05E-6 2.04 8.92E-8 1.99
1/64 1.03E-5 1.85 7.52E-7 2.02 2.24E-8 1.99

Despite the fact that the nonlinear terms are treated explicitly, we proved that our schemes
are unconditionally energy stable. This is made possible by introducing a purely artificial scalar
auxiliary variable, ¢(t), which enables the nonlinear contributions to the energy to cancel with
each other as in the continuous case, leading to the unconditionally energy stability.

By using the unconditional energy result which leads to uniform bound on the numerical
solution , we derived rigorous error estimates for the velocity, pressure and magnetic field of the
first-order scheme in the two-dimensional case without any condition on the time step. To the
best of our knowledge, this is the first linear, unconditional energy stable and convergent scheme
with fully explicit treatment for the MHD equations. We believe that the error estimates can
also be established for the second-order scheme in the two-dimensional case although the process
will surely be much more tedious. However, it appear that the error estimates can not be easily
extended to the three dimensional case as our proof uses essentially some inequalities which are
only valid in the two-dimensional case.
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